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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• A deep-learning model could predict 
optimal enzyme-cocktail-substrate 
interaction. 

• The model needs no pre-labeled data
sets, with easily obtainable features. 

• The model eliminating the reliance on 
expert-level prior knowledge of 
mechanism. 

• The model shows high precision of 
91.98% in tailor-made lignocellulolytic 
enzyme. 

• The method has good applications in 
artificial proteins biosynthesis from 
straw.  
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A B S T R A C T   

Effectively pairing diverse lignocellulolytic enzyme cocktails with intricately structured lignocellulosic substrates 
is an enduring challenge for science and technology. To date, extensive trial-and-error remains the primary 
approach and no deep-learning methods were developed to address it due to limited experimental data and 
incomplete expert-level knowledge of enzyme-cocktail-substrate structure-dynamics-function relationships. 
Here, a novel model is developed to tackle this issue in efficient, cost-effective, and high-throughput manners. It 
needs no pre-labeled datasets, instead utilizing simple features, eliminating the reliance on expert-level prior 
knowledge of reaction mechanisms. Experimentally optimal combinations were found within predicted ranges of 
tailor-made combinations with precision of 91.98%, covering 80.00% of overall top-100. Practical tests 
demonstrated its effectiveness in narrowing down potential optimal combinations, speeding up targeted 
screening, and enabling efficient degradation of lignocellulosic biomass. The method has good applications in 
artificial proteins biosynthesis from low-value lignocellulosic straw, providing alternative solutions for biomass 
biorefining challenges in complex enzyme-cocktail-substrate interactions.   
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1. Introduction 

The global lignocellulosic biomass production amounts to approxi
mately 200 billion metric tons annually (Ashokkumar et al., 2022). To 
achieve food supply sustainability and reduce dependence on natural 
resources, the effective utilization of abundant agricultural waste straw 
biomass for food or fuel production is of paramount importance. How
ever, the conversion of carbohydrates in biomass into fermentable 
sugars poses a significant challenge for lignocellulose-based biorefining 
(Ragauskas et al., 2006). The low digestibility of lignocellulosic biomass 
and the high cost of recombinant enzymes have impeded the progress in 
this field (Liu and Qu, 2021). 

To advance lignocellulose-based biorefining, it is crucial to develop 
specifically tailored multienzyme mixtures capable of efficiently 
degrading specific lignocellulosic materials (Binod et al., 2019). Ligno
cellulosic biomass is composed of cellulose, hemicelluloses, and lignin, 
each possessing distinct characteristics due to their composition, inter
linkage, and distribution within the plant cell wall (Binod et al., 2019). 
Due to the complexity of biomass, the degradation of lignocellulosic 
biomass in natural living systems requires a complex multienzyme sys
tem, including not only cellulases but also other auxiliary enzymes such 
as xylanases and peroxidases, among others (Hu et al., 2011; Kumar and 
Wyman, 2014; Murashima et al., 2003; Selig et al., 2008; Zhang et al., 
2011). Notable companies such as Novozymes and Genencor have made 
significant strides in creating more efficient and cost-effective enzymes 
for lignocellulose hydrolysis. However, these advanced products have 
been tailored to specific substrates and may not be universally appli
cable (Wang et al., 2019). Furthermore, the deconstruction of ligno
cellulose involves over 30 classes of enzymes produced by 
microorganisms, resulting in a vast number of potential enzyme com
binations (Liu et al., 2013). As a result, optimizing enzyme cocktails for 
different substrates remains a significant challenge (Du et al., 2020) To 
date, the development of a systematic approach to match optimal 
lignocellulolytic enzymes to specific substrates has primarily relied on 
time-consuming, labor-intensive, and expensive experimental methods, 
which are often not economically viable according to techno-economic 
analyses. Therefore, there is an urgent need for high-throughput 
methods to select optimal lignocellulolytic enzyme cocktails for the 
utilization of specific biomass resources. 

The currently available supervised methods can accurately predict 
enzyme properties using sequence and structure features, relying on pre- 
labeled training sets (Li et al., 2022). However, employing conventional 
supervised methods to predict properties of enzyme-cocktail-substrate 
combinations, which involve complex features of enzymes and sub
strates as input (Mazurenko et al., 2020), may encounter a number of 
challenges. Firstly, constructing such a model requires profound expert- 
level knowledge of reaction mechanisms (Li et al., 2022; Mazurenko 
et al., 2020; Smith et al., 2020), including structure-dynamics-function 
relationships in macromolecular assemblies of enzyme cocktails and 
substrates. However, the current understanding of complex macromo
lecular structure matching, including interactions between enzyme 
mixtures and the intricate structure of lignocellulosic substrates, re
mains limited (Jabbour et al., 2013). Additionally, models that utilize 
high-dimensional sequence and structure information as input, except 
for those designed with great delicacy, often require a larger pre-labeled 
training set (Mazurenko et al., 2020) to achieve optimal performance 
and overcome difficulties such as overfitting, which can arise due to high 
dimensionality (Indyk and motwani, 2000). Moreover, acquiring 
sequence and structure information from experiments involves addi
tional analyses and calculations, resulting in a time-consuming and 
costly process needed to prepare a substantial pre-labeled training set. 
When dealing with specific tasks, utilizing existing training sets may 
pose various challenges, including domain transfer difficulties, feature 
gaps, and class imbalances (Mazurenko et al., 2020). Although deep 
learning holds promise solutions for these biorefining challenges, no 
deep-learning methods have been reported to specifically address this 

problem (effectively pairing diverse lignocellulolytic enzyme cocktails 
with intricately structured lignocellulosic materials) to date. 

In this work, a novel deep-learning method that can tackle this issue 
by adopting a distinct approach from traditional supervised methods is 
developed. It based on two guiding ideas: (1) Enzyme-cocktail-substrate 
combinations with high degradation rates share common characteris
tics, which are already embedded in the features of enzyme cocktails and 
substrates. Therefore, instead of initially predicting their properties and 
then classifying them based on those predictions, one can directly 
clusters these combinations into groups based on their similarities, so 
that they can be extracted from simple features, including indicators of 
substrate composition and structural properties, as well as simple 
indices of the role played by each enzyme in the cocktails. (2) Unlike the 
conventional supervised learning methods that rely on large labeled 
datasets to guide the learning of important features, one can leverage 
unsupervised strategies to guide the model in discarding irrelevant in
formation, retaining crucial information, and assigning higher weights 
to key factors. 

Based on the simple ideas mentioned above, three key techniques 
were developed and introduced: (1) The EA-net is designed to capture 
the intricate interactions between substrates and enzyme cocktails using 
only simple features. (2) The contrastive learning strategy (Chen et al., 
2020) is modified as a fully unsupervised strategy and is combined with 
EA-net to enable the model to learn the similarities and differences be
tween samples, thereby discarding useless features, retaining useful 
ones, and strengthening important ones. (3) Finally, a multi-clustering 
strategy (Zhou et al., 2022) is introduced to enhance the purity of 
each clustered group. 

The proposed method clusters enzyme-cocktail-substrate combina
tions into high-purity groups and provides a category consisting of 
predicted optimal combinations. It avoids the dilemma of limited 
experimental datasets and incomplete prior expert-level knowledge of 
structure-dynamics-function relationships crucial for the reaction 
mechanisms. The optimal group contains combinations with higher 
sugar yields, achieving a precision of 91.98%, covering 80.00% of the 
overall optimal 100 combinations and 89.81% of the optimal combi
nations for each substrate. It serves as a valuable guide for subsequent 
applications showcasing its effectiveness in speeding up targeted 
optimal enzyme-cocktail-substrate combinations screening. Finally, 
repeated experiments and extensive comparisons were conducted to 
prove its effectiveness and robustness. 

By following the key ideas and leveraging the proposed key tech
niques, an unprecedented method was offered to expedite the conver
sion of biomass into fermentable sugars by efficiently identifying 
optimal enzyme-cocktail-substrate combinations. This method elimi
nates the reliance on experimental datasets and expert-level knowledge, 
resulting in a significant advancement, novel insights and alternative 
solutions for biorefining challenges beyond enzyme-cocktail-substrate 
interactions, with potential applications in the realm of macromolec
ular assemblies. Its user-friendly nature and cost-effectiveness ensure 
accessibility to a wide range of researchers and industrial engineers, 
thereby fostering innovation and progress in related fields. 

2. Materials and methods 

In this section, the main methods, including the criteria of the data, 
the construction of the unsupervised deep learning framework, and the 
application of the selected optimal enzyme-cocktail-substrate combi
nations are introduced. 

2.1. Lignocellulosic biomass materials 

The 77 biomass samples were obtained from various accessions 
collected in China, covering a diverse range of biomass samples (see 
Supplementary Materials). The raw or pretreated samples were 
collected, dried, ground, passed through a 60-mesh screen and stored in 
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a dry container until use. 

2.2. Analysis of plant cell wall components 

The cellulose and hemicellulose contents of lignocellulosic biomass 
were quantitatively analyzed according to the NREL Laboratory 
Analytical Procedures using a two-step acid method (Sluiter et al., 2008) 
(see Supplementary Materials). The cellulose and hemicellulose con
tents were calculated (Sluiter et al., 2008), where factors of 0.90 and 
0.88 reflect the weight loss in the conversion of glucose to glucan and 
xylose to xylan, respectively. The lignin content was determined ac
cording to Chinese standard methods (Gao et al., 2018). 

2.3. FT-IR spectroscopy and x-ray diffraction (XRD) analysis 

The sample was lyophilized at − 20 ◦C for 24 h in a vacuum dryer 
(FD-IC-50, Beijing). Infrared spectra were recorded on an FT-IR 710 
infrared spectrophotometer (Nicolet, Madison, WI). A total of 100 scans 
with a 2 cm− 1 resolution were signal-averaged and stored. The scanned 
wave number range was 4000–400 cm− 1. The ratio of absorbance at 
4000–2995 cm− 1 to that at 1337 cm− 1 of C-OH in-plane stretching was 

introduced as an empirical criterion of HBI (Gao et al., 2018) (see 
Supplementary Materials). The crystallinity of samples was examined by 
XRD measurements performed on a Bruker D8 Advance Diffractometer 
using Cu Kα radiation (λ = 0.1541 nm) at 30 kV and 30 mA, according to 
the method of Gao et al. (Gao et al., 2018). 

2.4. Enzymatic preparations 

T. reesei A2H (China General Microbiological Culture Collection 
Center; CGMCC 21470) is a lignocellulolytic enzyme-hyperproducing 
mutant strain obtained by chemical mutagenesis in our laboratory. 
The medium used for lignocellulolytic enzyme production was prepared 
in accordance with a previous study. The linear sgRNA construct and 
pCas9 expression plasmid with a codon-optimzied Cas9 expression 
cassetted were used to co-transform Aspergillus niger protoplasts. The 
following three DNA fragments were used to co-transform the pro
toplasts: (i) donor DNA, consisting of 500 bp 5′and 3′ homologous flanks 
around the target site; (ii) the Cas9 expression plasmid, and (iii) the 
sgRNA expression cassette. The transformation efficiency of NHEJ- 
deficient strains can reach 100.00%. The novel lignocellulolytic enzy
matic preparation was a cocktail with cellulase from T. reesei and 

Fig. 1. Illustration of the proposed method. a, The structure of EA-net. a-1, The input consists of 9 simple features. a-2, The proposed EA-net mainly consists of 
attention and embedding blocks. The residual connection block, which increases the precision of EA-net by ~ 2%, is also illustrated. a-3, The output is versatile, and 
can include both supervised and unsupervised downstream tasks. b, Illustration of the applied contrastive learning strategy. c, Illustration of the multi- 
clustering strategy. 
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auxiliary enzymes from A. niger at a ratio of 8.5:1 (v/v) (see Supple
mentary Materials). 

2.5. Analysis of biomass enzymatic digestibility 

The biomass was subjected to enzymatic hydrolysis by cellulase at 
50 ◦C for 72 h in triplicate (see Supplementary Materials). Hydrolysis 
experiments were conducted in 50 mL Erlenmeyer flasks with a total 
working volume of 20 mL while maintaining a substrate concentration 
of 5% (w/v). The enzyme loading was 20 FPU/g substrate. The reaction 
mixtures were supplemented with 0.5% NaN3 to prevent microbial 
contamination. The samples were removed at regular intervals, and the 
supernatant was analyzed by high-performance liquid chromatography 
(HPLC) (Shimadzu, Kyoto, Japan) with a refractive index detector 

(Shimadzu) on an Aminex HPX-87H column (Bio-Rad, Hercules, CA, 
USA). 

2.6. The EA-net model 

In this section, the proposed EA-net which was used as the funda
mental backbone network in the proposed method is introduced. As the 
algorithm is mainly based on two commonly used skills in deep learning, 
namely, the Embedding (Chowdhary and Chowdhary, 2020) and 
Attention (Vaswani et al., 2017) operations, it is named EA-net. The 
algorithm can effectively learn the nonlinear relations within the com
bination of biomass substrates and enzyme systems. Here, the input, 
structure, and output of EA-net is introduced, see Fig. 1. 

Fig. 2. The illustration of the main result. a, The histograms of sugar yields of the three groups clustered by the proposed proposed method are shown in the 
figure. The precisions of each group are improved by generating an additional group that contains combinations due to disputed votes. b, A radar chart with angles 
representing the substrates showing the predicted optimal group including those correctly predicted and missed. Although the algorithm missed some combinations 
with high sugar yields, it successfully predicted the combination of higher sugar yields for most of the substrates (the experiments with the highest precision among 6 
repeats is presented here). 
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The input of EA-net 

Firstly, the biomass substrates were characterized based on the 
proportions of components and the intricate structure type. Here, it 
considered the three canonical lignocellulose components, i.e. cellulose, 
hemicelluloses, and lignin. The intricate structure type is further 
indexed by HBI and CrI. Secondly, the method numbered each enzyme, 
and considered multi-enzyme mixtures containing no more than four 
kinds of enzymes (see Supplementary Materials). For those containing 
less than four enzymes, the missing enzymes were numbered as − 1. 
Enzymes were selected from a pool of 12 distinct enzymes at a specific 
ratio. The enzymes from T. reesei constitute the main enzyme system, 
while the auxiliary system from A. niger. For example, if the multi- 
enzyme mixtures contain only “Main” and “FAE”, then, they are 
labeled as [1, 2, − 1, − 1]. 

As a result, the input of the EA-net is a combination of 2-, 3-, and 4- 
dimensional features corresponding to the proportion of components, 
the intricate structure type, and the multi-enzyme mixtures, respectively 
(Fig. 1a-1). 

The structure of EA-net 

In this section, the structure of EA-net is introduced, as shown in 

Fig. 1a-2. EA-net essentially consists of two parts, the embedding block 
and the attention block. Thus, the embedding operation and the atten
tion operation are the keys to understanding the EA-net algorithm. 

The embedding block. The embedding operation is essential to sub
stitute the one-dimensional raw data with a multi-dimensional vector. 
This procedure can help the model “understand” the hidden meaning of 
the raw data. For example, the embedding operation helps the network 
understand the meaning of a word in the natural language processing 
(NLP) task (Chowdhary and Chowdhary, 2020). In the embedding block 
of the EA-net, the 4-dimensional input features, or vectors, representing 
the multi-enzyme mixtures, are embedded in vectors with the shape of: 
[4,64], where 64 is the embedding size. For the sake of clarity, the 
embedded vectors are labeled as E_e. This procedure aims to make the 
network “understand” the properties of the enzyme. 

The attention block: self-attention and attention operations. The 
attention operation (Vaswani et al., 2017) is usually used to find the 
implicit law where two sets of data interact with each other. In order to 
discover the implicit law based on which the biomass substrates interact 
with the enzyme systems, two attention operations are used in EA-net. 
Here, a detailed description of EA-net is given, starting from the in
puts, C, S, and E, and ending at the output. 

Firstly, the method transformed both the 2- and 3-dimensional fea
tures C and S, representing components and intricate structures, into 64- 

Fig. 3. Enhancing the nutritional value of non-food biomass. a, Solid fermentation process of agricultural biomass. b, SEM analysis of biomass before and after 
digestion with lignocellulolytic enzymes. c, Microscopic observation of solid fermentation. d, The results of the application. d-1, Comparison of the crude protein 
content before and after fermentation. d-2, Comparison of the cellulose and hemicellulose content before and after fermentation. d-3, Amino acid profile of protein 
fermented from agricultural biomass. 
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dimensional features through dense connections, where yout (x) = σ 
(Wxinput + b), where xinput is the input vector, yout is the output vector, W 
and b the weight and bias, and σ(x) the activation function. Here, the 
activation function is a hyperbolic tangent function (tanh). For clarity, 
those two 64-dimensional features were named C_64 and S_64. 

Secondly, the method applied the self-attention operation (Vaswani 
et al., 2017) to modeling the relationship between variables. The 
modified self-attention operation (Vaswani et al., 2017) was applied on 
C_64 and S_64 yielding a 64-dimensional feature, named C_S for con
venience. In the self-attention operation, the vector C_64 is transformed 
into two 64-dimensional vectors denoted by K_C and Q_C using two 
independent full connections. Accordingly, 64 is the attention size, and 
the vector is S_64. Two 64-dimensional vectors obtained from the S_64 
are denoted by K_S and Q_S. The inner product between Q_C and Q_S 
gives the weight α1 and that between K_C and K_S gives the weight α2. 
The final result C_S of the self-attention operation is obtained by the 
weighted summation of C_64 and S_64 using the weights α1 and α2. This 
operation is used to deduce the law based on which the components 
interact with the intricate structure type (see Supplementary Materials). 

Thirdly, the second attention operation is applied to C_S and the 
embedded vector of E_e. The second attention operation is used to 
deduce the law based on which the biomass substrates interact with the 
enzyme systems. In this attention operation, the inner products between 
C_S and the four 64-dimentional components of E_e give four weights, 
named β1, β2, β3, and β4 (see Supplementary Materials). 

Finally, the output of the attention operation, a 64-dimensional 
vector named C_S_E, is the weighted summation of the four 64-dimen
sional components of E_e with weights β1, β2, β3, and β4. 

In addition to the embedding and attention blocks, there is a resi
dual connection in EA-net that can improve its behavior to some extent 
(over 2% in terms of precision). Therefore, the approach also introduced 
the residual connection. C, E, and S are transformed into a 32-dimen
tional feature, C_S_E_res, through a full connection layer, where E is 
converted to a vector of size 13 by a one-hot encoding operation, as 
shown in Fig. 1a-2. 

The output of EA-net. 

EA-net is a backbone structure that can be used for different down
stream tasks. Therefore, the output of EA-net depends on the down
stream task. Here, the downstream task is contrastive learning, so that 
the output of the EA-net is the concatenation of the C_S_E_res and the 
C_S_E, giving a 96-dimensional vector which will be considered as the 
representation of the sub-sample and support the downstream clustering 
task, see Fig. 1a-3. 

EA-net can also be used to train the supervised task if a pre-labeled 
training set is available. In the supervised task, the output is a 3-d vector, 
Ppredict ¼ [Phigh, Pmedium, Plow], representing the probability of each 
category. Firstly, the C_S_E_res and the C_S_E vectors are mapped onto 
3D vectors by independent dense connections, and the output is the 
weighted summation of these two 3D vectors. Finally, the softmax 
operation is applied to the 3D vectors to give a predicted probability. 

2.7. The modified contrastive learning approach 

In this section, how EA-net is trained using the unsupervised 
contrastive learning strategy is described. The main idea of contrastive 
learning is to obtain a new representation of each sample so that each 
sample is close to positive samples and far from negative samples. 
Therefore, the positive and negative samples are the key concepts of 
contrastive learning. Conventionally, contrastive learning is a semi- 
supervised learning method (Chen et al., 2020), in which positive 
samples are pre-labeled by human operators. Here, the contrastive 
learning paradigm was extended into a fully unsupervised learning 
strategy by considering the sub-sample with the 5 features changing 
randomly by 1.00% as the positive sample. The negative samples are 

other samples except for the raw sample and its positive sample. Then, 
the contrastive learning algorithm is applied to obtain the final encoded 
features of each sub-sample. The contrastive loss is expressed as 
loss= −

∑
ilog

[
exp(Si,i/τ)/

[∑
k∕=iexp(Si,k/τ) + exp(Si,i/τ)

] ]
, where τ is a 

parameter and Si,k are negative sub-samples of xi, the i-th sample in the 
batch, and Si,i is a positive sub-sample of xi (Chen et al., 2020). Fig. 1b 
illustrates the contrastive learning strategy. The parameters embedded 
in EA-net and the contrastive learning strategy are adjusted simulta
neously to minimize the contrastive loss. 

In addition, EA-net can also be trained using a supervised approach if 
a pre-labeled training set is available. The loss function is the cross en
tropy between the predicted and real probabilities, i.e. Ppredict ¼ [Phigh, 
Pmedium, Plow] and ptrue ¼ [phigh, pmedium, plow], respectively. 

Therefore, loss=
∑3

i=1piln
(

ePi/
∑3

k=1ePk

)
, where Pi and pi are the pre

dicted and real sugar production ratios, respectively. 
The total number of parameters need for training is 18,820 (e.g., the 

embedding block has 845 parameters and the attention block has 16,896 
parameters). The updating of the parameters is implemented using the 
TensorFlow framework for deep learning designed by Google. During 
the training, the batchsize is 256, and the learning rate is 0.00001. 

2.8. The multi-clustering strategy 

In this method, the main aim of EA-net and the contrastive learning 
strategy is to provide the final encoding, or representation, of each sub- 
sample. Then, three clustering methods, the k-means (Zhou et al., 2022), 
the agglomerative clustering algorithm (AGG) (Marcó et al., 2002), and 
balance iterative reducing and clustering using hierarchies (BIRCH) 
(Marcó et al., 2002), are used to group 2,310 sub-samples into 3 clusters, 
after which the final groups are obtained by voting. The multi-clustering 
strategy was proposed in previous work (Marcó et al., 2002) and it is 
reported that by voting on such different clustering methods, one can 
obtain clustering results with high purity at the cost of only rejecting 
some sub-samples with disputed vitiation. This shows that one can 
obtain more robust results by using the multi-clustering strategy. An 
illustration of the multi-clustering strategy is shown in Fig. 1c. 

2.9. Application of optimal lignocellulolytic enzymes in the fermentation 
of protein from agricultural biomass 

The biomass materials were hydrolyzed using 3.00% of optimal 
lignocellulolytic enzymes matched for the specific biomass at 50 ◦C for 
24 h. At the same time, mycelia of A. niger were activated and grown in 
liquid seed medium in a rotary shaker at 28 ◦C and 150 rpm for 24 h. 
Subsequently, the analogous method was used to incubate Candida utilis 
for 24 h. For the solid-state fermentation, a 10.0% inoculum of A. niger 
was spread over the biomass which was maintained at 65.0–70.0% 
moisture at 30 ◦C for 2 days. After 48 h of fermentation, a 12.0% 
inoculum of C. utilis was added and the fermentation was continued for 
3 days. The solid-state fermentation medium was composed of 100 g 
biomass powder with 4.00% (NH4)2SO4, 0.20% MgSO4⋅7H2O, and 
1.53% KH2PO4, without further pH adjustment. Crude protein in the 
fermentation product was analyzed using the Kjeldahl method (Marcó 
et al., 2002). A conversion factor of 6.25 was used to calculate the 
theoretical protein content form the nitrogen content. 

2.10. Brief summary of the database preparation for the proposed method 

A dataset consisting of 2,310 enzyme-cocktail-substrate combina
tions without labels was utilized. This dataset included all possible 
combinations between 77 biomass sources and 30 lignocellulolytic 
enzyme cocktails (see Supplementary Materials). Each combination is 
characterized by five simple features to describe the biomass. These 
features encompass biomass compositions such as cellulose, hemicellu
lose, and lignin, as well as structural features like crystallinity intensity 
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(CrI) and hydrogen-bond intensity (HBI). The enzyme cocktail is 
composed of a maximum of four enzymes, selected from a pool of 12 
distinct enzymes. This selection is done at a specific ratio. The enzymes 
from T. reesei constitute the main enzyme system, while the auxiliary 
system from A. niger is also included. To represent the enzyme compo
sition, each enzyme is assigned a simple index ranging from 1 to 12, with 

the missing enzyme indicated by − 1 (see Supplementary Materials). 

2.11. Brief summary of the framework of the proposed method 

The 2,310 label-free enzyme-cocktail-substrate combinations were 
clustered into three distinct groups using the proposed method (see 

Fig. 4. The evaluation and analysis of the proposed method. a, Validation of proposed method through repeated experiments. The results demonstrated the 
robustness of the proposed method in 6 repeated experiments. b, Feature-focused analysis of predicted highly effective combinations. c, Enzyme-focused analysis of 
the predicted highly effective combinations. A comparison of the enzyme occurrences in the overall raw dataset and the predicted combinations with high sugar 
yields. c-1, Occurrence of enzymes in predicted highly effective combinations from 6 repeated experiments. c-2, Occurrence of enzymes in predicted highly effective 
combinations learned from datasets with a balanced enzyme distribution. 
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Supplementary Materials). This method comprises three main steps. 
Firstly, the approach employed the proposed EA-net, which mainly 
consists of the embedding and attention blocks, to model the complex 
relationship between composition and structure features of biomasses 
and enzyme cocktail components, utilizing only simple feature inputs. 
Secondly, the approach enhanced the contrastive learning strategy by 
transforming it from a semi-supervised strategy to a fully unsupervised 
strategy through a modification in the selection of positive sub-samples, 
see method section. As a consequence, the method can combine the EA- 
net to efficiently identify and emphasize the critical information that 
distinguishes different enzyme-cocktail-substrate combinations, 
enabling us to focus on the most relevant features for clustering. Finally, 
to enhance the purity of each clustered group, the approach employed a 
voting strategy known as the multi-clustering strategy to eliminate 
combinations that receive disputed votes, further refining the clustering 
results. To find the optimal group, more than 10 combinations from each 
of the three groups were randomly selected, followed by experimental 
validation of the fermentable sugar/glucose yields. 

3. Results and discussions 

3.1. Practical application of the predicted optimal combination 

Based on the experimental results, the glucose yields of the combi
nations were categorized as low (<0.25), medium (<=0.25 and < 0.30), 
or high (>=0.30). Interestingly, it observed that combinations 
belonging to one specific group consistently produce high glucose 
yields, surpassing the threshold of 0.3. Threshold configuration was 
based on the fact that the majority of samples demonstrated a cellulose 
conversion efficiency greater than 80%. This group was referred to as 
the predicted optimal group, as it demonstrates superior performance in 
terms of sugar production, see Fig. 2a. 

The predicted optimal combinations obtained from the predicted 
optimal group were further applied to the degradation of four specific 
agricultural biomass materials: delignified wheat straw (DWS), 
delignified cotton stalks (DCS), delignified sugarcane bagasse (DSB), 
and delignified corncob residues (DCR), as shown in Fig. 2b. From the 
predicted optimal group, one optimal combination was identified for 
each of the four substrates, including DSB & (Main + SDR + FAE + BG), 
DCR & (Main + BG + Man), DCS & (Main + Xyl + BG), and DWS & 
(Main + SDR + FAE + BG). Subsequently, these four lignocellulolytic 
enzyme cocktails were utilized in solid-state fermentation of agricultural 
biomass over a period of six days (Fig. 3a). A. niger and C. utilis are two 
microorganisms that can utilize fermentable sugars derived from agri
cultural biomass for their rapid growth during solid-state fermentation, 
leading to the accumulation of high-quality single-cell protein 
(Fig. 3b–d). The results showed a significant increase in the crude pro
tein content of the agricultural straws, with values ranging from 19.70 to 
27.27%, compared to the initial content of 6.97–7.75%, as depicted in 
Fig. 3d-1. This increase in crude protein content corresponds to an actual 
protein content increase from 3.87 to 4.34% to 15.80–20.92% after 
fermentation. Moreover, the resulting fermented straws exhibited a 
balanced nutritional profile, rich in eight essential amino acids, as 
shown in Fig. 3d-3. These outcomes surpassed the results reported in 
previous studies. For example, Sun et al. observed a crude protein in
crease from 6.74 to 9.51% during corn straw silage fermentation (Sun 
et al., 2019), while Zhang et al. achieved a protein content in corn straw 
of 67.00 g/kg using combined fermentation with Geotrichum candidum 
and Phanerochaete chrysosporium (Zhang et al., 2006). Additionally, the 
selected optimal enzyme cocktail approach demonstrated efficient cel
lulose degradation, with efficiencies of 62.89–77.12%, as well as 
hemicellulose degradation efficiencies of 42.69–51.72%, as displayed in 
Fig. 3d-2. These results highlight the promising potential of the pro
posed approach in utilizing available agricultural biomass and 
enhancing its nutritional value for non-food purposes. Using low-priced 
agricultural straw and a low-energy solid-state fermentation system 

results in higher efficiency of protein production compared to soy 
(38.60%), fish (17.80%), meat (21.20%) and whole milk (3.28%) (Sal
azar-López et al., 2022). 

By 2055, it is anticipated that the world’s population will grow from 
7.4 billion to 10 billion, leading to a 50% surge in global food demand 
(Heleniak 2021). One promising solution for reducing dependence on 
natural resources and promoting sustainable food production involves 
the conversion of lignocellulosic biomass, such as agricultural straw, 
into protein-rich food sources for livestock and poultry (Xu et al., 2023). 
However, technological bottlenecks have hampered the biotransforma
tion of agricultural straw due to the indigestibility of lignocellulosic 
biomass. To achieve more economical conversion of lignocellulosic 
biomass into fuels and food, researchers should further focus on the 
production of low-cost and effective lignocellulolytic enzyme cocktails. 
However, the current approaches for matching optimal enzymes to 
specific substrates rely on time-consuming, labor-intensive, and expen
sive experimental methods. Despite the recent advancements in the 
application of artificial intelligence in biotechnological research, such as 
enzyme classification annotation (Bileschi et al., 2022), enzyme function 
prediction (Zou et al., 2019), antimicrobial identification (Ma et al., 
2022), and evaluation of substrate specificity (Mou et al., 2021), existing 
methods have encountered challenges in learning the properties of 
enzyme-cocktail-substrate combinations due to limited experimental 
datasets (pre-labeled training sets) and the incomplete understanding of 
reaction mechanisms, such as structure-dynamics-function relationships 
in macromolecular assemblies consisting of enzyme cocktails and sub
strates (Jabbour et al., 2013). 

3.2. Evaluation of the proposed method 

The performance of the proposed model was evaluated by comparing 
its predicted optimal group with the experimentally determined high- 
yield combinations. The experiments were repeated six times, and on 
average, the predicted optimal group contained 552 matching combi
nations. Out of these, 91.98% were accurately predicted, amounting to 
an average of 506 combinations with high sugar yields. In terms of sub- 
sample recall rates, the model achieved an 80.00% recall rate for the top 
100 sugar yields. Additionally, for each substrate, the recall rate for sub- 
samples with optimal sugar yield was 89.81%, with an average of 64.66 
out of 72 sub-samples being accurately recalled. It is worth noting that 
among the 77 substrates, only 72 had high sugar yields. Overall, the 
recall rate for sub-samples with high sugar yields was 60.23%, with 506 
out of 840 sub-samples being accurately recalled out of a total of 2,310. 
The evaluation of the predicted optimal groups is illustrated in Fig. 4a. 

Instead of using traditional supervised methods, this study developed 
an easy and effective method to optimize enzyme cocktails for specific 
substrates by adopting a unique and distinct approach that bypasses 
challenges faced by traditional supervised methods. The key idea is to 
cluster the macromolecular assemblies based on their similarities 
without considering the specified physical and chemical properties. The 
key contents can be summarized as follows: (1) An unsupervised- 
learning approach that eliminates the need for costly pre-labeled data
sets obtained from experiments was proposed. Despite this, the proposed 
method outperforms supervised-learning methods in predicting optimal 
lignocellulolytic enzyme cocktails. (2) It utilized simple and easily 
obtainable features as inputs, such as simple fingerprints of substrates 
and a numerical representation of the enzyme cocktail. By focusing on 
these features instead of high-dimensional sequence and structure in
formation, it achieved high prediction accuracy without relying on 
expert-level prior knowledge of reaction mechanisms. (3) It demon
strated the applicability of the proposed method in the context of the 
solid-state fermentation of agricultural straw for protein production, 
showcasing its promising potential in accelerating the selection of 
optimal enzyme-cocktail-substrate combinations. Notably, this 
approach narrows down the range of possible auxiliary cocktails, 
enabling a more efficient and targeted selection process. 
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3.3. Analysis of the substrate features and enzyme cocktail compositions 

Further analysis of the substrate features and enzyme cocktail com
positions of the predicted optimal combinations indicated that the 
proposed method was agnostic towards substrate features (Fig. 4b). 
Additionally, it observed a tendency for the proposed method to group 

combinations containing the enzyme “BG” as having a high efficiency. 
This observation could be attributed to the imbalanced occurrence of the 
“BG” enzyme in the raw dataset. Out of the 2310 combinations, 616 
contained this enzyme, resulting in the highest occurrence probability of 
26.66% among the 11 auxiliary enzymes, which had an average 
occurrence probability of 15.00% (Fig. 4c-1). To investigate the impact 

Fig. 5. The effectiveness and robustness of the proposed method. a, Comparison between the supervised and unsupervised methods. a-1, Comparison between 
the EA-net based supervised method and existing supervised methods. A radar graph showing that the EA-net based supervised method outperformed exiting su
pervised methods, including AdaBoost (AB), k-neighbors (KNN), support vector machine (SVM), decision tree (DT), gradient boost (GB), random forest (RF), and 
multi-layer perception (MLP). a-2, Comparison between the EA-net based supervised and unsupervised methods. The results showed that the EA-net based unsu
pervised method outperformed the EA-net based supervised method in the prediction the optimal combinations. b, The results of ablation experiments. b-1, Illus
trations of the cases of removal experiments where three components of the proposed method were substituted by the alternative methods and the dataset was also 
altered. b-2, The results of different removal experiments. b-3, The t-SNE visualization graphs of each case, further demonstrating the effectiveness of the pro
posed method. 
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of this imbalanced enzyme distribution on the proposed method, addi
tional experiments were conducted. The method was trained using a 
balanced dataset by randomly removing 231 combinations that con
tained the “BG” enzyme. The results demonstrated that the proposed 
method was capable of learning optimal enzyme-cocktail-substrate 
combinations from different datasets, albeit to varying degrees, e.g., 
the precision of predicting high combination by learning on a balanced 
but smaller dataset is 88.43% (Fig. 4c-2). Without a pre-labeled training 
set, the model deduced that compositions of natural lignocellulolytic 
cocktails such as that of T. reesei are usually imbalanced and need the 
addition of “BG” (Gusakov et al., 2007; Waghmare et al., 2021). Notably, 
the method inferred that enzyme combinations including “BG” were 
associated with higher degradation rates, which was consistently 
observed across four datasets that varied in the frequency of this 
particular enzyme (see Supplementary Materials). These findings high
light the robustness and adaptability of the proposed method in learning 
from datasets with imbalanced distributions of enzymes. By effectively 
capturing the underlying patterns and relationships, the proposed 
method can provide accurate predictions and insights for optimal 
enzyme cocktails, even in scenarios with varying enzyme frequencies. 

3.4. The effectiveness and robustness of the proposed method 

Further assessments of the effectiveness and robustness of the pro
posed method confirmed that the EA-net neural network is versatile and 
can serve as a backbone for both supervised and unsupervised methods. 
To demonstrate its effectiveness, a supervised approach based on EA-net 
was developed, whereby the network was trained on 69 out of the 77 
substrate samples, with the remaining 8 used for testing. The resulting 
training and test sets consisted of 2,070 and 240 sub-samples, respec
tively. The unsupervised contrastive learning loss function (Fig. 1b) was 
replaced with a cross-entropy loss function that uses known labels. 
Compared to the currently available supervised methods, the EA-net 
achieved greater precision in almost every category and had the high
est overall accuracy of 85.42% when applied to the test set (Fig. 5a-1). 
However, the accuracy of the optimal matching combinations, 85.42%, 
derived from the supervised method was lower than that of the proposed 
unsupervised method, 91.73% (Fig. 5a-2, see Supplementary Materials). 

The proposed unsupervised learning method leverages EA-net to 
encode 9-dimensional sub-samples (comprising 5 substrate features and 
4 cocktail features) into higher-dimensional vectors. By doing so, EA-net 
is able to identify and emphasize the crucial characteristics that set apart 
different enzyme-cocktail-substrate combinations. To demonstrate the 
effectiveness of EA-net, alternative methods were also tested, such as 
encoding each sub-sample using a multi-layer perception (MLP) network 
or using the raw 9-dimensional vector directly. The contrastive learning 
strategy is crucial for discovering similarities and differences between 
combinations during the encoding process. The effectiveness of this 
strategy was illustrated by replacing the contrastive learning loss func
tion with a reconstructive loss function (Fig. 1) that aims to reconstruct 
each sub-sample. Furthermore, a multi-clustering strategy, or a voting 
approach, was employed to enhance the robustness of the clustering 
outcomes, taking into account the results obtained using three clustering 
algorithms. Voting improves the precision of each group at the expense 
of potentially missing some optimal combinations due to disputed votes, 
and the higher precision can aid in identifying the optimal group 
through experimental verification. Its effectiveness is shown by 
comparing the results of single- and multi-clustering strategies. Fig. 5 
shows the results that illustrate the superiority of the proposed unsu
pervised learning method. 

Compared to supervised learning methods that predict the properties 
of combinations based on sequence information and then classify sam
ples based on the predictions (see Supplementary Materials), the 
approach directly clustered combinations based on the superficial fea
tures of the samples that reflect their similarity without knowing the 
detailed properties of the combinations such as the degradation rate. 

Therefore, the proposed approach is highly workable (only simple and 
easily obtainable features were utilized) and efficient (no need for costly 
pre-labeled training sets). However, since the model needs to compare 
the differences between samples in the given dataset, the proposed 
method, like supervised learning methods, also relies on the given 
dataset. In addition, the robustness of the proposed method was inves
tigated across different datasets by training it on alternative datasets 
that consist of only 770 sub-samples (77 substrates and 10 enzyme 
cocktails) or 1,540 sub-samples (77 substrates and 20 cocktails), in 
addition to the primary dataset of 2,310 sub-samples, and then gener
ating clusters of sub-samples containing superior matches. However, 
training with 770 sub-samples with precision of prediction high 15.00% 
proved unsatisfactory due to the insufficient combinations of substrates 
and enzymes resulting from the uneven and scarce distribution of the 10 
cocktails, which prevented EA-net from acquiring knowledge about 
enzyme properties. On the other hand, when 1,540 sub-samples con
taining 20 enzyme cocktails were utilized for learning, the outcome 
improved significantly (Fig. 5b-2). The results of the experiments con
ducted on other datasets are presented, including two experiments the 
influences of data sizes and four examining the influences of imbalanced 
enzyme distribution (see Supplementary Materials). It demonstrates that 
the proposed method, similar to the supervised method, relies on the 
provided dataset and has the ability to learn optimal combinations from 
different datasets. This indicates that the method is adaptable and can 
effectively learn from different datasets, albeit to varying degrees. The 
robustness of the method in terms of its reliance on different datasets 
will be further investigated in future studies. This will provide additional 
insights into the generalizability and reliability of the method in real- 
world applications. 

4. Conclusions 

The proposed method offers a means to expedite the conversion of 
biomass into fermentable sugars by efficiently identifying optimal 
enzyme-cocktail-substrate combinations, thus enabling us to effectively 
leverage the available agricultural biomass and enhance the nutritional 
value of non-food biomass. This breakthrough opens up new possibilities 
for the wider adoption of deep learning techniques in biomass bio
refining technologies by eliminating the reliance on experimental 
datasets and expert-level prior knowledge of structure-dynamics- 
function based reaction mechanisms. Finally, the user-friendly inter
face and cost-effectiveness make proposed method accessible to a 
broader range of researchers and industrial engineers, thus fostering 
innovation and progress in biomass biorefining. 
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