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Abstract

Despite the remarkable ability of large lan-001
guage models (LLMs) in language compre-002
hension and generation, they often suffer from003
producing factually incorrect information, also004
known as hallucination. A promising solution005
to this issue is verifiable text generation, which006
prompts LLMs to generate content with cita-007
tions for accuracy verification. However, veri-008
fiable text generation is non-trivial due to the009
focus-shifting phenomenon, the intricate rea-010
soning needed to align the claim with correct011
citations, and the dilemma between the preci-012
sion and breadth of retrieved documents. In013
this paper, we present VTG, an innovative014
framework for Verifiable Text Generation with015
evolving memory and self-reflection. VTG in-016
troduces evolving long short-term memory to017
retain both valuable documents and recent doc-018
uments. A two-tier verifier equipped with an ev-019
idence finder is proposed to rethink and reflect020
on the relationship between the claim and cita-021
tions. Furthermore, active retrieval and diverse022
query generation are utilized to enhance both023
the precision and breadth of the retrieved docu-024
ments. We conduct extensive experiments on025
five datasets across three knowledge-intensive026
tasks and the results reveal that VTG signifi-027
cantly outperforms baselines.028

1 Introduction029

Large Language Models (LLMs) (Scao et al., 2022;030

Taylor et al., 2022; Chowdhery et al., 2022) have031

showcased remarkable performance across a spec-032

trum of downstream tasks recently. Despite their033

advancements, LLMs often generate responses that034

include hallucinated facts and inaccurate informa-035

tion (Ji et al., 2023; Shuster et al., 2021; Zhang036

et al., 2023a), undermining their reliability.037

To enhance the reliability of LLMs, a new gen-038

eration paradigm, Verifiable Text Generation (Gao039

et al., 2023b, 2022; Bohnet et al., 2022; Liu et al.,040

2023a; Li et al., 2023a; Funkquist et al., 2022),041

[1] Drinking Coffee:
…coffee consumption 
contribute positively 
to overall health, off
ering antioxidants a
nd beneficial…

[2] Type 2 Diabetes:
…finds a consistent lin
k between moderate 
coffee consumption  
and lower risk of type 
2 diabetes…

[3] Excessive Coffee:
….excessive consumptio
n can lead to nutritional 
imbalances, weight gain,
digestive problems, mo
od swings…Corpus

Moderate coffee consumption has been proven to have a series of health 
benefits [1]. It can reduce risk of several diseases like Parkinson's disease 
and type 2 diabetes[2]. However, drinking too much coffee can lead to va
rious mental and physical discomforts, affecting overall well-being [3].

Output:

Does drinking coffee have health benefits?
Question:

Figure 1: Given a question, the system generates text
while providing citing documents from a large corpus.

is proposed to encourage LLMs to provide cita- 042

tions for any claim they generate. For example, 043

as shown in Figure 1, the response to the ques- 044

tion “Does drinking coffee have health benefits?” 045

contains authentic sources supporting the claims, 046

enhancing its credibility. In this way, verifiable gen- 047

eration produces more trustworthy answers, which 048

facilitates its application in multiple commercial 049

systems, such as Bing Chat1 and perplexity.ai2. 050

However, verifiable text generation is challeng- 051

ing for the following reasons. Firstly, it often in- 052

volves long text generation, where the focus of the 053

content changes over time, characterized by focus- 054

shifting phenomenon (Lan and Jiang, 2021; Sun 055

et al., 2023a). This dynamic poses challenges in 056

consistently aligning claims with the appropriate 057

evidential references. For instance, as depicted in 058

Figure 1, the discussion evolves from the health 059

benefits of moderate coffee consumption to the ad- 060

verse effects of excessive consumption. Such shifts 061

demand a dynamic adaptation in the document 062

pool to support the shifting focus of the generation. 063

Secondly, identifying the intricate relationship be- 064

tween a claim and its potential evidence requires 065

more than just linguistic matching—it demands 066

careful analysis. For example, in Figure 1, the 067

1https://www.bing.com/new
2https://www.perplexity.ai
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third claim suggests excessive coffee consumption068

leads to various mental and physical discomforts.069

The corresponding supporting document, although070

not explicitly mentioning these discomforts, de-071

scribes symptoms inherently related to them. This072

necessitates an in-depth examination to confirm073

that the evidence truly supports the specific claim.074

Thirdly, striking a balance between the precision075

and breadth of retrieved documents presents a com-076

plex challenge for verifiable text generation. On077

the one hand, the task is susceptible to noisy docu-078

ments during the claim-citation alignment process,079

emphasizing the need to selectively retain a few080

highly relevant documents. On the other hand, the081

intrinsic nature of verifiable text generation calls082

for a comprehensive collection of documents to en-083

hance credibility. Therefore, crafting strategies to084

balance precision and breadth in document retrieval085

is crucial for advancing verifiable text generation.086

When composing text with citations, individuals087

are capable of adaptively gathering the most rele-088

vant information regarding the claim being written,089

typically involving active information seeking and090

frequent verification. Inspired by this process, we091

propose VTG, short for Verifiable Text Generation,092

a novel framework that operates through iterative093

generation and verification, utilizing an evolving094

memory and a two-tier verifier. Specifically, to ad-095

dress the challenge of focus-shifting, VTG employs096

an evolving long short-term memory system. This097

system effectively archives important documents098

in long-term memory and maintains recent ones in099

short-term memory, thereby providing support for100

the evolving focus of the generation. Moreover, to101

identify the complex relationship between a claim102

and its potential evidence, VTG employs a genera-103

tion verifier and a memory verifier, both using Nat-104

ural Language Inference (NLI) model to assess the105

logical support of potential evidence for the claim.106

The generation verifier first checks if the cited doc-107

uments logically support the claim. If there’s a108

misalignment, the memory verifier reevaluates the109

claim against the documents stored in memory. A110

positive outcome suggests that the misalignment is111

due to the citation generation process, not because112

the information in the claim is wrong, leading to113

the adoption of a refined set of documents from114

memory for citation. Conversely, a negative out-115

come indicates potential factual inaccuracies in the116

claim, triggering an evidence finder to gather exter-117

nal information, which facilitates the regeneration118

of a more accurate and verifiable claim. Lastly, to119

balance between precision and breadth in document 120

retrieval, VTG incorporates active retrieval and di- 121

verse query generation. Retrieval is initiated only 122

when the claim does not pass the memory verifier, 123

indicating potential factual inaccuracies. This ap- 124

proach guarantees the necessity of retrieval, reduc- 125

ing noise from unnecessary retrieval, and thereby 126

enhancing retrieval precision. By instructing LLMs 127

to generate diverse queries, the breadth of retrieved 128

documents is broadened, enabling the documents 129

to offer comprehensive support for the claim. 130

To summarize, our main contributions are: 131

• We introduce VTG, a novel framework that 132

guides the generation model using the combi- 133

nation of an evolving memory and a two-tier 134

verifier, offering an adaptive and reflective ap- 135

proach for verifiable text generation. 136

• The evolving memory stores valuable and re- 137

cent documents, effectively addressing the 138

focus-shifting challenge. The two-tier veri- 139

fier and evidence finder enable the in-depth 140

examination of the claim and its potential evi- 141

dence. The active retrieval and diverse query 142

generation can improve both the precision and 143

breadth of the retrieved documents. 144

• We conduct extensive experiments on five 145

datasets across three knowledge-intensive 146

tasks and the results show that VTG signif- 147

icantly outperforms baselines on both citation 148

quality and answer correctness. 149

2 Methodology 150

In this section, we first present the overall frame- 151

work of VTG. Then we will go over each part of 152

the model in detail. 153

2.1 Overall Framework 154

Given a question q and a corpus of text passages 155

D, the task of verifiable text generation demands 156

the system to return an output S , which consists of 157

n claims, and each claim si cites a list of passages 158

Ci = {ci,1, ci,2, . . .}. As shown in Figure 2, VTG 159

operates with an evolving memory system: the 160

long-term memory DL that is maintained through- 161

out the generation process, and the short-term mem- 162

ory DS that is continually updated to align with the 163

shifting focus of content. Initially, DL is filled with 164

the top-k retrieved documents based on the original 165

question, while DS starts empty. The LLM gener- 166

ates the first claim and its corresponding citation 167
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Question: Does drinking coffee have health benefits?

 Moderate coffee consumption can reduce risk of several diseases [1,2].s

Moderate coffee consumption can reduce risk of several diseases [2,3].
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reduce risk of?
Ø How coffee benefit human health?

False
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Figure 2: The illustration of VTG, which mainly consists of three stages: Generation with Memory, Citation
Verification, and Citation Simplification. The Evidence Finder will only be activated when the claim fails to pass
the memory verifier, indicating potential factual inaccuracies in the claim.

based on documents from both memories. Subse-168

quently, the generation verifier examines whether169

the cited documents logically support the claim. If170

the outcome is negative, the memory verifier then171

evaluates whether the combined memories (i.e.,172

DS ∪DL) logically support the claim. If either the173

cited documents or the documents in the memo-174

ries support the claim, the corresponding document175

set will undergo simplification and be incorporated176

into DL for future generations. Conversely, if nei-177

ther of them supports the claim, the LLM generates178

diverse queries about the claim, which are then179

used to retrieve documents to refresh DS . In cases180

where a regenerated claim fails to pass verification181

after T attempts, the model progresses to the next182

stage of generation. This interactive and iterative183

process continues until the LLM generates an end184

token, indicating generation completion.185

2.2 Generation with Evolving Memory 186

In verifiable text generation, the content’s focus 187

may shift as the generation progresses, known as 188

the focus-shifting phenomenon (Lan and Jiang, 189

2021; Sun et al., 2023a). Consequently, the docu- 190

ment pool must be dynamically adjusted to ensure 191

that the documents can support the latest claim. 192

This variability presents a challenge when generat- 193

ing claims and citations simultaneously due to fluc- 194

tuating reference indices in previously generated 195

content, which could potentially bring confusion 196

into the model’s generation process. Moreover, in- 197

sights from previous research (Juneja et al., 2023) 198

suggest that tasks requiring distinct skills are more 199

effectively handled through separate modules in- 200

stead of one monolithic module. Based on these 201

insights, VTG adopts a divided approach: divid- 202

ing the verifiable text generation task into distinct 203
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claim generation and citation generation processes.204

Claim Generator aims to complete unfinished con-205

tent based on the documents from both long-term206

memory DL and short-term memory DS . Initially,207

long-term memory DL is filled with top-k doc-208

uments selected based on their relevance to the209

original question. This ensures that information210

closely related to the original question is perma-211

nently retained in memory, providing a consistent212

guide throughout the entire generation process. In213

contrast, short-term memory DS starts as an empty214

set, ready to be dynamically filled as needed.215

Citation Generator aims to source supporting evi-216

dence for the generated claim from both long-term217

memory DL and short-term memory DS . This218

focused approach allows the citation generator to219

concentrate on validating the current claim without220

being distracted by unrelated contexts.221

2.3 Citation Construction222

Model hallucination in LLM outputs often leads to223

inaccuracies and distortions (Ji et al., 2023; Shuster224

et al., 2021; Zhang et al., 2023a). One approach225

to mitigate this issue is by grounding the model’s226

outputs in specific documents. However, even cita-227

tions generated by LLM can be subject to hallucina-228

tions, potentially leading to unreliable or irrelevant229

references. To ensure that the evidence truly sup-230

ports the specific claim, VTG employs a two-tier231

verification system comprising the generation ver-232

ifier and the memory verifier, both of which use233

Natural Language Inference (NLI) model to assess234

the logical support of potential evidence (premise)235

for the claim (hypothesis). The generation veri-236

fier assesses whether the cited documents logically237

support the claim, while the memory verifier evalu-238

ates the support provided by the entire memory set.239

Upon successful verification by either component,240

the citation set advances to the citation simplifier241

to remove any unnecessary references.242

Generation Verifier examines whether the citation243

set logically supports the claim. If the verification244

is successful, the citation set advances to the ci-245

tation simplifier for further refinement. However,246

if the verification fails, there are two possible rea-247

sons: 1) The claim is logically consistent with the248

memory set, but the generated citation set is inac-249

curate. In this case, the citation simplifier removes250

unnecessary documents from the full memory set,251

and the remaining documents are used as the cita-252

tion. 2) The claim lacks support from the memory 253

set, suggesting potential factual inaccuracies in the 254

claim. Here, the evidence finder is activated to seek 255

relevant information for claim regeneration. 256

Memory Verifier detects the potential hallucina- 257

tion of the current claim by analyzing whether the 258

full memory set logically supports it. A positive 259

outcome suggests that the claim-citation misalign- 260

ment originates from the citation generation pro- 261

cess, triggering the citation simplifier to refine the 262

full memory set to be used as the final citation. 263

However, if the full memory set still cannot val- 264

idate the current claim, it implies that the LLM 265

may have fabricated the claim with its parametric 266

knowledge and the claim might be factually incor- 267

rect, necessitating the employment of the evidence 268

finder to seek evidence for claim regeneration. By 269

doing so, the proposed framework is able to assess 270

the generated citations in a self-reflection manner. 271

Citation Simplifier is designed to eliminate unnec- 272

essary references. It works by iteratively reviewing 273

each document in the citation set, temporarily re- 274

moving one, and assessing if the claim remains 275

well-supported without it. Redundant citations, 276

that do not contribute to the claim’s verification, 277

are permanently removed. This iterative process 278

ensures the final citation set is concise and sup- 279

portive, retaining only essential citations for claim 280

verification. These citations, after verification and 281

simplification, become part of long-term memory 282

DL to guide future claim generations. 283

2.4 Evidence Finder 284

When the full memory set fails to pass the memory 285

verifier, indicating potential factual inaccuracies in 286

the generated claim, the evidence finder is activated 287

to retrieve relevant documents for verification. 288

The intrinsic nature of verifiable text generation 289

necessitates a wide range of documents to boost the 290

credibility of the generated content. To expand the 291

knowledge scope of the retrieved documents, VTG 292

prompt LLMs to formulate queries that explore 293

various aspects of the current claim. Furthermore, 294

traditional query generation methods, which typ- 295

ically rely solely on the current claim, can lead 296

to ambiguity, particularly with claims containing 297

pronouns or unclear references. To overcome this, 298

VTG introduces a context-aware query generation 299

approach. This method enhances query generation 300

by incorporating the original question, the current 301

claim and the unfinished content into the prompt. 302
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Once queries are generated, a retriever collects303

relevant documents for each query. These doc-304

uments then update the short-term memory DS ,305

with the latest and most relevant information. This306

key update ensures that the short-term memory is307

both current and pertinent, thereby enabling LLM308

to provide precise citations for the latest claim.309

3 Experiment310

3.1 Baselines311

For an equitable comparison, we have selected the312

following four best-performing baseline method-313

ologies as proposed in ALCE (Gao et al., 2023b).314

For more details, please refer to Appendix A.315

VANILLA: The LLM generates responses with316

citations based on the top-ranked documents.317

SUMM: The LLM first summarizes information318

from the top-ranked documents and then generates319

texts with citations based on the summarization.320

SNIPPET: The LLM first extracts relevant snippets321

from the top-ranked documents and then generates322

texts with citations based on the snippets.323

RERANK: The LLM first generates four unique324

responses using high temperature and outputs the325

one with the highest citation recall.326

3.2 Datasets and Evaluation327

We assess the effectiveness of our methods on five328

datasets across three knowledge-intensive tasks.329

For all datasets, our evaluation criteria encompass330

both the answer correctness and citation quality of331

model outputs. The details of the tasks and the332

datasets we used are as follows:333

Multihop QA entails answering complex ques-334

tions that necessitate multiple retrieval and reason-335

ing steps (Yang et al., 2018; Ho et al., 2020). We336

employ the 2WikiMultihopQA dataset (Ho et al.,337

2020), which consists of 2-hop complex questions338

derived from Wikipedia, requiring skills in compo-339

sition, comparison or inference.340

In line with Jiang et al. (2023), LLMs are341

prompted to provide the final answer, which is342

then evaluated against the reference answer using343

answer-level Exact Match (EM), token-level preci-344

sion, recall and F1 metrics.345

Long-form QA aims to generate detailed answers346

to complex questions (Fan et al., 2019a,b), we347

choose the ASQA dataset (Stelmakh et al., 2022)348

and the ELI5 dataset (Fan et al., 2019b) for evalu- 349

ation. ASQA focuses on ambiguous questions re- 350

quiring comprehensive answers covering multiple 351

interpretations. ELI5, on the other hand, deals with 352

complex questions demanding lengthy, in-depth 353

answers backed by multiple documents. 354

For ASQA, we apply the metrics outlined in Stel- 355

makh et al. (2022), including Exact Match (EM), 356

a soft match using a RoBERTa-based QA model 357

(Disambig-F1), ROUGE (Lin, 2004) and a com- 358

bined DR score. In the case of ELI5, we adhere to 359

the evaluation criteria of Gao et al. (2023b), focus- 360

ing on whether the model’s predictions address the 361

sub-claims of the gold-standard answer. 362

Open-domain QA requires leveraging external 363

knowledge for answering questions. We choose 364

the NQ dataset (Kwiatkowski et al., 2019) and the 365

WebQ dataset (Berant et al., 2013) for evaluation. 366

Following the methodology of Yu et al. (2022) 367

and Sun et al. (2023b), LLMs are prompted to 368

generate the final answer, which is then compared 369

with the reference answer using answer-level Exact 370

Match (EM). 371

Verifiability Evaluation. To evaluate the citation 372

quality of responses, we employ the approach of 373

Gao et al. (2023b), focusing on calculating Citation 374

Recall, Citation Precision, and the combined Cita- 375

tion F1 score. Citation Recall examines whether 376

the output is fully supported by the cited docu- 377

ments, while Citation Precision assesses the redun- 378

dancy of the citations included. 379

For more details on dataset statistics and evalua- 380

tion details, please refer to Appendix B. 381

3.3 Implementation Details 382

To prove the generalizability of our method, we 383

conduct experiments using LLMs of different pa- 384

rameter sizes. Specifically, we utilize two LLMs: 385

Vicuna-13B-v1.5-16k3 (Zheng et al., 2023) and 386

Text-Davinci-0034 (Ouyang et al., 2022) for 387

evaluation, respectively. For the evaluation of 388

verifiability and the inference tasks in both the 389

RERANK and VTG methods, we employ the 390

TRUE5 model (Raffel et al., 2020), a T5-11B model 391

fine-tuned on a collection of NLI datasets, to au- 392

tomatically examine whether the cited documents 393

entail the claim. Following Gao et al. (2023b), we 394

use Wikipedia dump from Dec. 20, 2018 as our 395

3
https://huggingface.co/lmsys/vicuna-13b-v1.5-16k

4
https://api.openai.com/v1/completions as of October 2023

5
https://huggingface.co/google/t5_xxl_true_nli_mixture
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Datasets Wikihop WebQ NQ

Correct Citation Correct Citation Correct Citation

Metrics EM F1 Rec Prec F1 EM Rec Prec F1 EM Rec Prec F1

Vicuna-13B
VANILLA 23.40 21.98 29.55 22.25 25.39 55.80 67.66 60.66 63.97 54.80 71.39 61.71 66.20
SUMM 23.20 20.00 30.89 28.43 29.61 58.00 70.51 62.07 66.02 57.00 51.55 52.21 51.88
SNIPPET 21.80 20.05 25.18 21.95 23.45 58.40 53.44 49.15 51.21 57.20 43.56 41.43 42.47
RERANK 22.60 21.13 47.03 47.53 47.28 56.40 89.93 76.33 82.57 56.20 83.56 73.57 78.25
VTG 25.60 23.27 55.36 49.59 52.32 60.00 92.16 86.51 89.25 58.00 88.69 82.02 85.22

Text-Davinci-003
VANILLA 33.00 33.01 40.46 28.30 33.30 67.50 63.78 58.97 61.28 62.50 60.48 55.56 57.92
SUMM 30.00 30.63 9.39 12.19 10.61 67.50 60.06 47.62 53.12 62.50 44.23 38.45 41.14
SNIPPET 32.00 30.13 13.86 18.49 15.84 67.00 65.41 52.32 58.14 62.00 54.72 46.99 50.56
RERANK 32.67 33.09 56.13 45.22 50.09 67.00 73.72 64.90 69.03 61.50 71.30 63.44 67.14
VTG 41.50 40.19 63.89 57.65 60.61 68.00 93.00 88.72 90.81 63.00 91.85 86.59 89.14

Table 1: Comparisons between VTG and baselines on Multi-hop QA task and Open-domain QA task.

Datasets ASQA ELI5 Overall

Correct Citation Correct Citation Correct Citation

Metrics EM D-F1 R-L DR Rec Prec F1 Claim Rec Prec F1 EM F1

Vicuna-13B
VANILLA 32.00 27.52 33.53 30.53 72.78 62.09 67.01 12.20 59.79 48.26 53.41 35.64 55.19
SUMM 41.71 28.95 37.18 33.07 62.15 59.60 60.85 14.20 60.13 52.42 56.01 38.82 52.87
SNIPPET 39.22 27.01 35.65 31.33 46.23 47.04 46.63 14.33 31.47 32.72 32.08 38.19 39.17
RERANK 37.14 28.21 32.18 30.20 88.29 75.74 81.53 11.67 73.80 61.12 66.86 36.80 71.30
VTG 41.92 30.53 37.87 34.20 89.15 82.57 85.73 14.73 81.50 72.16 76.55 40.05 77.81

Text-Davinci-003
VANILLA 40.25 31.47 35.81 33.64 58.13 55.17 56.61 13.43 58.66 47.40 52.43 43.34 52.31
SUMM 41.33 28.91 37.21 33.06 48.31 40.68 44.17 11.50 39.43 31.81 35.21 42.57 36.85
SNIPPET 39.60 30.11 38.35 34.23 53.14 43.19 47.65 13.67 45.29 37.23 40.87 42.85 42.61
RERANK 39.55 29.94 39.38 34.66 75.83 69.81 72.70 14.76 76.21 61.67 68.17 43.10 65.43
VTG 41.53 31.64 39.45 35.55 86.70 79.95 83.19 16.67 82.63 71.56 76.70 46.14 80.09

Table 2: Comparisons between VTG and baselines on Long-form QA task and overall performance.

retrieval corpus and use DPR (Karpukhin et al.,396

2020) as our dense retriever.397

3.4 Main Results398

In this section, we present a comparison of the399

performance of VTG against other baselines across400

five different datasets in Tables 1 and 2. Based on401

these results, several observations can be made:402

First, our proposed VTG consistently outper-403

forms other approaches across various datasets404

and metrics when applied to LLMs of different405

parameter sizes. Notably, VTG achieves a sig-406

nificant enhancement in citation quality, with a407

notable 22% and 9% relative improvement over408

the strongest competitor RERANK, when evaluated409

with Text-Davinci-003 and Vicuna-13B, respec-410

tively. Moreover, VTG’s strong capability for ver-411

ifiable generation also leads to a considerable im-412

provement in answer correctness, evidenced by an413

approximate 5% overall improvement compared to 414

the leading baselines across both LLMs. 415

Second, among the evaluated baselines, the 416

method RERANK stands out in the aspect of ci- 417

tation quality, primarily owing to its multiple sam- 418

pling strategy that enhances the chances of pro- 419

ducing high-quality outputs. However, its perfor- 420

mance in answer correctness fluctuates across dif- 421

ferent datasets, which is notably lower in the ASQA 422

dataset when evaluated with Text-Davinci-003 423

and in the ELI5 dataset when evaluated with 424

Vicuna-13B. In contrast, VTG demonstrates con- 425

sistent improvement across all metrics and datasets, 426

highlighting its robustness and reliability. 427

Third, the comparison between the two different 428

LLMs reveals interesting findings. By integrating 429

a broader range of documents, SUMM and SNIP- 430

PET outperform VANILLA in terms of overall cor- 431
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Correct Citation

EM F1 Rec Pre F1

VTG 25.60 23.27 55.36 49.59 52.32
-w/o Verifier 20.60 17.75 37.34 30.16 33.36
-w/o Memory 21.40 18.88 43.88 35.18 39.05
-w/o Simplifier 24.20 22.85 45.07 28.61 36.00
-w/o Diverse QG 21.40 18.99 47.76 40.15 43.62

Table 3: Ablation Study on 2WikiMultihopQA.
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Figure 3: The performance change over different hyper-
parameters on ASQA.

rectness when evaluated with Vicuna-13B. How-432

ever, this advantage diminishes when evaluated433

with Text-Davinci-003. This could be attributed434

to Text-Davinci-003’s extensive internal knowl-435

edge base, which enables it to generate answers436

without relying on external sources, as evidenced437

by the performance comparison when applying the438

same method to both LLMs. Consequently, SUMM439

and SNIPPET may introduce unnecessary noisy in-440

formation in the context of Text-Davinci-003,441

leading to correctness degradation. Additionally,442

these methods struggle with citation quality on both443

LLMs, as simplified documents make it hard for444

LLMs to generate the correct citations.445

3.5 Analysis446

In this section, we conduct analytical experiments447

of our method using Vicuna-13B as the default448

LLM, unless specified otherwise.449

Ablation Study. We assess the impact of each450

component in our model using the 2WikiMulti-451

hopQA dataset. By removing components one by452

one, we observe their individual contributions to453

performance. “w/o Verifier” excludes the two-tier454

verifier during generation, “w/o Memory” removes455

the evolving memory system, “w/o Simplifier” re-456

moves the citation simplifier and “w/o Diverse QG”457

replaces diverse query generation with direct re-458

trieval using the claim as the query.459

Results in Table 3 show that removing any com-460

ponent decreases performance, highlighting their461

Correct Citation Cost

T EM F1 Rec Prec F1 Trials

1 22.00 19.56 41.20 34.07 37.29 1.82
2 22.60 20.22 47.82 41.95 44.69 2.15
3 22.80 20.63 49.95 44.03 46.80 2.46
4 25.00 22.66 51.37 45.70 48.36 2.72
5 25.60 23.27 55.36 49.59 52.31 2.92

Table 4: Performance of VTG with respect to the max
trials T on 2WikiMultihopQA, where the “Trials” rep-
resent the average iteration it takes to complete a claim.

importance. Notably, the removal of the verifier re- 462

sults in the most significant drop in performance, as 463

it potentially leads to the generation of claims with 464

hallucinations or factual inaccuracies. Omitting the 465

simplifier has a less pronounced effect on correct- 466

ness, as all claims are still verified. However, it 467

does lead to unnecessary citations, which reduces 468

the precision of citation quality. Removing the 469

memory component also results in a decline in per- 470

formance, affecting both correctness and citation 471

quality. This is primarily due to the lack of sup- 472

porting evidence for the constantly changing topic. 473

Lastly, removing diverse QG limits the model’s 474

ability to retrieve a broader range of relevant docu- 475

ments, leading to a degradation in performance. 476

Performance over Max Trials. We examine the 477

impact of various max trials T on VTG’s perfor- 478

mance using 2WikiMultihopQA dataset. As illus- 479

trated in Table 4, we observed that increasing the 480

value of T correlates with improved performance 481

in terms of correctness and citation quality. This 482

improvement is reasonable since a higher T al- 483

lows the model more attempts to generate a claim 484

that passes the verification process, increasing the 485

chances of generating accurate and well-supported 486

claims. However, it’s important to acknowledge 487

that a higher T also leads to larger token consump- 488

tion, indicating the need to adjust T to balance 489

between effectiveness and computational cost. 490

Retrieval Analysis. We examine the impact of 491

retrieval parameters on VTG’s performance using 492

ASQA dataset, focusing on the number of gener- 493

ated queries M and the number of retrieved doc- 494

uments per query N . As shown in Figure 3, we 495

observe a consistent trend for both parameters. Ini- 496

tially, increasing M and N enhances both correct- 497

ness and citation quality, which can be attributed 498

to the fact that a larger pool of documents offers a 499
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Figure 4: Token Consumption Comparison on NQ.

broader knowledge scope and provides more cita-500

tion options for the LLM. However, continually in-501

creasing them beyond a certain threshold results in502

a decline in performance, which is mainly because503

an excessively large document pool can introduce504

noisy information, negatively impacting both claim505

generation and citation generation processes.506

Token Consumption Analysis. We analyze token507

consumption across various methods on the NQ508

dataset using Text-Davinci-003 as the LLM. As509

shown in Figure 4, VANILLA achieves the lowest510

token cost due to its single API request. After in-511

troducing more documents, SUMM, SNIPPET incur512

higher token costs but with lower citation quality513

as simplified documents challenge LLMs’ citation514

generation. RERANK produces better citation qual-515

ity than other baselines but incurs the highest token516

cost due to its strategy of multiple sampling. In con-517

trast, our method VTG demonstrates a lower token518

cost than RERANK while significantly improving519

citation quality, highlighting the superiority of our520

approach. Importantly, users can adjust VTG’s to-521

ken cost with the max trial parameter T to balance522

performance and computational cost.523

4 Related Work524

4.1 Retrieval-augmented LLMs.525

Retrieval-augmented LLMs aim to provide extra526

documents to the LLM, which has been proven527

useful in many knowledge-intensive tasks. Among528

the existing studies, Shi et al. (2023); Wang et al.529

(2023b); Zhang et al. (2023b); Yu et al. (2023a,c)530

propose to retrieve only once at the beginning.531

Other works (Qian et al., 2023; Yu et al., 2023b)532

propose to retrieve multiple times during genera-533

tion, which offers the flexibility of when and what534

to search. For example, Jiang et al. (2023) pro-535

pose to retrieve when the generation contains low536

confidence tokens. Ram et al. (2023) propose to re-537

fresh the retrieved document every n token, which 538

is demonstrated to be more effective than retrieving 539

only once. Wang et al. (2023a); Asai et al. (2023); 540

Zhao et al. (2023) propose to retrieve only when 541

the LLMs need to. Among the existing studies, 542

retrieve on-the-fly methods are the closest to ours. 543

However, these methods do not provide referenced 544

documents for the generated sentences, potentially 545

reducing the reliability of the generated content. 546

4.2 Verifiable Text Generation 547

Verifiable Text Generation aims to generate content 548

with supporting documents, which has been attract- 549

ing attention in recent years. For example, Liu et al. 550

(2023b); Qin et al. (2023); Nakano et al. focus on 551

training LLMs to browse web pages and answer 552

questions with evidence. Gao et al. (2023a) intro- 553

duced the research-and-revision (RARR) method 554

for retrieving evidence for LLM outputs. Li et al. 555

(2023b) incorporated knowledge graphs as an evi- 556

dence source. Other works mainly focus on evalua- 557

tion (Liu et al., 2023a). For example, Rashkin et al. 558

(2023) propose Attributable to Identified Sources 559

(AIS) for human evaluation. Gao et al. (2022) 560

define auto-AIS to approximate human AIS judg- 561

ments. Gao et al. (2023b) propose ALCE to auto- 562

mate the evaluation of the citation quality. Min et al. 563

(2023) proposed FactScore for evaluating the verifi- 564

ability of generated facts. Although these methods 565

achieve promising results, they do not effectively 566

address the focus-shifting phenomenon and fail to 567

capture the complex relationship between claims 568

and citations. In this paper, we propose to maintain 569

an evolving memory and two-tier verification to 570

deal with the above-mentioned issues. 571

5 Conclusion 572

In this paper, we introduce VTG, a novel framework 573

tailored to address the challenges of verifiable text 574

generation. Central to its design is an evolving 575

long short-term memory, which adaptively keeps 576

both valuable documents and up-to-date documents. 577

The two-tier verifier coupled with an evidence 578

finder facilitates a deeper analysis and reflection 579

on the relationship between claims and citations. 580

Through the integration of active retrieval mecha- 581

nisms and diverse query generation, VTG skillfully 582

enhances both the precision and breadth of the doc- 583

ument retrieval process. Extensive experiments on 584

five datasets across three knowledge-intensive tasks 585

verify the effectiveness of our method. 586
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Limitations587

In this work, we propose a novel frame VTG for588

verifiable text generation. The limitations of the589

proposed method are as follows: (1) the compu-590

tational cost of VTG is relatively high due to the591

need for multiple API calls and frequent verifica-592

tion. This may restrict its applicability in resource-593

intensive scenarios or systems with limited com-594

putational resources; (2) the effectiveness of our595

verification process is constrained by the precision596

of the NLI models. In instances where the NLI597

model’s accuracy is suboptimal, there is a risk of in-598

corporating erroneous information into the method,599

potentially compromising the verifiability of the600

generated text.601

As for future work, we plan to mitigate the com-602

putational cost of the method by developing more603

efficient pipelines. Moreover, we aim to reduce604

our approach’s reliance on NLI models, thereby en-605

hancing the overall robustness of our framework.606

Ethics Statement607

This work was conducted in rigorous compliance608

with the ACL Ethics Policy. All datasets and large609

language models (LLMs) used for evaluation are610

publicly available. Furthermore, our work strives611

to improve the verifiability of LLM outputs, which612

could potentially broaden the application scenarios613

of LLMs. We do not foresee any form of negative614

ethical impact induced by our work.615
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Algorithm 1 The pipeline of VTG

Input: Question q, document pool D, the Generators, the
Verifiers, the Citation Simplifier, the Evidence Finder, the
maximum trials T , the retriever R, the number of initially
retrieved documents k, the number of generated queries
M , the number of documents retrieved per query N

Output: Output with citations O
1: t← 0
2: O ← {}
3: DS ← {}
4: DL ← R(q,D, k)
5: while TRUE do
6: s← ClaimGenerator(O,DS ∪DL)
7: C ← CitationGenerator(s,DS ∪DL)
8: if s is <EOS> then
9: break

10: end if
11: if GenerationVerifier(s, C)→ TRUE then
12: C ← CitationSimplifier(s, C)
13: O ← O ∪ {s, C}
14: DL ← DL ∪ C
15: t← 0
16: else if MemoryVerifier(s,DS∪DL)→ TRUE then
17: C ← CitationSimplifier(s,DS ∪DL)
18: O ← O ∪ {s, C}
19: DL ← DL ∪ C
20: t← 0
21: else if t > T then
22: O ← O ∪ {s, C}
23: t← 0
24: else
25: DS ← EvidenceFinder(s,M,N)
26: t← t+ 1
27: end if
28: end while
29: return O

A Baselines883

For an equitable comparison, we have selected four884

best-performing baseline methodologies as pro-885

posed in ALCE (Gao et al., 2023b), which include886

VANILLA, SUMM, SNIPPET and RERANK. Each887

of these methods incorporates multiple demonstra-888

tions within the initial prompt to facilitate the pro-889

cess of generating responses. Following ALCE890

(Gao et al., 2023b), we set k = 5 and K = 10 in891

our experiment.892

VANILLA. This configuration involves providing893

the LLM with the top-k ranked documents. The894

LLM is then tasked with generating responses that895

appropriately include citations.896

SUMM. In this approach, the LLM is required897

to synthesize relevant information from the top-898

K ranked documents. After summarizing these899

documents, the condensed text is integrated into900

the prompt. The LLM is then instructed to create901

texts that incorporate citations, drawing from this902

summarized content.903

SNIPPET. In this setup, the LLM is instructed to 904

extract relevant snippets from the top-K ranked 905

documents. These concise documents are subse- 906

quently utilized in the prompt, with the aim for the 907

LLM to create text that includes citations, drawing 908

from these brief extracts. 909

RERANK. This methodology entails a two-stage 910

process. Initially, the LLM generates four distinct 911

responses based on the top-k ranked documents 912

using high temperature. Thereafter, each response 913

undergoes an evaluation for citation recall. The 914

response with the highest citation recall score is 915

then chosen as the final output. 916

B Datasets and Settings 917

Datasets and experimental settings are summarized 918

in Table 5. 919

Citation Recall. Citation recall for each claim in 920

the model’s response is computed individually as 921

either 0 or 1 and then averaged across all claims in 922

the response. A claim’s citation recall is 1 if at least 923

one citation exists and the concatenated citations 924

entail the claim according to an NLI model, which 925

outputs 1 for entailment. 926

Citation Precision. Citation precision for each 927

citation in the model’s response is computed indi- 928

vidually as either 0 or 1 and then averaged across 929

all citations in the response. The precision score 930

for a citation is 1 if the associated claim has a ci- 931

tation recall of 1 and the citation is not irrelevant; 932

otherwise, it’s 0. A citation is deemed irrelevant if: 933

(a) the citation alone cannot substantiate the claim, 934

and (b) omitting the citation doesn’t impact the 935

remaining citations’ ability to support the claim. 936

C Hyper-parameters 937

The detailed hyper-parameters used in VTG for 938

Text-Davinci-003 and Vicuna-13B-v1.5-16k 939

are shown in Table 6 and Table 7, respectively. 940

D Algorithm 941

The algorithm procedural of VTG is shown in Al- 942

gorithm 1 943

E Prompts 944

The prompts used in our experiments are listed 945

as follows. It’s worth noting that the prompts for 946

VANILLA and RERANK are identical, so we only 947

present the one for VANILLA. 948
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Settings 2WikiMultihopQA ASQA ELI5 NQ WebQ
(Ho et al., 2020) (Stelmakh et al., 2022) (Fan et al., 2019b) (Kwiatkowski et al., 2019) (Berant et al., 2013)

Dataset statistics
Task Multihop QA Long-form QA Long-form QA Open-domain QA Open-domain QA
#Examples (Vicuna) 500 500 500 500 500
#Examples (Davinci) 200 200 200 200 200

Evaluation settings
Correctness Metrics EM, Token-level F1, Pre, and Rec EM, Disambig-F1, ROUGE, DR Claim EM, F1 EM, F1
Citation Metrics Prec, Rec, F1

Retrieval settings
Corpus Wikipedia Wikipedia Wikipedia Wikipedia Wikipedia
Retriever DPR DPR DPR DPR DPR

Table 5: Statistics and experimental settings of different tasks/datasets.

Parameter MultihopQA ASQA ELI5 NQ WebQ

Maximum trials T 5 2 3 3 3
Generated queries number M 2 4 2 2 4
Initially retrieved documents number k 5 5 5 5 5
Retrieved documents number per query N 4 2 2 3 2

Table 6: Hyper-parameters for VTG on Text-Davinci-003, where MultihopQA refers to 2WikiMultihopQA.

Parameter MultihopQA ASQA ELI5 NQ WebQ

Maximum trials T 5 3 5 3 3
Generated queries number M 4 2 2 3 3
Initially retrieved documents number k 5 5 5 5 5
Retrieved documents number per query N 2 4 4 3 3

Table 7: Hyper-parameters for VTG on Vicuna-13B-v1.5-16k, where MultihopQA refers to 2WikiMultihopQA.

Prompt for Sentence Generator

Instruction: Write an accurate, engaging, and concise answer for the given question using only the provided search results
(some of which might be irrelevant).
Question: {Question}
Document: {Document}
Answer:

Prompt for Citation Generator

Instructions: You will be provided with a sentence and several related documents. Your task is to directly append citation
annotations to the sentence using these documents without changing the sentence. When citing documents, use [1][2][3].
Cite at least one document and at most three documents. If multiple documents support the sentence, only cite a minimum
sufficient subset of the documents.
Document: {Document}
Sentence: {Sentence}
Sentence with citation:

Prompt for Query Generation

Given the original question: {Question}.
The context is as follows: {Context}.
The claim is: {Claim}.
Please generate up to {qg_num} questions that can help verify the claim with the following constraints:
1. You should output no more than {qg_num} questions.
2. The generated questions should be diverse and focus on different aspects of the given claim.
Generated questions:
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Prompt for VANILLA

Instruction: Write a high-quality answer for the given question using only the provided search results and cite them properly
using [1][2][3].
Question: {Question}
Document: {Document}
Answer:

Prompt for SUMM

## Step 1: First Summarize the documents
Summarize the following document within 50 words with the question of interest {Question}
Return "irrelevant" if the document is “irrelevant" to the question. Try to keep all the important dates, numbers, and names.
Title: {Title}
Text: {Text}
Summary:

## Step 2: Generate the response based on the summary
Instruction: Write a high-quality answer for the given question using only the provided search results and cite them properly
using [1][2][3].
Question: {Question}
Document: {Document}
Answer:

Prompt for SNIPPET

## Step 1: First extract relevant snippet from the documents
Given the following passage and the question {Question}, extract a useful span from the passage that can answer the question.
Resolve all the coreference issues to make the extracted span understandable and standalone. If the passage is not helpful for
answering the question, return “irrelevant". If there are multiple spans, merge them and only output one paragraph.
Title: {Title}
Text: {Text}
Extracted span:

## Step 2: Generate the response based on the snippet
Instruction: Write a high-quality answer for the given question using only the provided search results and cite them properly
using [1][2][3].
Question: {Question}
Document: {Document}
Answer:
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