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Abstract
As large language models (LLMs) have demon-001
strated impressive multiple step-by-step rea-002
soning capabilities in recent natural language003
processing (NLP) reasoning tasks, many stud-004
ies are interested in distilling reasoning abili-005
ties into smaller language models (SLMs) via006
fine-tuning. Previous distillation methods usu-007
ally utilize the capabilities of LLMs to generate008
chain-of-thought (CoT) samples to teach SLMs.009
However, this distillation approach performs010
poorly in certain scenarios due to the limita-011
tions of CoT. In this work, we introduce a novel012
Mixed Distillation (MD) framework, distilling013
multiple step-by-step reasoning abilities into014
SLMs. First, we leverage LLMs to generate015
multiple step-by-step reasoning rationales by016
sampling automatically. Then, we create high-017
quality, well-balanced mixed thought data and018
design a novel multi-task loss to help SLMs bet-019
ter learn and adaptively activate multiple step-020
by-step reasoning. Our extensive experiments021
demonstrate that MD enhances both single-path022
(using either CoT or PoT) and multi-path (using023
both CoT and PoT) reasoning abilities of SLMs024
during inference across reasoning tasks. No-025
tably, a single model generated by MD exceeds026
the comprehensive performance of an ensemble027
of two individual CoT and PoT distilled models.028
Mistral-7B using MD can achieve remarkable029
improvements of 87.5%, 74.0% and 77.1% on030
SVAMP, GSM8K and ASDIV, respectively, out-031
performing the teacher model, GPT-3.5-Turbo.032
We hope our work provides insight into SLMs’033
multiple step-by-step reasoning abilities.034

1 Introduction035

Recent LLMs (Bai et al., 2022; OpenAI, 2023; Anil036

et al., 2023) such as GPT-4 have demonstrated mul-037

tiple step-by-step reasoning capabilities (Wei et al.,038

2022; Wang et al., 2022; Chen et al., 2022) with039

chain-of-thought (CoT) and program-of-thought040

(PoT) previously unseen in SLMs. CoT boosts rea-041

soning by guiding LLMs to produce intermediate042

Figure 1: The proportion of tasks solved by different
capabilities on SVAMP, GSM8K, ASDIV, and Strate-
gyQA is as follows: ∼ P ∧ C denotes the proportion
of problems solved only by CoT; P∧ ∼ C denotes
the proportion of problems solved only by PoT; P ∧ C
represents the proportion of problems solved by both;
∼ (P ∨C) indicates the remaining unsolved challenges.

natural language steps (Wei et al., 2022), while PoT 043

stimulates reasoning by generating intermediate 044

program code that can be executed by the Python 045

executor (Chen et al., 2022; Gao et al., 2023). How- 046

ever, deploying these advanced LLMs in real-world 047

applications presents significant costs and compu- 048

tational demands (Kaplan et al., 2020; Sorscher 049

et al., 2022). To address these challenges, distill- 050

ing step-by-step reasoning capabilities from LLMs 051

emerges as a resource-friendly and effective strat- 052

egy. On the other hand, LLMs with multiple step- 053

by-step reasoning can address distinct challenges. 054

As shown in Figure 1, LLMs can solve the majority 055

of problems (P ∧ C, ∼ P ∧ C, P∧ ∼ C) through 056

step-by-step reasoning. Among them, a large part 057

of the problems can be solved by both PoT and 058

CoT (P ∧ C). Moreover, each reasoning ability 059

has its own advantages. PoT excels in large-scale 060

and intensive numerical calculations (Chen et al., 061
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PoT:
def solution():

""""""Paige was helping …. If there are 45 flowerbeds How many seeds did they plant? """
seeds_per_flower_bed = 10
num_flower_beds = 45
total_seeds = seeds_per_flower_bed * num_flower_beds
result = total_seeds
return result

CoT:
Paige and her mom planted 10 seeds 
in each flower bed. There are 45 
flower beds in total. So they planted 
10x45 = 450 seeds. The answer is  
450.

Question: Paige was helping 
her mom plant flowers and 
together they planted some 
seeds. They  put 10 seeds in 
each flower bed. If there are 45  
flowerbeds. How many seeds 
did they plant?

Mixed ThoughtsLLM PoT

CoT

Refine SLM

(a) Thoughts Extraction and Filtering (b) Mixed Distillation (c) Inference and Voting

CoT

PoT

Quality and Categorization 

Figure 2: Overview of Mixed Distillation framework: extracting and distilling CoT and PoT from large language
models (LLM) to task-specific smaller language models (SLMs).

2022; Gao et al., 2023), whereas CoT demonstrates062

proficiency in language comprehension, geometry,063

algebra, fraction calculations, and equation compar-064

isons (Wei et al., 2022). Specifically, only about 6%065

of the problems can be solved exclusively via CoT066

(∼ P∧C) across tasks. In contrast, PoT exclusively067

addresses 31.98% of problems on GSM8K, and this068

figure exceeds 10% for other tasks (P∧ ∼ C). We069

show more details in Appendix D.1. Meanwhile,070

compared with LLMs, SLMs struggle with gen-071

erating effective intermediate steps due to limited072

knowledge, which makes their reasoning challeng-073

ing (Valmeekam et al., 2022; Huang and Chang,074

2022; Chu et al., 2023). Existing works focus on075

CoT distillation, a method that utilizes the CoT ra-076

tionales of LLMs as supervision for training SLMs,077

which excel in generating natural language con-078

tent (Arora et al., 2022; Shridhar et al., 2023; Ho079

et al., 2023; Li et al., 2023b; Hsieh et al., 2023; Fu080

et al., 2023; Yang et al., 2023; Zhao et al., 2023).081

However, the sample data generated by LLMs is082

only based on a single reasoning path, CoT, and083

SLMs can’t learn PoT and activate multiple step-084

by-step reasoning making it challenging for SLMs085

to develop robust reasoning abilities (Huang and086

Chang, 2022; Chu et al., 2023). In addition, previ-087

ous works (Zhang and Yang, 2021; Wei et al., 2021;088

Longpre et al., 2023) have proved that multi-task089

learning enhances model performance by involving090

various knowledge domains.091

Therefore, we propose a novel distillation frame-092

work, Mixed Distillation (MD), which combines093

multiple prompting techniques to create high-094

quality, well-balanced mixed thought data within095

a novel multi-task learning approach, as shown in096

Figure 2. Specifically, we utilize multiple prompt- 097

ing techniques with sampling to prompt LLMs to 098

generate multiple step-by-step reasoning paths for 099

each input, resulting in a collection of thought data. 100

To help SLMs learn and adaptively activate multi- 101

ple step-by-step reasoning capabilities, we further 102

conduct quality control and categorization to cre- 103

ate mixed thought data. Then, we present a novel 104

multi-task loss to fine-tuning SLMs, using consen- 105

sus via majority vote to obtain answers with mul- 106

tiple prompting techniques. This approach allows 107

SLMs to activate different step-by-step reasoning 108

capabilities for different problems. We conduct ex- 109

tensive experiments on SVAMP, GSM8K, ASDIV, 110

and StrategyQA reasoning tasks to validate the ef- 111

ficacy of MD. As shown in Figure 3, the overall 112

performance of SLMs is better than that of mod- 113

els using other distillation methods. Notably, on 114

SVAMP, LLaMA2-7B achieves a significant 15% 115

improvement over CoT Distillation and records an 116

impressive 5% increase compared to PoT Distilla- 117

tion. The contributions of our work are as follows: 118

• We validate that SLMs are also capable of 119

learning PoT, enhancing their step-by-step rea- 120

soning abilities, and providing valuable in- 121

sights for future research on PoT in SLMs. 122

• To help SLMs better learn and adaptively ac- 123

tivate multiple step-by-step reasoning capa- 124

bilities, we propose a novel framework, MD, 125

which constructs high-quality, well-balanced 126

mixed thought data using multiple prompting 127

techniques and then applies a novel multi-task 128

learning loss, marking a significant advance- 129

ment in model distillation. 130
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Figure 3: Performance of different methods across rea-
soning domains based LLaMA2-7B.

• We conducted a series of experiments to vali-131

date the efficacy of MD, enhancing the SLMs’132

reasoning including single-path and multi-133

path reasoning, across models, across datasets,134

across dataset scales and even extending to135

out-of-distribution (OOD) training data.136

2 Related Work137

Multiple Thoughts Prompting Techniques in138

LLM Recent work (Wei et al., 2022; Chu et al.,139

2023; Gao et al., 2023; Chen et al., 2022; Hu et al.,140

2023; Imani et al., 2023), focusing on eliciting the141

step-by-step reasoning process of LLMs, has vali-142

dated its effectiveness in reasoning domains, such143

as SVAMP (Patel et al., 2021), GSM8K (Cobbe144

et al., 2021), ASDIV (Miao et al., 2021) and Strat-145

egyQA (Geva et al., 2021). CoT (Wei et al., 2022)146

enhances reasoning by prompting LLMs to gen-147

erate intermediate natural language thought steps.148

PoT (Gao et al., 2023; Chen et al., 2022) stimu-149

lates LLM’s reasoning ability by prompting them150

to generate intermediate code that can be executed151

by the python executor. Zhang et al. (2023); Li et al.152

(2023a) have shown the adaptability of combining153

natural language reasoning and program synthesis154

within prompt-based learning to effectively solve155

reasoning tasks. Yue et al. (2023b) improve the156

mathematical reasoning ability of LLMs combin-157

ing PoT and CoT by designing prompts. Yue et al.158

(2023a) develop a cost-effective approach by com-159

bining PoT and CoT. However, previous work (Yue160

et al., 2023b,a; Imani et al., 2023) provided limited161

insights into PoT and CoT in improving SLMs by162

distilling LLMs. Our MD presents a novel multi-163

task loss to help SLMs learn and adaptively activate164

both reasoning capabilities on specific tasks.165

Knowledge Distillation from LLMs Knowl-166

edge distillation (Buciluǎ et al., 2006; Ba and Caru-167

ana, 2014; Hinton et al., 2015; Beyer et al., 2022; 168

Fu et al., 2023; Zhu et al., 2023) has proved its 169

effectiveness in improving SLMs. Some works (Li 170

et al., 2023b; Hsieh et al., 2023; Wang et al., 2023; 171

Fu et al., 2023; Shridhar et al., 2023; Zhu et al., 172

2024) leverage generative CoT as a supervisory sig- 173

nal to fine-tune smaller task-specific models. How- 174

ever, previous works (Shridhar et al., 2023; Zhu 175

et al., 2024) focus solely on LLM-generated single 176

reasoning path as the supervisory signal, without 177

considering the capability of CoT and PoT in SLMs. 178

Our proposed MD emphasizes the importance of 179

PoT with CoT as supervisory signals and the SLMs 180

can effectively learn and activate multiple step-by- 181

step reasoning from high-quality and well-balanced 182

mixed thought data. 183

3 Approach 184

3.1 Mixed Thoughts from LLMs 185

Thoughts Extraction from LLMs We em- 186

ploy CoT prompts (Wei et al., 2022) and PoT 187

prompts (Chen et al., 2022) to elicit and extract 188

the reasoning thought process of LLMs. Given a 189

training dataset, xi ∈ D, we begin by devising a 190

prompt template, denoted as p, to define how the 191

task should be addressed. Each prompt takes the 192

form of a triplet, (xp, rp, yp), where xp represents 193

an example input, yp corresponds to its associated 194

label, and rp comprises a user-provided reasoning 195

path explaining why xp can be categorized as yp. 196

We append each input, xi to the template p and 197

use it as the input prompt for the LLMs to gen- 198

erate reasoning paths and labels as r̂i, ŷi for each 199

xi ∈ D. Specifically, the PoT few-shot template for 200

StrategyQA, which focuses on commonsense rea- 201

soning, is enhanced through the application of CoT 202

as Python code annotations (Li et al., 2023a) with 203

more details provided in Appendix B. By raising 204

the LLM’s temperature (default 0.7), we generate 205

n (default 20) samples each of CoT and PoT per 206

input, as thoughts from LLM. 207

Creating Mixed Thought Data We refine the 208

thoughts to allow fine-tuned SLMs to sense the 209

PoT and CoT during inference. Specifically, we 210

first filter out the PoT that the Python executor 211

can’t execute and the CoT that does not provide an 212

answer to ensure data quality. Intuitively, higher 213

quality data can enhance performance while incor- 214

rect reasoning steps may confound models (Zhou 215

et al., 2024). Then for each input, xi, PoT and CoT 216

reasoning results selection is done using consensus 217
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via majority vote. By comparing them with true218

labels, we categorize samples into four types: 10%219

are solvable exclusively by the PoT, which involves220

large-scale and intensive numerical calculations221

(Type 1); another 10% can only be solved by the222

CoT, which focuses on language comprehension,223

as well as geometric, algebraic, fractional calcula-224

tions, and equation comparisons (Type 2); 60% of225

the samples can be addressed using both methods226

(Type 3); and the remaining 20% are unsolvable by227

either method (Type 4). To enhance the dataset, we228

upsample the Type 1 and 2 samples and filter out229

the Type 4 samples to create well-balanced mixed230

thought data. With mixed thought data, we design a231

novel multi-task loss to help SLMs learn and adap-232

tively activate step-by-step reasoning. Specifically,233

for problems that PoT is suitable to solve, the self-234

consistency of the PoT path’s answer will be higher,235

making the final result tend to be the answer to the236

PoT result. The same is true for problems that the237

CoT is suitable to solve. We show cases of Type 1238

and 2 in Appendix Table 5.239

3.2 Mixed Thoughts Distillation240

We first outline the basic paradigm for learning spe-241

cific task models. Then, we combine CoT and PoT242

into the training process to extend it. Formally, we243

represent the dataset as D = {(xi, yi)}Ni=1, where244

each xi is an input, and yi is its corresponding out-245

put label. In this paper, we focus on text-to-text246

tasks (Raffel et al., 2020).247

Standard Specific-task Learning The prevalent248

paradigm for training a task-specific model in-249

volves fine-tuning a pre-trained model using su-250

pervised data (Howard and Ruder, 2018). In sce-251

narios where human-annotated labels are unavail-252

able, task-specific distillation (Hinton et al., 2015;253

Tang et al., 2019) employs LLM teachers to pro-254

duce pseudo-noisy training labels ŷi in place of255

yi (Wang et al., 2021; Smith et al., 2022; Arora256

et al., 2022). For both scenarios, the current model,257

denoted as f , is trained using a paradigm that aims258

to minimize the loss in label prediction:259

L =
1

N

N∑
i=1

ℓ(f(xi), ŷi) (1)260

where ℓ represents the cross-entropy loss between261

predicted tokens and target tokens. For simplic-262

ity and clarity, we use ŷi in Eq. 1, representing263

either human-annotated labels yi in the standard264

fine-tuning scenario or LLM-predicted labels ŷi in 265

the context of model distillation. 266

Multi-task Learning with CoT and PoT For 267

Type 1 and 2 data in mixed thoughts, we design 268

a loss function to help the model simultaneously 269

learn CoT and PoT, consisting of two components: 270

L1,2 = Lpath_CoT + Lpath_PoT (2) 271

Here, Lpath is the loss for generating CoT or PoT 272

reasoning paths and predicting labels, defined as: 273

Lpath =
1

N

N∑
i=1

ℓ(f(xi), r̂i + ŷi) (3) 274

The r̂i represents the reasoning paths generated 275

by LLMs with CoT or PoT, and their respective 276

objective functions are defined as Lpath_CoT and 277

Lpath_PoT. For Type 3 data, we design the loss func- 278

tion to help the model adaptively activate both ca- 279

pabilities: 280

L3 = (1− λ)Lpath_CoT + λLpath_PoT (4) 281

Here, λ is a weight parameter defined for each 282

xi based on the number of samples in CoT that can 283

correctly predict the answer, denoted as n1, and 284

the number of samples in PoT that can correctly 285

predict the answer, denoted as n2, respectively. λ 286

is set as n2
n1+n2

. The overall loss function is: 287

L = L1,2 + L3 288

This is the MD we emphasize. In the input xi 289

outlined above, we introduce the concept of task 290

prompts embedded into input examples to train 291

SLMs to produce distinct reasoning paths. More 292

specifically, we employed Let’s think step by 293

step and Let’s break down the code step 294

by step to guide the generation of CoT and PoT, 295

respectively. 296

Once both CoT and PoT abilities are in the SLM, 297

multi-path reasoning can be employed via multiple 298

prompting techniques as shown in Figure 2. Result 299

selection is done using consensus via a majority 300

vote. In particular, during inference for the SLM, 301

input xi is concatenated with the guiding prompt 302

phrase Let’s think step by step to elicit nat- 303

ural language reasoning paths. The answer result 304

is a final answer list, ACoT = {a1, a2, . . . , an}, ob- 305

tained via n iterations of sampling. Concurrently, 306

by adopting the phrase Let’s break down the 307
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Method #Fixed Params. #Training Params
Mathematical Reasoning

(%)
Commonsense Reasoning

(%)
SVAMP GSM8K ASDIV StrategyQA

GPT-4 (OpenAI et al., 2023) Unknown 0M 93.0 92.0 91.3 77.1
GPT-3.5-Turbo (Few-shot CoT) Unknown 0M 70 51.98 68.96 63.76
GPT-3.5-Turbo Unknown 0M 82.0 77.4 75.8 71.6
LLaMA2 (Touvron et al., 2023)† 7B - 38.0 13.3 50.7 -
CodeLlama (Roziere et al., 2023)† 7B - 59.0 34.0 61.4 -
Mistral (Touvron et al., 2023)† 7B - 66.0 52.1 62.0 -
FlanT5-Large (Fu et al., 2023)† 770M 770M 6.8 6.9 10.1 -
GPT2-Large (Radford et al., 2019) - - 7.0 2.0 1.8 -
WizardMath (Luo et al., 2023)† 7B - 57.3 54.9 59.1 -
FlanT5-Large + Specialized (Fu et al., 2023) 770M 770M 20.4 20.2 23.8 -
GPT2-Large + Soc (Shridhar et al., 2023) 770M 770M - 21.1 - 66.4
GPT-J + Multi-round & Self-Reflection (Wang et al., 2023) 6B - 55.0 33.1 - 65.9
T5-large + Distill step by step (Hsieh et al., 2023) 770M 770M 65.5 - - -

Label-Finetuning
T5-large 770M 770M 7.5 (↑0.7) 7.4 (↑0.5) 11.1 (↑1.0) 50.2
LLaMA2-7B 70M 770M 50.0 (↑12.0) 10.6 (↓2.7) 37.3 (↓13.4) 51.2
CodeLlama-7B 70M 770M 39.0 (↓20.0) 9.4 (↓24.6) 24.8 (↓36.6) 50.5

Single-Path Distillation
T5-large + CoT 770M 770M 32.5 (↑25.7) 10.5 (↑3.6) 18.9 (↑8.8) 54.3
LLaMA2-7B + CoT 7B 160M 69.5 (↑31.5) 40.1 (↑26.8) 62.2 (↑11.5) 67.7
CodeLlama-7B + CoT 7B 160M 71.0 (↑12.0) 34.2 (↑0.2) 60.0 (↓1.4) 66.4
T5-large + PoT 770M 770M 68.0 (↑61.2) 22.5 (↑15.6) 58.1 (↑48.0) 57.3
LLaMA2-7B + PoT 7B 160M 77.0 ( ↑39.0 ) 46.5 (↑33.2) 65.6 (↑14.9) 68.0
CodeLlama-7B + PoT 7B 160M 83.0 (↑24.0) 51.9 (↑17.9) 67.5 (↑6.1) 67.6

Ensemble Single-Path Distillation
T5-Large + CoT w/ PoT* 770M*2 770M*2 70.5 (↑63.7) 24.8 (↑17.9) 57.8 (↑47.7) 58.1
LLaMA2-7B + CoT w/ PoT* 7B*2 160M*2 81.0 (↑43.0) 49.7 (↑36.4) 69.9 (↑19.2) 68.1
CodeLlama-7B + CoT w/ PoT* 7B*2 160M*2 82.5 (↑23.5) 52.0 (↑18.0) 70.2 (↑8.8) 66.7

Mixed Distillation (Ours)
T5-Large-MD
+ CoT 770M 770M 34.5 (↑27.7) 10.6 (↑3.7) 19.0 (↑8.9) 54.3
+ PoT 770M 770M 74.0 (↑67.2) 23.6 (↑16.7) 58.2 (↑48.1) 56.7
+ CoT w/ PoT* 770M 770M 76.0 (↑69.2) 24.6 (↑17.7) 58.3 (↑48.2) 59.1
GPT2-Large-MD
+ CoT 760M 760M 29.0 (↑22.0) 8.9 (↑6.9) 12.8 (↑11.0) -
+ PoT 770M 770M 58.0 (↑51.0) 14.4 (↑12.4) 38.8 (↑37.0) -
+ CoT w/ PoT* 770M 770M 59.0 (↑52.0) 18.4 (↑16.4) 40.1 (↑38.3) -
LLaMA2-7B-MD
+ CoT 7B 160M 70.0 (↑32.0) 41.5 (↑28.2) 64.2 (↑13.5) 67.4
+ PoT 7B 160M 80.5 (↑42.5) 51.6 (↑38.3) 66.5 (↑15.8) 66.4
+ CoT w/ PoT* 7B 160M 84.5 (↑46.5) 53.8 (↑40.5) 70.2 (↑19.5) 69.4
CodeLlama-7B-MD
+ CoT 7B 160M 73.0 (↑14.0) 35.3 (↑1.3) 60.6 (↓0.8) 66.1
+ PoT 7B 160M 85.0 (↑26.0) 52.4 (↑18.4) 71.8 (↑10.4) 66.6
+ CoT w/ PoT* 7B 160M 85.5 (↑26.5) 53.2 (↑19.2) 73.5 (↑12.1) 70.3
Mistral-7B-MD
+ CoT 7B 160M 80.0 (↑14.0) 63.0 (↑10.9) 71.5 (↓9.5) -
+ PoT 7B 160M 84.5 (↑18.5) 72.8 (↑20.7) 76.0 (↑14.0) -
+ CoT w/ PoT* 7B 160M 87.5 (↑21.5) 74.0 (↑21.9) 77.1 (↑15.1) -

Table 1: Accuracy (%) across tasks:†Results are from (Zhu et al., 2024). “+ CoT” indicates inference via CoT. “*”
denotes improved performance in distillation using CoT and PoT to generate 10 reasoning paths, respectively.

code step by step, similar to the above process,308

we extract the intermediate code reasoning path.309

Then, utilizing the Python executor, the answer310

list APoT = {b1, b2, . . . , bn} is acquired. The final311

prediction of the SLM, Pfinal, is expressed as:312

Pfinal = V (concat(ACoT, APoT)) (5)313

where V (·) represents a voting function that selects314

the most frequently occurring answer from the con-315

catenated list of ACoT and APoT. The concat(·)316

function represents the concatenation of the two317

lists. This step-by-step thought process along two318

independent paths ensures that the final predic-319

tion is determined through a voting mechanism320

on the answers procured from each path (Wang321

et al., 2022).322

4 Experiments323

In this section, we first prove that PoT, as a su-324

pervisory signal, enhances the SLMs’ reasoning325

capabilities (Sec. 4.1). Moreover, our findings326

emphasize the benefits of MD, which enhances327

SLMs’ capabilities in single-path reasoning and328

multiple-path reasoning, enabling SLMs to learn329

and adaptively activate step-by-step reasoning (Sec. 330

4.2). We further conduct extensive experiments 331

based on LLaMA2-7B, CodeLlama-7B, Mistral- 332

7B, T5-Large, and GPT2-Large, compared to other 333

distillation methods (Sec. 4.3). Finally, we validate 334

the generalizability of MD (Sec. 4.4). 335

Datasets Our experiments primarily center on 336

the following datasets: SVAMP (Patel et al., 2021), 337

GSM8K (Cobbe et al., 2021), and ASDIV (Miao 338

et al., 2021). We extend our assessment to Strate- 339

gyQA (Geva et al., 2021), where we evaluate the ca- 340

pability of commonsense reasoning. More dataset 341

details are provided in Appendix A. 342

Baselines We evaluate MD by comparing it with 343

experiments using Closed-Source Models (OpenAI 344

et al., 2023), Open-Source Models (Touvron et al., 345

2023; Roziere et al., 2023; Luo et al., 2023), Tradi- 346

tional Distillation (Fu et al., 2023; Shridhar et al., 347

2023; Wang et al., 2023; Hsieh et al., 2023), Label- 348

Finetuning, Single-Path Distillation and Ensemble 349

Single-Path Distillation. More details can be found 350

in Appendix C. 351
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Method SVAMP ASDIV
Closed-Source Models

GPT-3.5-Turbo 82.0 75.8
Open-Source Models

LLaMA2 (Touvron et al., 2023)† 38.0 50.7
CodeLlama (Roziere et al., 2023)† 59.0 61.4
WizardMath (Luo et al., 2023)† 57.3 59.1

Single-Path Distillation
LLaMA2-7B + CoT 64.5 (↑26.5) 63.2 (↑12.5)
LLaMA2-7B + PoT 56.5 (↑18.5) 64.2 (↑13.5)

Ensemble Single-Path Distillation
LLaMA-7B + CoT w/ PoT* 61.5 (↑23.5) 65.9 (↑15.2)

Mixed Distillation (Ours)
LLaMA2-7B-MD
+ CoT 65.0 (↑27.0) 64.2 (↑13.5)
+ PoT 70.0 (↑32.0) 64.2 (↑13.5)
+ CoT w/ PoT* 74.5 (↑36.5) 68.9 (↑18.2)

Table 2: Accuracy (%) across tasks which demonstrate
the generalizability of Mixed Distillation in OOD sce-
narios.

Setup The teacher model used is GPT-3.5-352

Turbo 1 in the distillation framework. We gener-353

ate 20 samples each of CoT and PoT per ques-354

tion. The temperature is set to 0.7. The ex-355

periments cover a wide range of student models,356

including LLaMA2-7B, CodeLlama-7B, Mistral-357

7B, GPT2-Large, and T5-Large. For the efficient358

fine-tuning of the LLaMA series, we employ the359

QLORA (Dettmers et al., 2023) method. During360

the training process, we set the maximum number361

of steps to 8000. It’s noteworthy that these primary362

experiments can be conducted on a single GPU363

with a capacity of 48GB. During the inference pro-364

cess, the default number of total sampling paths is365

set to 20 in self-consistency voting (Wang et al.,366

2022).367

4.1 PoT Distillation Enhanced Reasoning368

Previous work focused on PoT in LLMs, while we369

explored enhancing SLMs by distilling PoT from370

LLMs. In this subsection, we investigate whether371

models pre-trained on large text data (Zhao et al.,372

2023) can effectively learn to generate step-by-step373

code and demonstrate the effectiveness of PoT. Ta-374

ble 1 shows the experimental results, which prove375

that various models employing the PoT distilla-376

tion outperform those utilizing the CoT distillation377

and Label-Finetuning in mathematics and common378

sense reasoning tasks. For example, T5-Large ex-379

hibits a notable improvement of 61.2% on SVAMP.380

Similarly, LLaMA2 shows enhancements of 33.2%381

on GSM8K and 14.9% on ASDIV. Meanwhile, T5-382

Large, LLaMA2, and CodeLlama achieve gains of383

7.1%, 17.8%, and 17.4% respectively, compared to384

1https://platform.openai.com/docs/model-index-for-
researchers

Label-Finetuning on StrategyQA. Additionally, we 385

observe that compared with the T5-Large model, 386

LLaMA models with fewer training parameters but 387

larger fixed parameters showed excellent perfor- 388

mance. In particular, CodeLlama notably achieves 389

82.5% accuracy on the SVAMP task, marking a 390

23.5% improvement. Furthermore, under PoT dis- 391

tillation, CodeLlama, pre-trained on code data, out- 392

performs LLaMA2, achieving an improvement of 393

4.5% on SVAMP. 394

4.2 Mixed Distillation Enhanced Reasoning 395

In this subsection, we show the effectiveness of 396

MD from two aspects: enhancing both single-path 397

reasoning and multi-path reasoning. Single-path 398

reasoning independently measures the two kinds 399

of step-by-step reasoning abilities of SLMs, while 400

multi-path reasoning measures SLMs’ ability to 401

adaptively activate step-by-step reasoning. 402

Mixed Distillation Enhances Single-Path Rea- 403

soning Experimental results demonstrate that 404

MD enhances both capabilities of the model com- 405

pared to single-path distillation. Additionally, MD 406

significantly improves the PoT capability of SLMs 407

compared to CoT. As shown in Table 1, the CoT 408

and PoT abilities of models are improved by mixed 409

distillation. For example, compared with CoT dis- 410

tillation on ASDIV, the CoT ability of LLaMA2 411

exhibits a 2% increase. Similarly, T5-Large’s PoT 412

capability shows a 6.0% improvement over PoT 413

distillation on SVAMP. Specifically, Figure 4 dis- 414

plays the capabilities of LLaMA2 across different 415

datasets. It is worth noting that as the number of 416

sampling inference paths increases, the PoT ability 417

of the model using MD is always better than that 418

of the model trained by Single-Distillation, and 419

the difference observed in the sampling interval 420

of 10-13 paths is the most significant. In addition, 421

CoT capability with MD exceeds the performance 422

of SLMs with single distillation as the number of 423

sampling paths exceeds 13. 424

Mixed Distillation Enhances Multi-Path Rea- 425

soning Using “+CoT w/PoT” for multi-path rea- 426

soning during inference, various models achieve 427

state-of-the-art performances across different tasks. 428

Notably, LLaMA2 excels on GSM8K, achieving 429

an accuracy of 53.8%, which marks an impres- 430

sive improvement of 40.5%. Similarly, CodeL- 431

lama shows remarkable results on the SVAMP 432

and ASDIV tasks, reaching accuracies of 85.5% 433

and 73.5%, respectively, and registering boosts of 434
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Figure 4: Performance comparison with Mixed Distillation and Single-Path Distillation on SVAMP, GSM8K,
ASDIV, and StrategyQA based LLaMA2-7B.

26.5% and 12.1%. Additionally, T5-Large stands435

out in the StrategyQA task with an accuracy of436

59.1%, indicating a 7.9% increase over the Label-437

Finetuning. Furthermore, a single model from MD438

outperforms two individual distilled models, with439

LLaMA2 gaining improvements of 3.5% and 4.1%440

on SVAMP and GSM8K, respectively.441

4.3 More Results Compared to Other442

Distillation Methods443

Previous distillation methods typically focus on T5444

and GPT series (Fu et al., 2023; Shridhar et al.,445

2023; Wang et al., 2023; Hsieh et al., 2023). T5-446

Large with MD achieves accuracies of 76%, 24.6%,447

and 58.3%, on SVAMP, GSM8K, and ASDIV, re-448

spectively, marking a significant advancement. No-449

tably, compared to (Hsieh et al., 2023; Fu et al.,450

2023), it demonstrates impressive improvements of451

10.5% and 55.6%, respectively, on SVAMP. GPT2-452

Large achieves an accuracy of 59.0% on SVAMP,453

outperforming GPT-J (Wang et al., 2023). SLMs454

with MD also notably improve reasoning perfor-455

mance compared to Single-Path, PoT Distillation,456

and an ensemble of two individual distilled models.457

LLAMA2-7B with MD shows a 4% improvement458

over PoT Distillation and a 3.5% improvement over459

an ensemble of two individual CoT and PoT dis-460

tilled models on SVAMP, highlighting the superior461

performance achieved by using a single model with462

mixed thoughts. Furthermore, compared to Wizard-463

Math, the instruction-tuned model, LLAMA2-7B464

achieves a 27.2% improvement on SVAMP.465

4.4 Generalization466

In the above experiments, we have proved the effec-467

tiveness of MD in the generalization of models and468

tasks. Furthermore, we conduct experiments to val-469

idate the framework’s generalization with varying470

numbers of sampling paths, training set sizes, and471

OOD scenarios, based on LLaMA2. For the train-472

Figure 5: Performance comparison with different train
set size on SVAMP based LLaMA2-7B.

ing set sizes generalization assessment, we perform 473

distillation using proportions of 20%, 40%, 60%, 474

and 80%, on SVAMP. To evaluate the ability of 475

OOD generalization, we evaluate the model trained 476

on GSM8K for SVAMP and ASDIV datasets. 477

4.4.1 Training Set Size 478

As shown in Figure 5, with the increase in data 479

volume, the performance of models generally im- 480

proves. Specifically, when the dataset size sur- 481

passes 75%, LLaMA2 using PoT as the supervi- 482

sory signal outperforms the model using CoT. This 483

observation shows that a certain dataset size is re- 484

quired to learn the PoT capability. In the case of 485

MD, across the dataset size range of 20% to 100%, 486

MD always enhances PoT capability compared to 487

PoT distillation. Moreover, when the dataset size 488

exceeds 40%, compared to CoT distillation, the 489

learning ability of CoT shows a 2% improvement. 490

By incorporating multi-path reasoning during infer- 491

ence, the model achieves its optimal performance, 492

providing evidence for the effectiveness of multi- 493

path reasoning in MD. 494
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Being his favorite, he saved checking on the grapevines for his last stop. He was told by 
294 of the pickers that they fill 244 drums of grapes per day and 47 drums of raspberries 
per day. There are 244 drums of grapes filled per day, and the number of days is 146. So, 
the total number of drums of grapes filled in 146 days would be 244 * 146 = 35,624.
Predict output: 35624

def solution():   
"""Being his favorite, he saved checking on the 

grapevines for his last stop. He was told by 294 of 
the pickers that they fill 244 drums of grapes per day 
and 47 drums of raspberries per day.   How many 
drums of grapes would be filled in 146 days? """    

pickers = 294
grapes_per_day = 244
days = 146
total_grapes = pickers *grapes_per_day * days
return total_grape
Predict output:10473456

PoT Distillation 

Question: Being his favorite, 
he saved checking on the 
grapevines for his last stop. 
He was told by 294 of the 
pickers that they fill 244 
drums of grapes per day and 
47 drums of raspberries per 
day. How many drums of 
grapes would be filled in 
146 days ?
Label: 35624

Problem

He was told by 294 pickers that they fill 244 drums of grapes per day and 47 drums of 
raspberries per day. We don‘t know the number of pickers, so we can’t use that 
information to calculate anything. However, we do know that the pickers fill 244 drums 
of grapes per day, so we can use that information to answer the question. Each day, the 
pickers fill 244 drums of grapes. Over 146 days, they would fill a total of 244 x 146 = 
35920 drums of grapes. So the answer is 35920.
Predict Output: 35920

CoT Distillation  

✅

❌

❌

def solution():  
"""Being his favorite, he saved checking on the grapevines for his last stop. He was 

told by 294 of the pickers that they fill 244 drums of grapes per day and 47 drums of 
raspberries per day.  How many drums of grapes would be filled in 146 days? """

grapes_per_day = 244
raspberries_per_day = 47
days = 146
total_grapes = grapes_per_day * days
return total_grapes 

Predict output: 35624

Mixed-Distillation  PoT Reasoning 

Mixed-Distillation  CoT Reasoning 

✅

Figure 6: Case study of different distillation methods
based LLaMA2-7B.

Method N=2 N=4 N=8 N=14
Single-Path Distillation

LLaMA2-7B + CoT 61 66 70.5 69.0
LLaMA2-7B + PoT 47.5 64.5 71 75.5

Ensemble Single-Path Distillation
LLaMA2-7B + CoT w/ PoT* 56 71.5 73.5 77.5

Mixed Distillation (Ours)
LLaMA2-7B-MD + CoT 57.5 65 69 71
LLaMA2-7B-MD + PoT 62.5 74.5 79 79.5
LLaMA2-7B-MD + CoT w/ PoT* 66 73 81 83.5

Table 3: Performance of Different Methods Across Var-
ious Sampling Paths (Number of Paths, N).

4.4.2 Various Sampling Paths495

To explore the impact of multiple paths sampling496

on models’ performance, we evaluate the SLMs497

with different numbers of sampling paths. With 2498

sampling paths in multi-path reasoning, a PoT sam-499

ple is generated first. If the Python executor deems500

it unsuccessful, a CoT sample is then generated501

for prediction, thereby reducing inference latency502

and cost. Table 3 shows the effectiveness of MD,503

with LLaMA2-7B-MD + CoT w/ PoT achieving504

66% accuracy for N=2 and improving to 83.5% for505

N=14. This highlights a significant performance506

improvement over single-path and ensemble distil-507

lation methods.508

4.4.3 Out-of-Distribution Evaluation 509

As shown in Table 2, on SVAMP and ASDIV, mod- 510

els using MD via CoT reasoning showed improve- 511

ments of 0.5% and 1% over standard CoT distil- 512

lation. Similarly, MD enhances the performance 513

of SLMs compared to PoT distillation. Moreover, 514

the model using MD with multi-path reasoning dur- 515

ing inference leads the model to achieve optimal 516

performance, attaining accuracies of 74.5% and 517

68.9% on SVAMP and ASDIV, with substantial 518

improvements of 36.5% and 18.2%, respectively. 519

5 Case Study 520

SLMs with MD can better master two types of 521

step-by-step reasoning abilities. In single-path rea- 522

soning, it mitigates the shortcomings of CoT in 523

solving large-scale and intensive numerical calcu- 524

lations, while also easing language comprehension 525

challenges caused by insufficient knowledge for 526

PoT. We present the actual output of SLMs for rea- 527

soning tasks, as shown in Figure 6. For the question 528

labeled 35624, it is clear that correct answers are 529

obtained using MD involving CoT or PoT. How- 530

ever, when using CoT or PoT distillation alone, 531

errors occur in the reasoning process. Specifically, 532

the error in CoT distillation is due to the inability 533

to effectively compute 244*146, a common issue 534

indicative of poor computational capability in CoT. 535

We show more details in Appendix D.2. 536

6 Conclusion 537

In this paper, we introduce a novel framework MD 538

that distills the reasoning paths of CoT and PoT 539

from LLMs into SLMs. Our experimental results 540

demonstrate that MD enhances the SLMs’ single- 541

path reasoning and multi-path reasoning, enabling 542

SLMs to learn and adaptively activate step-by-step 543

reasoning. Comparative analysis and experimental 544

results show that our MD can effectively extract 545

two different forms of capabilities, CoT and Pot 546

from LLM, to improve the reasoning ability of 547

SLMs. 548

Limitations 549

Our work has proven that the MD technology can 550

improve the reasoning ability of small models. 551

However, this technique has several limitations. 552

First, our findings focus on reasoning tasks in En- 553

glish and have not been verified in a multilingual 554

setting. Second, MD relies on the closed model, 555

8



GPT-3.5-Turbo, which may introduce potential bi-556

ases. Third, our technology uses generated inter-557

mediate reasoning steps to predict the final result,558

and the direct relationship between these steps and559

the final answer is still unproven. Caution should560

be taken when displaying MD to users.561
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A Datasets819

We provide detailed information about the datasets,820

including their sources and the initial release of the821

authors in the experiments.822

• SVAMP: The dataset was originally re-823

leased in (Patel et al., 2021) and made824

publicly available at https://github.com/825

arkilpatel/SVAMP. We obtained the dataset826

from https://huggingface.co/datasets/827

ChilleD/SVAMP.828

• GSM8K: The dataset was originally re-829

leased in (Cobbe et al., 2021) and made830

publicly available at https://github.com/831

openai/grade-school-math. We obtained832

the dataset from https://huggingface.co/833

datasets/gsm8k.834

• ASDIV: The dataset was originally re-835

leased in (Miao et al., 2021) and made836

publicly available at https://github.837

com/chaochun/nlu-asdiv-dataset. We838

obtained the dataset from https://github.839

com/chaochun/nlu-asdiv-dataset/blob/840

master/dataset/ASDiv.xml.841

• StrategyQA: The dataset was origi-842

nally released in (Geva et al., 2021)843

and made publicly available at https:844

//github.com/eladsegal/strategyqa.845

We obtained the dataset from https:846

//github.com/eladsegal/strategyqa/847

tree/main/data/strategyqa.848

For ASDIV, we randomly selected 695 instances849

for the test set based on the question grade distribu-850

tion in the training set. For StrategyQA, we use the851

dev set as the test set. The statistical information852

for the datasets is available in Table 4.853

B Prompt Examples854

For the datasets SVAMP, GSM8K, and ASDIV,855

the few-shot prompts are shown in Figure 8. For856

StrategyQA, they are displayed in Figure 9. We857

draw inspiration from (Li et al., 2023a) and add858

CoT as annotations.859

C Baselines860

In the section, we show more details, including861

Closed-Source Models, Open-Source Models, Tra-862

ditional Distillation, Label-Finetuning, Single-Path863

Mixed-Distillation

CoT Data

Code Data

CoT Inference

PoT Inference

CoT w/ PoT Inference

CoT-Distillation

CoT Data CoT Inference

PoT-Distillation

Code Data PoT Inference

Figure 7: Framework diagram for different distillation
methods.

Distillation, and Single-path Reasoning strategies, 864

aiming to provide a comprehensive comparison 865

between MD and a series of existing methods. 866

Closed-Source Models Advanced Language 867

Models, such as OpenAI’s GPT-4 (OpenAI, 2023) 868

and GPT-3.5-Turbo, have achieved state-of-the-art 869

results across various NLP tasks (Zhao et al., 2023; 870

Kasneci et al., 2023; Chang et al., 2023; Hao et al., 871

2023). Trained on extensive datasets, these mod- 872

els comprehend complex language structures and 873

generate text resembling human expression. Com- 874

paring them with closed-source models like GPT-4 875

is helpful in evaluating the reasoning gap between 876

SLMs with MD and closed-source models. 877

Open-Source Models There are a series of mod- 878

els in the field of open-source NLP. Notably, 879

LLaMA2 (Touvron et al., 2023), publicly released 880

by Meta, demonstrates competitiveness and makes 881

a significant contribution to academic research. 882

CodeLlama, an adaptation of LLaMA, excels in di- 883

verse reasoning tasks, particularly showcasing pro- 884

ficiency in code-related capabilities (Roziere et al., 885

2023). WizardMath, fine-tuned based on LLaMA 886

with enhanced instructions, effectively competes in 887

mathematical reasoning tasks (Luo et al., 2023). 888

Traditional Distillation Knowledge distilla- 889

tion (Buciluǎ et al., 2006; Ba and Caruana, 2014; 890

Hinton et al., 2015; Beyer et al., 2022; Fu et al., 891

2023) has demonstrated effectiveness in improving 892

SLMs. Fu et al. (2023) distills LLMs’ multi-step 893

reasoning into SLMs for better mathematical rea- 894

soning. Shridhar et al. (2023) improves mathemat- 895

ical skills by distilling LLMs’ problem decompo- 896

sition abilities. Wang et al. (2023) and Hsieh et al. 897

(2023) focus on distilling reflective thinking and 898
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Dataset Train set size Test set size Example

SVAMP (Cobbe et al., 2021) 800 300
Paige was helping her mom plant flowers and together they planted some seeds.

They put 10 seeds in each flower bed. If there are 45 flowerbeds
How many seeds did they plant?

GSM8K (Cobbe et al., 2021) 7473 1319

Janet\u2019s ducks lay 16 eggs per day. She eats three for breakfast every morning
and bakes muffins for her friends every day with four. She sells the remainder at

the farmers’ market daily for $2 per fresh duck egg.
How much in dollars does she make every day at the farmers’ market?

ASDIV (Miao et al., 2021) 1610 695
Edward spent 13.Nowhehas6.

How much did Edward have before he spent his money?

StrategyQA (Geva et al., 2021) 2061 229
Will the Albany in Georgia reach a

hundre thousand occupants before the one in New York?

Table 4: Details of dataset, including SVAMP, GSM8K, ASDIV, and StrategyQA.

<Few-shot PoT>
Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
def solution(): 
"""Olivia has $23. She bought five bagels for $3 each. How much money does she have left?"""

 money_initial = 23 
 bagels = 5 
 bagel_cost = 3 

money_spent = bagels * bagel_cost 
money_left = money_initial - money_spent 

 result = money_left 
 return resul
<Input>
Q: Luke scored 84 points after playing 2 rounds of a trivia game. If he gained the same number of points each round 
How many points did he score per round?
<Output>
def solution():

"""Jack received 3 emails in the afternoon, 6 emails in the morning and some more in the evening. If he received a 
total of 10 emails in the day How many emails did jack receive in the evening?"""

emails_afternoon = 3
emails_morning = 6
total_emails = 10
emails_evening = total_emails - emails_afternoon - emails_morning
result = emails_evening
return result

<Few-shot CoT>
Q: There are 15 trees in the grove. 
Grove workers will plant trees in the 
grove today. After they are done, 
there will be 21 trees. How many 
trees did the grove workers plant 
today?
A: There are 15 trees originally. Then 
there were 21 trees after some more 
were planted. So there must have 
been 21 - 15 = 6. The answer is 6.
<Input>
Q: Paige was helping her mom plant 
flowers and together they planted 
some seeds. They put 10 seeds in 
each flower bed. If there are 45 
flowerbeds\nHow many seeds did 
they plant?
<Output>
A: Paige and her mom planted 10 
seeds in each flower bed. There are 
45 flower beds in total. So they 
planted 10 x 45 = 450 seeds. The 
answer is 450.

Figure 8: Few-shot Template on SVAMP, GSM8K, ASDIV: extracting and distilling CoT and PoT from large
Language Models to smaller models.

<Few-shot PoT>
Q: Did the Hopi Indians use a symbol that was similar to the swastika? 
# solution in Python:
def solution():
     """The Hopi Indians utilized a symbol known as the "whirling log" resembling the swastika. This symbol 
holds significance in their culture, symbolizing life .Therefore, affirmatively, the Hopi Indians did have a 
symbol akin to the swastika. So the answer is yes."""
      result = True
      return result
<Input>
Q:Is the language used in Saint Vincent and the Grenadines rooted in English?
# solution in Python:
<Output>
def solution(): 
    """English is the official language of Saint Vincent and the Grenadines, rooted in its history as a former 
British colony. Therefore, the language used in Saint Vincent and the Grenadines is indeed rooted in 
English.""" 
    result = True 
    return result

<Few-shot CoT>
Q: Did the Hopi Indians use a symbol that was 
similar to the swastika?
A:The Hopi Indians utilized a symbol known 
as the "whirling log" resembling the swastika. 
This symbol holds significance in their culture, 
symbolizing life .Therefore, affirmatively, the 
Hopi Indians did have a symbol akin to the 
swastika. So the answer is yes.
<Input>
Q:Is the language used in Saint Vincent and 
the Grenadines rooted in English?
<Output>
A: English is the official language of Saint 
Vincent and the Grenadines, rooted in its 
history as a former British colony. Therefore, 
the language used in Saint Vincent and the 
Grenadines is indeed rooted in English.

So the answer is yes.

Figure 9: Few-shot Template on StrategyQA: extracting and distilling CoT and PoT from large Language Models to
smaller models.
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using LLM-generated CoT as supervisory signals,899

respectively.900

Label-Finetuning Label fine-tuning is a super-901

vised learning method, in which the trained model902

is adjusted to do better on a specific task. It uses903

a small set of labeled data to adjust the model’s904

settings, which was initially trained on a broad905

dataset. The main goal is to make the pre-trained906

model work better in the tasks. We use the train-907

ing set questions and labels for model training to908

establish this benchmark.909

Single-Path Distillation and Reasoning Single-910

Path Distillation involves distilling SLMs using911

data in a single format, including the CoT-distill912

model, PoT-distill model, and a unified ensemble913

from two individual distilled models. Single-path914

reasoning refers to selecting only one capability,915

either CoT or PoT for inference. ’+CoT’ indicates916

CoT inference on the task, and ’+PoT’ indicates917

PoT inference on the task. As shown in Figure 7, re-918

sult selection is done using consensus via majority919

vote (Wang et al., 2022) during inference.920

D Case Analysis921

D.1 Case Analysis in LLM922

Despite PoT demonstrating superiority over CoT923

in LLMs (Chen et al., 2022; Gao et al., 2023), re-924

cent work has identified distinct weaknesses for925

CoT and PoT (Yue et al., 2023b). As shown in926

Figure 10, CoT overlooks the statement “Doug lost927

11 of his marbles at the playground,” leading to a928

reasoning error. Similarly, in Figure 11, PoT mis-929

interprets the question “How many more crunches930

than push-ups did Zachary do?” resulting in the rea-931

soning error. Perceptions of problem-solving differ932

between CoT and PoT, which can stem from PoT’s933

generation of structured code and CoT’s produc-934

tion of unstructured text. PoT excels in large-scale935

and intensive numerical calculations, whereas CoT936

demonstrates proficiency in language comprehen-937

sion, geometry, algebra, fraction calculations, and938

equation comparisons. Thus, combining multiple939

step-by-step reasoning may compensate for their940

weaknesses.941

D.2 Case Analysis in smaller models942

We propose more case studies, focusing on SLMs.943

As shown in Figure 12, our experimental results944

reveal that CoT Distillation encounters challenges945

in handling complex numbers, such as 77*221 and946

62*183. Conversely, PoT Distillation struggles 947

with understanding problems involving multiple 948

terms, such as when irrelevant conditions are added, 949

like “if he sold 70 cakes and 88 pastries”, leading to 950

error reasoning steps, and an inability to understand 951

statements like ’Allan bought 3 more balloons’ as 952

shown in Figure 13. However, MD can effectively 953

deal with these shortcomings, thus improving the 954

results as shown in Figure 14. 955
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Question: Ed had 10 more 
marbles than Doug. Doug lost 
11 of his marbles at the 
playground. If Ed had 45 
marbles How many more 
marbles did Ed have than 
Doug then?
Label: 22

Problem

Let's assume that Doug had x marbles. It is given that Ed had 10 more marbles than Doug, so Ed must have had x + 
10 marbles. If Doug lost 11 marbles, he would be left with x - 11 marbles. It is given that Ed had 45 marbles, so we 
can set up the equation x + 10 = 45. Solving this equation, we find x = 35. So Doug had 35 marbles and Ed had 35 + 
10 = 45 marbles. Therefore, Ed had 45 - 35 = 10 more marbles than Doug. So the answer is 10.

Predict Output: 10

LLM-CoT Reasoning  

✅

❌

def solution(): 
"""Ed had 10 more marbles than Doug. Doug lost 11 of his marbles at the 

playground. If Ed had 45 marbles, how many more marbles did Ed have than 
Doug then?""" 

ed_marbles = 45 
doug_marbles = ed_marbles - 10 
doug_lost_marbles = 11 
ed_more_marbles = ed_marbles - (doug_marbles doug_lost_marbles) 
result = ed_more_marbles
return result 

Predict output: 22

LLM-PoT Reasoning 

Figure 10: PoT yields the correct solution, whereas CoT falls short in GPT-3.5-Turbo.

Question: David did 27 more 
push-ups but 7 less crunches 
than Zachary in gym class 
today. If Zachary did 5 push-
ups and 17 crunches How 
many more crunches than 
push-ups did Zachary do?

Label: 12.0

Problem

David did 27 more push-ups than Zachary, but 7 less crunches. Zachary did 5 push-ups and 17 crunches. So Zachary 
did 17 - 5 = 12 more crunches than push-ups. The answer is 12.

Predict Output: 12.0

LLM-CoT Reasoning  

✅

❌

def solution(): 
"""David did 27 more push-ups but 7 less crunches than Zachary in gym        

class today. If Zachary did 5 push-ups and 17 crunches How many more 
crunches than push-ups did Zachary do?""”

zachary_pushups = 5 
zachary_crunches = 17 
david_pushups = zachary_pushups + 27 
david_crunches = zachary_crunches - 7  
pushups_difference = david_pushups - zachary_pushups
crunches_difference = zachary_crunches - david_crunches
result = crunches_difference - pushups_difference
return result

Predict output: -20

LLM-PoT Reasoning 

Figure 11: CoT yields the correct solution, whereas PoT falls short in GPT-3.5-Turbo.
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Question: Question: If Lewis earns $ 1357
every week during the 223 weeks of a harvest
season.How much money will he earn if he
works for 73 harvest seasons?

Label: 17017.0

Problem

Grapes are filled in 221 drums per day.In 77 days, there are 77 * 221 = 16677 drums of 
grapes filled. So the answer is 16677.

Predict output: 16677

❌

CoT Distillation  

Question: Baker made 19 cakes and 131
pastries. If he sold 70 cakes and 88 pastries
How many more pastries than cakes did baker
make? The Razorback shop makes $ 62 dollars
off each t-shirt and $ 99 off each jersey.
During the Arkansas and Texas tech game they
sold 183 t-shirts and 31 jerseys.
How much money did they make from selling
the t-shirts?

Label: 11346.0

Problem

The Razorback shop makes $ 62 dollars off each t-shirt. During the Arkansas and Texas
tech game they sold 183 t-shirts. So they made $ 62 * 183 = $ 11384 dollars from selling
the t-shirts.

Predict output: 11384
❌

CoT Distillation  

Figure 12: Error cases based LLaMA2-7B in CoT Distillation.

Question: Allan brought 2 balloons and Jake 
brought 6 balloons to the park. Allan then 
bought 3 more balloons at the park.
How many more balloons did Jake have than 
Allan in the park?

Label: 1.0

Problem
def solution():

allan_balloons = 2
jake_balloons = 6
allan_extra_balloons = 3 
jake_balloons_with_allan_extra_balloons = jake_balloons + allan_extra_balloons
difference = jake_balloons_with_allan_extra_balloons - allan_balloons
return difference

Predict output: 7 ❌

Question: Baker made 19 cakes and 131 
pastries. If he sold 70 cakes and 88 pastries.
How many more pastries than cakes did baker 
make?

Label: 112.0

Problem

def solution():
cakes_made = 19
pastries_made = 131
cakes_sold = 70
pastries_sold = 88
cakes_excess = cakes_made - cakes_sold   
pastries_excess = pastries_made - pastries_sold
return pastries_excess

Predict output: 43
❌

PoT- Distillation 

PoT- Distillation 

Figure 13: Error cases based LLaMA2-7B in PoT Distillation.
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Question: Baker made 19 cakes and 131 pastries.
If he sold 70 cakes and 88 pastries
How many more pastries than cakes did baker
make? The Razorback shop makes $ 62 dollars
off each t-shirt and $ 99 off each jersey. During
the Arkansas and Texas tech game they sold 183
t-shirts and 31 jerseys.
How much money did they make from selling
the t-shirts?

Label: 11346.0

Problem

The Razorback shop makes $ 62 dollars off each t-shirt. During the Arkansas and
Texas tech game they sold 183 t-shirts. So they made $ 62 * 183 = $ 11346 dollars
from selling the t-shirts.

Predict output: 11346

CoT -Reasoning

Question: Being his favorite, he saved checking
on the grapevines for his last stop. He was told
by 235 of the pickers that they fill 100 drums of
raspberries per day and 221 drums of grapes per
day.
How many drums of grapes would be filled in
77 days?

Label: 17017.0

Problem

Grapes are filled in 221 drums per day. In 77 days, there are 77 * 221 = 17017
drums of grapes filled. So the answer is 17017 .

Predict output: 17017

CoT -Reasoning

Question: Baker made 19 Cakes and 131
pastries. If he Sold 70 cakes and 88 pastries.
How many more pastries than Cakes did baker
make?

Label: 112.0

Problem

def solution():
cakes_made= 19 

pastries_made= 131 
cakes_sold= 70 
pastries_sold= 88 
pastries_excess= pastries_made-cakes_made
return pastries_excess

Predict output: 112.0

PoT- Reasoning

Question: Allan brought 2 balloons and Jake 
brought 6 balloons to the park. Allan then 
bought 3 more balloons at the park.
How many more balloons did Jake have than 
Allan in the park?

Label: 1.0

Problem

def solution():
allan_balloons = 2
jake_balloons = 6
allan_extra_balloons = 3 
allan_with_allan_extra_balloons = allan_balloons + allan_extra_balloons
difference = jake_balloons_with_allan_extra_balloons - allan_balloons
return difference

Predict output: 1

PoT- Reasoning

Figure 14: Correct cases based LLaMA2-7B in Mixed Distillation.
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Type Sample

1

##Input: The Razorback t-shirt shop sells each t-shirt for $201 dollars. During the Arkansas and Texas Tech game, they increased the prices by $217 per t-shirt and sold 14 t-shirts.
How much money did they make from selling the t-shirts?
##Answer: 5852 (large-scale calculation)
##CoT: The t-shirts are originally sold for $201 each. They increased the prices by $217 per t-shirt and sold 14 t-shirts.
So the total amount of money they made is $201 + $217 * 14 = $201 + $3038 = $3239. The answer is $3239.
##PoT:
tshirt_price = 201
price_increase = 217
num_tshirts_sold = 14
total_money_made = (tshirt_price + price_increase) * num_tshirts_sold
result = total_money_made
##Input: If you buy 2 packs of 500 mL milk, it will cost $2.50. If you buy them individually, they will cost $1.30 each.
How much is your total savings from buying ten sets of 2 packs of 500 mL milk?
##Answer: 1 (intensive calculation)
##CoT: A: If 2 packs of 500 mL milk cost $2.50, then each pack costs $2.50 / 2 = $1.25. If each pack costs $1.25, then each individual 500 mL milk costs $1.30.
So the savings from buying 2 packs instead of buying them individually is $1.30 - $1.25 = $0.05. For 10 sets of 2 packs, the total savings would be $0.05 x 10 = $0.50. The answer is $0.50.
##PoT:
cost_of_2_packs = 2.50
cost_of_individual_pack = 1.30
num_packs = 2 * 10
total_cost_individual = cost_of_individual_pack * num_packs
total_cost_2_packs = cost_of_2_packs * 10
total_savings = total_cost_individual - total_cost_2_packs
result = total_savings

2

##Input: Paul had 50 books. After buying some in a garage sale he had 151 left.
How many books did he buy?
##Answer: 101 (language comprehension)
##CoT: Paul started with 50 books. After buying some in a garage sale, he had 151 left.
So he bought 151 - 50 = 101 books. The answer is 101.
##PoT:
books_initial = 50
books_after = 151
books_bought = books_initial - books_after
result = books_bought
##Input: Tori went on a two-day fishing trip. On the first day, she caught 5 catfish and 6 trout. On the second day, she caught 10 catfish and 12 trout.
On which day of the fishing trip did Tori catch a higher ratio of catfish to trout?
##Answer: neither day (fraction calculations, and equation comparisons)
##CoT: On the first day, Tori caught 5 catfish and 6 trout, so the ratio of catfish to trout is 5/6. On the second day, she caught 10 catfish and 12 trout, so the ratio is 10/12.
To compare the ratios, we need to find the equivalent fractions. 5/6 is equivalent to 10/12 because if we multiply the numerator and denominator of 5/6 by 2, we get 10/12.
Therefore, Tori caught the same ratio of catfish to trout on both days. The answer is neither day.
##PoT:
catfish_day1 = 5
trout_day1 = 6
catfish_day2 = 10
trout_day2 = 12
ratio_day1 = catfish_day1 / trout_day1
ratio_day2 = catfish_day2 / trout_day2
if ratio_day1 = = ratio_day2:
result = "neither day"
else:
result = "second day"
return result
##Input: In a triangle with angles A, B, and C, A is 60 degrees, and B is two times as big as C. Calculate the angle of B.
##Answer: 80 (geometry and algebra)
##CoT: Angle B is two times as big as angle C. Since angle A is 60 degrees, angle B + angle C + angle A = 180 degrees in a triangle. Angle B + angle C + 60 = 180.
We can solve for angle C first. Angle B = 2 * angle C. Substituting this into the equation, 2 * angle C + angle C + 60 = 180. Combining like terms, 3 * angle C + 60 = 180.
Subtracting 60 from both sides, 3 * angle C = 120. Dividing both sides by 3, angle C = 40. Since angle B is two times as big as angle C, angle B = 2 * 40 = 80. The answer is 80 degrees.
##PoT:
angle_A = 60
angle_C = 1
angle_B = 2 * angle_C
result = angle_B

Table 5: Cases of Type 1 and 2 in mixed thought data.
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