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ABSTRACT

Federated Learning (FL) enables decentralized clients to collaboratively train a
global model without sharing raw data. However, most existing FL frameworks
assume that clients train on static local datasets collected in advance or that the data
follows a fixed underlying distribution, which limits their applicability in dynamic
environments where data evolves over time. A parallel line of research, online FL,
removes all assumptions and adopts an adversarial perspective, but this approach is
often overly pessimistic and neglects the structured, partially predictable nature of
real-world data dynamics. To bridge this gap, we propose SFedPO, a streaming
federated learning framework that incorporates a prediction oracle to capture the
temporal evolution of client-side data distributions. We theoretically analyze the
convergence bounds of SFedPO and develop two practical sampling strategies: a
Distribution-guided Data Sampling (DDS) strategy that dynamically selects training
data under limited storage by balancing historical reuse and distribution adaptation,
and a Shift-aware Aggregation Weights (SAW) mechanism that modulates global
aggregation based on client-specific sampling behaviors. We further establish
robustness guarantees under prediction errors. Extensive experiments demonstrate
that SFedPO effectively adapts to streaming scenarios with distribution shifts and
significantly outperforms existing methods.

1 INTRODUCTION

Federated Learning (FL) (McMahan et al., 2017) has emerged as a prominent distributed learning
paradigm that enables multiple clients to collaboratively train a shared global model while keeping
data local. By leveraging local computation and periodically exchanging model parameters via a
central server, FL eliminates the need for centralized data collection. This makes it particularly
well-suited for real-world scenarios where data is inherently distributed, such as mobile sensing
(Jiang et al., 2020) and edge intelligence (Mills et al., 2019).

Most existing FL frameworks assume that clients train on static local datasets collected in advance or
that their data follows a fixed underlying distribution (McMahan et al., 2017; Li et al., 2020b; Wang
et al., 2020b; Wang & Ji, 2022; Ye et al., 2023). In contrast, online FL (Mitra et al., 2021; M Ghari
& Shen, 2022) discards such assumptions and instead adopts a potentially adversarial modeling
perspective. It aims to minimize cumulative regret (Kwon et al., 2023; Patel et al., 2023) and provides
robust theoretical guarantees under worst-case scenarios. While static local datasets or a fixed data
distribution could be a strong assumption, the adversarial perspective represents the opposite extreme
and is overly pessimistic.

Consider a streaming FL setting where clients (e.g., mobile devices or UAVs) continuously acquire
new data over time. On one hand, this results in time-varying and non-stationary data distributions.
On the other hand, the evolution of clients’ data often follows structured and partially predictable
patterns (Huynh et al., 2025). For instance, in the case of UAVs, their mobility trajectories typically
follow pre-defined routes or scheduled missions. As a result, the data they collect exhibits spatial and
temporal regularities. While assuming static datasets or fixed distributions could be inappropriate,
the adversarial perspective may be overly pessimistic. This raises a natural question: Can we design
a new FL framework that leverages partial predictions about data distribution shifts to guide both
client-side sampling and server-side aggregation?

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

Addressing this question introduces significant challenges in both theoretical analysis and system
design. Theoretically, the time-varying nature of clients’ data renders the local objective functions
time-dependent, complicating convergence analysis and requiring new tools to characterize the
evolving optimization landscape. From a system design perspective, the key challenge lies in
accommodating heterogeneous client behaviors, particularly their sampling strategies in response to
distribution shifts.

Motivated by the discussions above, we propose SFedPO, a streaming federated learning framework
with a prediction oracle to address temporal distribution shifts. Rather than assuming static datasets
or adversarial dynamics, SFedPO operates in environments where clients continuously collect new
data and incorporates a prediction oracle that provides prior knowledge about the temporal evolution
of clients’ data distributions. Building upon this, we introduce a distribution-guided data sampling
strategy that selectively reuses and updates local data in response to distribution shifts. This allows
clients to maintain a representative memory buffer under limited storage constraints. Furthermore,
we develop an aggregation algorithm that adapts to heterogeneous client behaviors, including their
sampling strategies. Our main contributions are summarized as follows:

• We propose SFedPO, a novel streaming FL framework incorporating a prediction oracle to
model the temporal evolution of clients’ data distributions. This framework provides a princi-
pled approach that bridges the gap between static-data assumptions and adversarial modeling
commonly found in existing FL paradigms.

• We provide a theoretical convergence analysis of SFedPO and develop two core components:
Distribution-guided Data Sampling (DDS) for local training, and Shift-aware Aggregation
Weights (SAW) for client-adaptive global aggregation. In addition, we conduct a robustness
analysis that quantifies the impact of oracle prediction errors on convergence guarantees.

• We perform extensive experiments, demonstrating that SFedPO effectively adapts to streaming
scenarios with distribution shifts and significantly outperforms existing methods.

2 RELATED WORKS

We categorize existing FL literature into three main lines based on their assumptions about the data.

Federated Learning with Static or Stationary Data. Most traditional FL methods assume that
clients train on static datasets or that their data follows a fixed distribution (McMahan et al., 2017; Li
et al., 2020b; Wang et al., 2020b; Wang & Ji, 2022; Ye et al., 2023). Some recent studies extend FL to
streaming scenarios. For instance, Marfoq et al. (2023) formalize FL over data streams and propose a
meta-algorithm similar to vanilla FedAvg (McMahan et al., 2017) through a weighted empirical risk
minimization design. ODE (Gong et al., 2023) introduces a date evaluation metric based on inference
accuracy for on-device data selection under storage constraints. However, these works still assume
that the data follows a stationary distribution.

Federated Learning under Distribution Shifts. Some studies have extended FL to streaming
settings where data continuously arrive over time (Huynh et al., 2025; Marfoq et al., 2023; Gong
et al., 2023; Liu et al., 2023). Wang et al. (2023a) assume the existence of a long-term distribution in
the local data stream of clients and propose the cache update strategy to align the data distribution in
the local cache to the underlying long-term distribution. Fed-HIST (Zhang et al., 2024) avoids the
problem of raw data storage by retrieving model-based historical representations through similarity
comparison. In parallel, the concept drift problem has been explored in FL. Most concept drift
adaptation methods typically modify the model architecture (Chen et al., 2021), optimization strategy
(Panchal et al., 2023; Canonaco et al., 2021), or client clustering (Li et al., 2024; Jothimurugesan
et al., 2023; Chen et al., 2024) in response to detected shifts. Furthermore, Federated Continual
Learning (FCL) (Yang et al., 2024; Guo et al., 2021; Dong et al., 2022) has been developed to mitigate
catastrophic forgetting under sequential task arrivals, typically by leveraging parameter decomposition
(Yoon et al., 2021), generative replay (Wuerkaixi et al., 2024; Qi et al., 2023), or knowledge distillation
(Huang et al., 2022; Usmanova et al., 2021). However, existing approaches across these lines do
not explicitly model or predict the temporal evolution of data distributions. In contrast, our work
leverages a predictive oracle and develops a theoretically grounded, distribution-guided data sampling
strategy for streaming FL. See details in Appendix B.
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Online Federated Learning. Online FL removes assumptions on the underlying data distribu-
tion and instead aims to minimize regret under potentially arbitrary or adversarial data streams.
FedOMD (Mitra et al., 2021) studies online federated optimization against adversarially revealed
loss functions using online mirror descent, achieving sublinear regret. Ganguly & Aggarwal (2023)
further combine FedAvg and FedOMD within a multiscale framework to adapt to non-stationary
environments, establishing dynamic regret bounds under general convex losses. To address system-
level challenges such as device heterogeneity and availability variations, ASO-Fed (Chen et al.,
2020) introduces an asynchronous online FL framework based on continuous local updates and
asynchronous aggregation.

3 PROBLEM FORMULATION

3.1 MODELING DYNAMIC DATA DISTRIBUTIONS

We consider a federated learning system consisting of N clients, denoted by the set N =
{1, 2, . . . , N}, and these clients are coordinated by a central server. The learning process unfolds
in R communication rounds, indexed by r ∈ {1, . . . , R}. Each round is further divided into T
fine-grained time steps, indexed by t ∈ {1, . . . , T}. We define a time step as the granularity at which
one client’s data distribution may evolve.

Instead of assuming a static dataset or a stationary distribution, clients in our system continuously
receive new data generated from a dynamic distribution. We model the distributions of new data as
governed by a latent state spaceM = {1, 2, . . . ,M}. Specifically, each state m ∈M corresponds
to a stationary data distribution Dm. At each time step t in round r, client n ∈ N is associated
with a latent state m(r)

n,t ∈ M. The ground-truth state distribution of client n is denoted as πn =
(πn,1, . . . , πn,M ), where πn,m denotes the probability that client n is in state m. While the true state
transition dynamics are unknown, we assume the existence of a prediction oracle that provides
a prediction over clients’ latent states. That is, the oracle for client n outputs a prediction vector
π̂n = (π̂n,1, . . . , π̂n,M ), where π̂n,m denotes the estimate of πn,m.

In streaming settings with limited local storage, clients must manage their training data continuously
by retaining only a subset (possibly empty) of newly encountered samples. Considering this issue, we
consider a distribution-guided data sampling mechanism, which explicitly adjusts the composition of
each client’s local dataset based on the observed data distribution. Specifically, we define a sampling
strategy α = {αn,m}n∈N ,m∈M, where αn,m ∈ [0, 1] represents the ratio of new samples from state
m that client n incorporates into its local dataset. Let D(r)

n,t denote the effective training distribution
maintained by client n at time t in round r, which is updated as a convex combination of the previous
local distribution and the current state’s distribution, i.e.,

D(r)
n,t = (1− α

n,m
(r)
n,t

) · D(r)
n,t−1 + α

n,m
(r)
n,t
· D

m
(r)
n,t
. (1)

This update captures the trade-off between preserving historical samples and adapting to recent
distribution shifts. Given the local training distribution D(r)

n,t, we define the local loss function of
client n at time step t in round r as

F
(r)
n,t (x) ≜ E

ξ∼D(r)
n,t

[f(x; ξ)], (2)

where f(x; ξ) denotes the sample-wise loss function.

3.2 FEDERATED TRAINING PROCESS

Our learning objective is to train a global model x∗ ∈ Rd that generalizes well across the full space
of data distributions encountered by all clients over time. Specifically, we define the global objective
as a weighted sum over all M possible distributions:

x∗ = argmin
x
F (x) =

M∑
m=1

wm · Fm(x), (3)

where Fm(x) = Eξ∼Dm
[f(x; ξ)] denotes the expected loss under distribution Dm, and wm reflects

the population-level importance or frequency of state m across all clients and time steps.
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The training proceeds over R communication rounds. In each round r, a subset of clients Sr is
sampled independently with availability probabilities qn (Wang & Ji, 2022; Xiang et al., 2024), and
each selected client initializes its local model with the current global model x̄(r). As defined earlier,
each round is divided into T time steps, we align local model updates with these time steps: at each
time step t in round r, client n ∈ Sr samples a mini-batch of data from its updated local distribution
D(r)

n,t and performs one step of Stochastic Gradient Descent (SGD) as follows:

x
(r)
n,t = x

(r)
n,t−1 − η · g

(r)
n,t, (4)

where η is the learning rate, and g
(r)
n,t ≜ ∇f(x

(r)
n,t−1; ξn,t) is the stochastic gradient of F (r)

n,t (x
(r)
n,t−1)

evaluated on samples ξn,t ∼ D(r)
n,t. After completing the local updates, each client uploads its final

model x(r)
n,T to the server. The server then aggregates the received models using a weighted average:

x̄(r+1) =
∑

n∈Sr

pn · x(r)
n,E , (5)

where pn is the aggregation weight for the client n.

To support effective learning under temporal distribution shifts, our framework incorporates two core
components: (1) a distribution-guided data sampling strategy that dynamically adjusts local datasets,
and (2) an aggregation algorithm that accounts for the heterogeneous client behaviors, including
sampling strategies and available probabilities.

4 THEORETICAL ANALYSIS

In this section, we analyze the convergence bound of the proposed federated learning framework
under temporal distribution shifts, which highlights the effect of sampling strategy α and aggregation
weights {pn}n∈N . We begin by stating several assumptions on the local loss functions F (r)

n,t and the
state-specific loss function Fm.
Assumption 1. (L-smoothness). All loss functions involved in the optimization are L-smooth. That
is, there exists a constant L > 0 such that

∥∇F (r)
n,t (x)−∇F

(r)
n,t (y)∥ ≤ L∥x− y∥ and ∥∇Fm(x)−∇Fm(y)∥ ≤ L∥x− y∥,

for all x,y ∈ Rd, n ∈ N , t ∈ {1, . . . , T}, r ∈ {1, . . . , R}, and m ∈M.
Assumption 2. (Unbiased gradient and bounded variance). For each client n, the stochastic gradient
is an unbiased estimator of the full gradient and has bounded variance. Formally,

E
ξ∼D(r)

n,t
[∇f(x; ξ)] = ∇F (r)

n,t (x), Eξ∼D(r)
n,t

[∥∇f(x; ξ)−∇F (r)
n,t (x)∥2|x] ≤ σ2,

where ξ is sampled from the n-th client’s local data distribution D(r)
n,t uniformly at random.

To characterize the heterogeneity of local objectives, many prior works adopt standard dissimilarity
assumptions (Wang & Ji, 2022; Wang et al., 2020b), which bound the deviation between the local
and global gradients:

1

M

M∑
m=1

∥∇Fm(x)−∇F (x)∥2 ≤ β2∥∇F (x)∥2 + ζ2.

While this formulation captures the average heterogeneity across all latent states, it lacks granularity
for state-specific characterization. Therefore, we decompose it into two assumptions: one that bounds
the overall gradient heterogeneity across all latent states and another that controls the state-specific
gradient heterogeneity. These can be viewed as variants of the above dissimilarity assumptions.

Assumption 3. There exists a constant G > 0 such that
∑M

m=1 ∥∇Fm(x)∥2 ≤ G, for all x ∈ Rd.
Assumption 4. For each latent state m ∈M, there exists a constant dm > 0 such that ∥∇Fm(x)−
∇F (x)∥2 ≤ dm, for all x ∈ Rd.

We now present the main convergence result under the assumptions stated above. The theorem
provides an upper bound on the optimization error, taking into account the effects of data dynamics,
sampling strategies, and aggregation weights.

4
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Figure 1: An overview of the proposed SFedPO framework. On the client side, each client determines
its DDS strategy based on a prediction oracle π̂n and state-wise heterogeneity bounds {dm}Mm=1.
This produces sampling ratios α̂n,m for constructing the local dataset and updating the local model.
On the server side, global aggregation is performed with the well-designed SAW, which adaptively
adjusts the aggregation weights p̂n according to each client’s heterogeneity score ŝn.

Theorem 1. Let Assumptions 1 – 4 hold. Suppose the data sampling strategy α and the aggrega-

tion weights {pn}n∈N are fixed. If the learning rate satisfies LTη ≤ min{ 1
2M ,

√
1
5}. Then, the

optimization error will be bounded as follows:

min
r

E∥∇F (x̄(r))∥2 ≤ 18∑N
n=1 pnqn

[ 1

TηR
F (x̄(1)) + Lησ2

N∑
n=1

p2nqn +
5Lησ2

3

N∑
n=1

pnqn+ (6)

5

3

N∑
n=1

pnqn
(βn
αn

(1−γn)+
2Gγnβ

′
n

1−(1−αn)2
+ 2Gγn

M∑
m=1

(
πn,mαn,m

αn
− wm)2

)
+

1

R

N∑
n=1

7Gγnqn
(1−(1−αn)2T )

]
,

where

αn =

M∑
m=1

πn,mαn,m, βn =

M∑
m=1

πn,mαn,mdm, γn =
1

T

T∑
t=1

(1− αn)
t, (7)

β′
n = 2

M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m + α2

n. (8)

Proof. See details in Appendix E.

5 THE SFEDPO FRAMEWORK

Based on the convergence analysis, we develop two coordinated modules that jointly minimize the
upper bound of the optimization error in streaming federated environments.

Distribution-guided Data Sampling (DDS). To ensure effective local training under temporally
evolving data, DDS leverages client-specific latent state distributions to guide sample selection. As
demonstrated in our theoretical analysis, the convergence bound is strongly influenced by the data
sampling strategy, particularly through quantities such as αn, βn, and β′

n. We treat αn as a fixed
hyperparameter that governs the average update ratio of the client buffer, referred to as the sampling
budget. Accordingly, we formulate a constrained optimization problem to determine the optimal
client-specific sampling ratios {αn,m}Mm=1, leading to the solution (see Appendix F.1 for details):

αn,m ∝
λ1αn + νm−µm

πn,m
+ 4Gγnwm − (1− γn)dm

1 + 1−αn

αn
πn,m

, (9)

where λ1, µm and νm are multipliers. To simplify the solution and derive a closed-form, interpretable
expression, we relax the KKT conditions by eliminating the dual variables, setting µm = 0 and
νm = 0, under the assumption that the optimal values of αn,m lie strictly within the open interval
(0, 1). This assumption is practically reasonable. In realistic streaming environments, it is neither
desirable nor feasible for a client to completely discard previously stored data (αn,m = 1) or to
entirely ignore new samples from a given state (αn,m = 0). Either extreme leads to inefficient storage

5
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usage and poor adaptability to evolving data distributions. Under this relaxed setting, we define the
following score function for each state m ∈M:

scoren(m) =
wm − a1dm + b1

1 + 1−αn

αn
πn,m

, (10)

where a1 = 1−γn

4Gγn
and b1 = λ1

4Gγn
are tunable constants. Intuitively, the score increases with the

weight in the global objective function wm, and decreases with the state-specific heterogeneity bound
dm or the probability πn,m of client n being in state m. To ensure feasibility and numerical stability,
we apply a ReLU operation to filter out negative scores, and normalize the resulting values with
respect to the state distribution πn:

αn,m =
αn · ReLU(scoren(m))∑M

m′=1 πn,m′ · ReLU(scoren(m′))
(11)

To deal with the extreme case that αn,m > 1, we extend (11) and compute αn,m using Algorithm 2.

Shift-aware Aggregation Weights (SAW). To enable global aggregation that adapts to heteroge-
neous client behaviors, we optimize the aggregation weights pn via a relaxed surrogate objective (see
Appendix F.2 for details).

min
pn

Lησ2
N∑

n=1

p2nqn +
5

3

N∑
n=1

pnqnsn − λ2
N∑

n=1

pnqn

s.t.
N∑

n=1

pn = 1, pn ≥ 0,

where λ2 is a balancing hyperparameter, and

sn = Lησ2 +
βn
αn

(1− γn) +
2Gγnβ

′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2

. (12)

We refer to sn as the heterogeneity score of client n, as it captures the combined effect of its latent
state distribution πn and data sampling strategy {αn,m}Mm=1. The closed-form solution is given by:

pn ∝
1

qn
− a2 · sn + b2, (13)

where a2 and b2 are tunable constants. Intuitively, clients with smaller sn are assigned higher
aggregation weights. The term 1/qn ensures fairness with respect to availability. We propose
to determine more distinguishing aggregation weights for each client n by leveraging available
probability qn and heterogeneity score sn as follows:

pn =
ReLU( 1

qn
− a2 · sn + b2)∑N

n′=1 ReLU( 1
qn′
− a2 · sn′ + b2)

. (14)

Practical Implementation with Prediction Oracle. The DDS and SAW modules are theoretically
derived under the true latent state distribution πn for each client n, which is not directly observable
in practice. To make the framework practically implementable, we utilize a prediction oracle that
provides an estimated distribution π̂n. Accordingly, the sampling strategy is adapted as follows:

ŝcoren(m) =
wm − a1dm + b1
1 + αn

1−αn
π̂n,m

, α̂n,m =
ReLU(ŝcoren(m))∑M

m′=1 π̂n,m′ · ReLU(ŝcoren(m′))
.

Similarly, the aggregation weights are computed using π̂n in place of πn in all related terms.

p̂n =
ReLU( 1

qn
− a2 · ŝn + b2)∑N

n′=1 ReLU( 1
qn′
− a2 · ŝn′ + b2)

.

The overall procedure of SFedPO is illustrated in Fig. 1, highlighting the key components on both the
client and server sides. The complete procedure is summarized in Algorithm 1.

6
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While the above implementation enables SFedPO to operate using a prediction oracle, it is critical to
understand how prediction errors may affect the theoretical performance. To this end, we perform
a robustness analysis that quantifies the impact of prediction errors on the convergence guarantee.
Specifically, we define the prediction error for each client n as δn := ∥π̂n − πn∥1, and analyze
how this error propagates into the convergence bound through the data sampling strategy α and
aggregation weights {pn}n∈N , both of which are functions of πn in theory but implemented based
on π̂n in practice. Recall the convergence bound in Theorem 1, we focus on the following term:

B(αn,m, pn) :=
1∑N

n=1 pnqn

[
Lησ2

N∑
n=1

p2nqn +
5

3

N∑
n=1

pnqnsn

]
. (15)

Theorem 2 (Robustness to prediction errors). Assume that all sampling scores and aggregation
weights remain strictly positive under both the true and estimated state distributions. Let the data
sampling and aggregation strategies be constructed using the estimated distributions π̂n provided by
a prediction oracle. Then, the convergence degradation compared to the ideal strategy using the true
distributions πn is bounded as

|B(α̂n,m, p̂n)− B(αn,m, pn)| ≤ O
( N∑

n=1

δn

)
, (16)

where δn := ∥π̂n − πn∥1 denotes the estimation error of the prediction oracle for client n. Here O
hides absolute constants.
Proof. See details in Appendix G.

6 EXPERIMENTS

6.1 EXPERIMENTAL SETUP

Datasets and models. We conduct comprehensive experiments on four public benchmark datasets:
Fashion-MNIST (Xiao et al., 2017), CIFAR-10 (Krizhevsky et al., 2009), CINIC-10 (Darlow et al.,
2018), and HAM10000 (Tschandl et al., 2018). We adopt LeNet-5 (LeCun et al., 1998) for Fashion-
MNIST, AlexNet (Krizhevsky et al., 2012) for CIFAR-10 and CINIC-10, and a customized CNN for
HAM10000. Details of datasets and models are provided in Appendix H.1.

Federated settings. We simulate a federated environment consisting of N = 30 clients. In each
communication round, clients are selected independently based on their availability probability
{qn}Nn=1. For each client n, we draw qn ∼ N (0.2, 0.012), clipped to [0.01, 1] to avoid degenerate
participation. To capture temporally evolving local distributions, we introduce M = 60 latent states,
each representing a possible data distribution encountered over time. To simulate intra-state hetero-
geneity, we organize these states into 6 clusters (10 states per cluster), each associated with a Dirichlet
partitioning strategy with distinct concentration parameters α ∈ {0.05, 0.1, 0.2, 0.5, 1.0, 100.0}.
Based on this latent state space, we consider two heterogeneity scenarios. (1) Full-access (mild
heterogeneity): Each client has non-zero access probability πn,m > 0 for all states m ∈ {1, . . . ,M}.
(2) Partial-access (extreme heterogeneity): Each client is restricted to a randomly sampled subset of
10 states, with πn,m = 0 for others. Moreover, 50% of clients are initialized with latent states drawn
from high-heterogeneity clusters (α ∈ {0.05, 0.1}), thereby amplifying both spatial and temporal
heterogeneity. These two scenarios allow us to rigorously test the robustness of SFedPO under both
mild and extreme data heterogeneity. Details are provided in Appendix H.1.

Baselines. We compare SFedPO against representative methods from four categories: (1) Online
FL: FedOGD (Kwon et al., 2023) and FedOMD (Mitra et al., 2021); (2) FL for concept drift:
AdapFedAvg (Canonaco et al., 2021), FedDrift (Jothimurugesan et al., 2023), and Flash (Panchal
et al., 2023); (3) FCL: FedEWC (FedOGD with EWC (Kirkpatrick et al., 2017) applied to clients)
and FLwF-2T (Usmanova et al., 2021); (4) Data selection methods in FL: Importance Sampling
(IS) (Li et al., 2021), ODE (Gong et al., 2023), and DRSR (Wang et al., 2023a).

6.2 MAIN RESULTS

Performance: test accuracy. Table 1 presents the test accuracy of SFedPO and all baselines on
four datasets under two scenarios. The results demonstrate that SFedPO consistently outperforms

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

Table 1: Test accuracy (%, mean±std on 5 trials) comparison of our SFedPO framework to other
baselines in full and partial scenarios on several datasets.

Method Fashion-MNIST CIFAR-10 CINIC-10 HAM10000

full partial full partial full partial full partial

FedOGD 85.04±0.46 82.67±0.68 51.14±2.23 41.06±2.09 43.86±0.90 34.40±1.91 54.11±0.51 45.28±0.62
FedOMD 85.03±0.41 82.67±0.70 51.06±2.22 40.98±2.08 43.84±0.91 34.37±1.91 54.14±0.55 45.21±0.67

AdapFedAvg 84.95±0.42 82.61±0.74 48.86±2.33 39.37±2.25 42.94±0.99 33.22±1.96 52.24±0.53 41.65±1.77
FedDrift 85.06±0.40 82.62±0.72 51.07±2.40 41.23±2.14 43.88±0.84 34.57±1.73 54.25±0.43 45.35±0.67
Flash 85.65±0.83 83.89±1.05 63.87±3.44 56.08±0.93 50.80±0.92 44.34±2.72 64.70±0.74 54.70±1.99

FedEWC 85.12±0.46 82.77±0.69 51.18±2.23 41.12±2.06 43.88±0.92 34.46±1.92 54.38±0.53 45.43±0.75
FLwF-2T 86.46±0.10 84.92±0.64 49.69±0.83 40.01±1.09 43.65±0.56 36.51±0.69 56.88±0.40 49.28±1.27

IS 83.36±0.73 80.27±1.33 52.03±1.87 42.66±2.02 37.92±0.82 30.86±1.39 55.32±1.99 42.99±3.18
ODE 83.33±0.42 80.21±0.79 53.52±1.71 40.69±1.57 38.02±0.90 31.31±1.28 55.32±0.89 43.31±2.64
DRSR 85.75±0.21 83.04±0.57 57.64±1.11 48.42±0.73 43.49±0.59 37.90±1.00 59.72±0.55 52.42±1.47

SFedPO 87.60±0.06 86.77±0.42 67.45±0.16 63.53±0.80 51.00±0.32 47.71±0.59 68.63±0.43 64.23±0.31

Table 2: Modularity. Accuracy (%) of classic federated learning methods with SFedPO and their
improvement over the originals without SFedPO.

Method Fashion-MNIST CIFAR-10 CINIC-10 HAM10000

full partial full partial full partial full partial

FedAvg 87.55(+0.29) 86.63(+0.13) 67.72(+1.86) 63.83(+4.01) 50.90(+1.40) 47.90(+1.18) 68.88(+1.61) 64.53(+1.52)
FedProx 87.23(+0.34) 86.29(+0.22) 65.21(+1.88) 61.69(+4.58) 50.08(+1.66) 46.73(+0.96) 67.14(+1.80) 62.68(+1.57)
FedCurv 87.62(+0.42) 86.76(+0.25) 67.60(+1.75) 63.48(+3.65) 50.97(+1.49) 48.04(+1.20) 68.94(+1.19) 65.03(+2.37)
FedNTD 87.50(+0.09) 87.09(+0.40) 65.63(+2.09) 62.43(+3.05) 52.61(+1.08) 50.45(+0.80) 68.56(+1.20) 65.82(+0.79)
FedEXP 85.07(+1.35) 85.50(+4.17) 65.71(+1.93) 66.57(+7.76) 43.65(+1.14) 48.48(+7.82) 65.72(+2.14) 64.71(+6.72)

all baselines across different settings. For instance, on the CIFAR-10 dataset, SFedPO surpasses all
other methods by at least 3.58% in the full-access scenario and 7.39% in the partial-access scenario.
We further observe that the performance gain of SFedPO in the partial-access scenario is more
pronounced than in the full-access scenario, indicating that our method is particularly effective under
extreme heterogeneity. This validates the effectiveness of our distribution-guided data sampling and
aggregation strategies, which adaptively respond to state-specific and client-specific variation.

Modularity: improvements over FL methods. Our proposed SFedPO exhibits strong modularity
and can be easily integrated into a wide range of classical FL methods as a plug-and-play mod-
ule to cope with streaming data scenarios. To evaluate its effectiveness in this setting, we apply
SFedPO’s data sampling and aggregation strategies to several representative FL methods, includ-
ing FedAvg (McMahan et al., 2017), FedProx (Li et al., 2020a), FedCurv (Shoham et al., 2019),
FedNTD (Lee et al., 2022), and FedEXP (Jhunjhunwala et al., 2023). For comparison, we consider
the original versions of these methods under same streaming settings, where each client performs
uniform data sampling across latent states (i.e., αn,m = αn for all m), and the server performs
uniform model averaging over the participating clients (i.e., pn = 1

|Sr| for each n ∈ Sr). As shown
in Table 2, integrating SFedPO consistently improves the test accuracy of all methods across different
datasets and both full- and partial-access scenarios. The gains are particularly notable under partial
access, where client heterogeneity is more severe, confirming that SFedPO enhances the robustness
and adaptability of FL methods under dynamic data distributions.

6.3 ABLATION STUDY

Effects of different configurations. We first evaluate the robustness of SFedPO to different config-
uration parameters in the FL environment. Specifically, we vary three core parameters, including
time step (T ∈ {2, 5, 8, 10}), training round (R ∈ {50, 100, 150, 200}), and data capacity of clients
(D ∈ {250, 500, 750, 1000}), then respectively show the performance of our method and four
baselines in Fig. 2a, Fig. 2b, and Fig. 2c. The experimental results demonstrate that our method
outperforms all baseline approaches across different parameters. All the experiments in this part are
conducted in the partial scenario on the CIFAR-10 dataset.

Effectiveness and robustness of modules. We evaluate the stability and effectiveness of the
two core components in SFedPO: Distribution-guided Data Sampling (DDS) and Shift-aware
Aggregation Weights (SAW). For the DDS module, we first vary the sampling budget (αn ∈
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(a) Time Step (b) Training Round (c) Data Capacity (d) Sampling Budget

Figure 2: The impact of four key parameters on performance.

(a) CIFAR10, full (b) CIFAR10, partial (c) CIFAR10, partial (d) CINIC10, partial

Figure 3: Hyperparameter sensitivity analysis for {a1, b1} and {a2, b2}.

{0.2, 0.3, 0.4, 0.5, 0.6}) and compare the performance of the standard SFedPO with an ablated ver-
sion where clients sample data uniformly across latent states (i.e., αn,m = αn for all m). Fig.2d
demonstrates that the DDS module consistently improves training performance across all sampling
budgets. We then tune the hyperparameters of {a1, b1} in (86) across diverse datasets and scenarios.
Fig. 3a and Fig. 3b illustrate that DDS consistently improves performance across a wide range of
hyperparameter settings (a1 ∈ [0.05, 0.25], b1 ∈ [0.15, 0.35]). For the SAW module, we investigate
the impact of parameters a2, b2 in (13). As shown in Fig. 3c and Fig. 3d, SAW brings noticeable
accuracy gains over uniform aggregation (pn = 1/|Sr|), with stable performance across a wide range
of parameter values (a2 ∈ [0.5, 2.0], b2 ∈ [0.0, 1.0]). These results collectively confirm that both
DDS and SAW are not only effective but also resilient to hyperparameter changes.

Effects of Prediction Error. To evaluate the robustness of SFedPO against errors in the prediction
oracle, we conduct an empirical study aligned with our theoretical analysis in Theorem 2. To
simulate prediction errors, we introduce additive perturbations to the ground-truth πn to obtain noisy
estimates π̂n, and apply SFedPO based on π̂n to perform local data sampling and global aggregation.
Specifically, we perturb each state probability by a random noise uniformly drawn from [−ϵ, ϵ],
followed by renormalization to ensure

∑
m π̂n,m = 1. We vary ϵ from 0.00 to 0.10 to simulate

increasing levels of oracle error, and report the resulting model accuracy in Table 3. We observe that
SFedPO exhibits stable performance under varying degrees of perturbation on the CIFAR-10 dataset.

Table 3: Accuracy (%, mean±std on 5 trials) under different degrees of perturbation.

Epsilon 0.00 0.02 0.04 0.06 0.08 0.10

full 67.45±0.16 66.90±0.56 66.96±0.45 66.97±0.31 67.14±0.47 66.95±0.32

partial 63.52±0.82 62.63±0.16 62.36±0.20 62.49±0.14 62.48±0.15 61.90±0.15

7 CONCLUSIONS

We propose SFedPO, a streaming federated learning framework for dynamic environments with
evolving local data distributions. Departing from conventional FL assumptions of static datasets or a
stationary distribution, SFedPO incorporates a prediction oracle to capture the temporal evolution
of client-side data distributions. Guided by theoretical convergence analysis, we develop two key
components: a Distribution-guided Data Sampling (DDS) strategy that balances data reuse and
distribution adaptation under storage constraints, and a Shift-aware Aggregation Weights (SAW)
mechanism that adjusts global aggregation in response to client-specific sampling behavior. We
further establish robustness guarantees under prediction errors. Extensive experiments demonstrate
that SFedPO effectively adapts to streaming scenarios with distribution shifts and significantly
outperforms existing methods.
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A THE USE OF LLMS

This paper was proofread and linguistically polished with the assistance of a large language model
(ChatGPT). All research ideas, methods, analyses, experiments, and conclusions are entirely the work
of the authors.

B RELATED WORKS

This section provides a more detailed introduction to the second type of data stream paradigm, i.e.,
FL under distribution shifts, mainly from the perspectives of streaming FL, concept drift in FL, and
federated continual learning.

Streaming Federated Learning. To better capture real-world scenarios where data arrives con-
tinuously, recent studies have extended FL to the streaming setting. From a theoretical perspective,
Marfoq et al. (2023) formalize FL over data streams and propose a general FL algorithm through a
weighted empirical risk minimization, but still assume stationary distributions. Huynh et al. (2025)
investigate convergence under data streams modeled by non-stationary Markov processes. From a
data sampling perspective, ODE (Gong et al., 2023) introduces a selection method based on a data
evaluation metric under storage constraints, but also relies on the stationary assumption. Wang et al.
(2023a) assume the existence of a true long-term distribution in the local data stream of clients and
proposes the cache update strategy to align the data distribution in the local cache to the underlying
long-term distribution. Fed-HIST (Zhang et al., 2024) avoids the problem of raw data storage by
retrieving model-based historical representations through similarity comparison. DYNAMITE (Liu
et al., 2023) optimizes batch size and aggregation frequency under dynamic conditions, but it uses
reservoir sampling and does not adjust data selection based on distribution changes. On the system
side, Jin et al. (2021) formulate a latency-minimizing FL scheduling problem with online and bandit
algorithms under budget and network constraints. Hu et al. (2024) develop a Lyapunov-based resource
management scheme for streaming FL with adaptive control over computation and communication
under long-term energy constraints. FedStream (Wang et al., 2023b) tackles dual heterogeneity in
data and arrival patterns with asynchronous aggregation and local adaptation, but lacks theoretical jus-
tification. Different from the above studies, our work considers temporally evolving data distributions
and develops a distribution-aware data sampling strategy grounded in theoretical analysis.

Concept Drift in Federated Learning. While concept drift (Gama et al., 2014; Lu et al., 2018;
Tahmasbi et al., 2021) has been widely studied in traditional machine learning, existing solutions
often cannot be directly applied to FL due to the inherent heterogeneity across clients. Several works
focus on detecting and responding to drift at the client level. FedConD (Chen et al., 2021) detects
local drift based on historical model performance and adapts by adjusting the local regularization
parameters. Flash (Panchal et al., 2023) detects drift via the magnitude of client updates and adapts
the learning rate accordingly, while AdapFedAvg (Canonaco et al., 2021) passively adjusts learning
rates to improve model plasticity under drift. Manias et al. (2021) detect drifted clients using
dimensionality reduction and clustering on model updates, primarily aiming at client isolation rather
than adaptation. Other approaches address drift through clustering-based strategies. Fielding (Li et al.,
2024) detects concept drift via label distribution changes and selectively re-clusters clients to preserve
cluster quality under heterogeneity. FedDrift (Jothimurugesan et al., 2023) formalizes staggered
drift adaptation as a time-varying clustering problem and proposes hierarchical clustering algorithms
guided by local drift detection. FedRC (Guo et al., 2024) proposes a bi-level optimization framework
based on a clustering principle to address simultaneous feature, label distribution shifts, and concept
shift in FL. FedCCFA (Chen et al., 2024) aligns client feature spaces under distributed concept drift
by combining classifier clustering and entropy-based adaptive feature alignment. Most concept drift
adaptation methods typically modify the model architecture (Chen et al., 2021), optimization strategy
(Panchal et al., 2023; Canonaco et al., 2021), or client clustering (Li et al., 2024; Jothimurugesan
et al., 2023; Chen et al., 2024) in response to detected shifts. In contrast, we propose a theoretically
grounded client-specific data sampling strategy and model aggregation algorithm in streaming FL.

Federated Continual Learning. Federated continual learning (FCL) (Yang et al., 2024; Wang
et al., 2024) addresses evolving data but primarily focuses on mitigating catastrophic forgetting
across sequential tasks. Guo et al. (2021) propose a FCL framework based on approximating prior
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local objectives, while FedWeIT (Yoon et al., 2021) decomposes model weights into global and task-
specific components to enable selective inter-client knowledge transfer. AF-FCL (Wuerkaixi et al.,
2024) introduces a selective generative replay method for FCL that emphasizes accurate forgetting
to discard biased knowledge across heterogeneous clients. FedCIL (Qi et al., 2023) introduces
model consolidation and consistency enforcement to stabilize training on non-IID streaming tasks
without storing historical data. Huang et al. (2022) and Usmanova et al. (2021) both incorporate
knowledge distillation strategies to enhance generalization and mitigate forgetting in federated
settings. GLFC (Dong et al., 2022) further proposes class-aware gradient compensation and proxy-
based global model selection to handle class-incremental learning with dynamic client participation.
While these FCL approaches focus on mitigating catastrophic forgetting across sequential tasks or
enhancing model generalization under domain shifts, they do not explicitly model or predict the
temporal evolution of data distributions. In contrast, our work leverages a predictive oracle to guide
data sampling and optimization in streaming FL.
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C DISCUSSIONS

C.1 DISCUSSION ON THE PREDICTION ORACLE

In the main body of our work, we assume the existence of a prediction oracle that provides each
client n with an estimated state distribution π̂n. In this section, we further discuss the applicability
and plausibility of this assumption, clarifying under what conditions such an oracle is reasonable and
how it can be instantiated in practice.

The prediction oracle assumption becomes reasonable when two conditions are satisfied: (i) the
client data naturally evolves over time, leading to state transitions in the underlying distribution, and
(ii) these transitions exhibit structural patterns that can be learned from historical observations. As
examples, we present three representative application scenarios:

• Mobility-driven environments. In UAV networks or mobile sensing platforms, client data
distributions shift due to physical movement across regions. In such settings, the underlying
state can be naturally defined by spatial regions (e.g., grid cells or points of interest). Moreover,
mobility patterns such as constrained flight paths, periodic patrol routes, or Markovian movement
models provide structured trajectories from which the state distribution can be effectively inferred.
As a result, the prediction oracle can leverage historical mobility traces to estimate future state
distributions with reasonable accuracy.

• Periodicity-driven environments. In many domains, data distributions evolve according to
recurring temporal patterns. Typical examples include transportation systems, where traffic
intensity varies between rush hours and off-peak periods, and environmental monitoring, where
sensor readings change with daily or seasonal cycles. In such cases, states can be naturally
defined based on temporal segments. Since these periodic structures repeat over time, state
distributions can be reliably estimated using historical data through statistical models.

• Interaction-driven environments. In recommendation systems, user–item interactions evolve
in real time, producing non-stationary feedback streams. Here, the state can be defined as a
representation of the user’s latent preference profile, which evolves as the user interacts with
new items. For instance, preference shifts may correspond to transitions between clusters of
interaction features (e.g., genres of movies, categories of products, or communities of social
content). Although individual actions are often noisy, the aggregated behavior of users tends to
reveal structural dynamics such as preference drifts, trending items, or temporal co-occurrence
patterns. By clustering interaction features and modeling transitions across preference states,
these dynamics can be captured using online learning or probabilistic estimators.

In all these scenarios, the oracle does not need to be perfectly accurate: even approximate estimates
of the state distribution, obtained through lightweight predictors or Bayesian updates from past data,
are sufficient for guiding the DDS and SAW mechanisms in our framework. This demonstrates that
the prediction oracle is not a restrictive abstraction but rather a broadly applicable tool in streaming
federated learning settings. Moreover, our experimental results (Section 6 and Appendix H) further
confirm that the framework remains robust under various levels of prediction inaccuracies. To make
this abstraction more concrete, we next illustrate how such an oracle can be instantiated in practice
through a Bayesian estimation framework.

Bayesian Estimation Framework. Suppose that at time t, client n has observed a sequence of states
Sn,t = {s1, s2, . . . , st}, where each si ∈ {1, 2, . . . ,M}. We model the state generation process as
a categorical distribution parameterized by πn. To estimate πn, we adopt a Bayesian approach by
placing a Dirichlet prior:

πn ∼ Dir(α0),

where α0 = (α1
0, α

2
0, . . . , α

M
0 ) is a prior belief.

Given the observed state counts ct = (c1t , c
2
t , . . . , c

M
t ), where cmt =

∑t
i=1 I[si = m], the posterior

distribution becomes:
πn | Sn,t ∼ Dir(α0 + ct),

and the posterior mean is:

π̂n,m = E[πn,m | Sn,t] =
αm
0 + cmt∑M

j=1(α
j
0 + cjt )

.
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The posterior variance of each component πm
n under the Dirichlet distribution is given by:

Var[πm
n | Sn,t] =

(αm
0 + cmt ) (St − αm

0 − cmt )

S2
t (St + 1)

,

where St =
∑M

j=1(α
j
0 + cjt ) =

∑M
j=1 α

j
0 + t.

This expression reveals that the estimation error decreases as the number of observed samples
increases (i.e., as cmt grows), leading to more confident and accurate estimates over time. The
variance scales approximately as O(1/t).
The above procedure provides a concrete and theoretically grounded method for constructing a
prediction oracle. It enables dynamic tracking of local state distributions with low overhead, and
its estimation error diminishes with increasing historical information. This property is especially
suitable for streaming federated learning settings, where clients accumulate observations over time
and require increasingly accurate guidance for data sampling and model aggregation.

C.2 DISCUSSION ON THE HETEROGENEITY BOUNDS

While our theoretical framework defines dm as an upper bound on the gradient variance under state
m, estimating gradient variance directly is often impractical in streaming scenarios with limited and
dynamic local data.

Inspired by prior works such as Fed-CBS (Zhang et al., 2023) and FedDisco (Ye et al., 2023), we
approximate dm using distance metrics of the class distribution, based on the intuition that skewed
class distributions often induce unstable local updates, which in turn imply higher gradient variance.
This approximation enables a practical and data-accessible estimation of dm.

We further provide a theoretical insight to support this approximation. Specifically, the local objective
gradient∇Fm(x) on client m can be decomposed over its label distribution (Zhang et al., 2023):

∇Fm(x) =

C∑
c=1

pcm∇F c
m(x),

where pcm is the proportion of class c on client m, and∇F c
m(x) is the gradient of the loss conditioned

on class c. Then, we note that:

||∇Fm(x)−∇F (x)||2 = ||
C∑

c=1

(pcm −
1

C
)∇F c

m(x)||2 ≤
C∑

c=1

(pcm −
1

C
)2 ·

C∑
c=1

||∇F c
m(x)||2.

Here,
∑C

c=1(p
c
m − 1

C )2 can be viewed as a kind of distance between the class distribution and the
uniform distribution. Therefore, we have a strong intuition that there is a linear relationship between
dm and the distance.

To support this approximation, we present an empirical analysis in Appendix H comparing four
metrics—L1, L2, KL, and JS divergence—and find a consistent correlation between distributional
divergence and update instability. These results validate the suitability of our approximation in
realistic settings.
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D NOTATIONS AND TECHNICAL LEMMAS

D.1 NOTATIONS

Table 4 summarizes the notations appearing in this paper.

Table 4: Summary of key notations.

Symbol Description

R, r number, index of training rounds
N,n number, index of clients
M,m number, index of latent states
T, t number, index of local update steps
Sr set of participating clients in round r
Dm the data distribution of latent state m
D(r)

n,t the data distribution of client n at time t in round r
πn (πn,1, . . . , πn,M ) is a round-truth state distribution of client n
πn,m probability that client n is in state m
π̂n (π̂n,1, . . . , π̂n,M ) is a prediction oracle of client n
π̂n,m estimate of πn,m
αn,m the fraction of new samples from state m that client n samples
pn the aggregation weight
qn the available probability
η learning rate (or stepsize)
L L-smoothness constant (Asm. 1)
σ2 upper bound on variance of stochastic gradients at each client (Asm. 2)
G constant in Asm. 3 to bound the overall gradient heterogeneity across all latent states
dm constants in Asm. 4 to bound the state-specific gradient heterogeneity

F/F
(r)
n,t global objective/local objective of client n at time t in the r-th round

Fm expected loss function on the distribution Dm of latent state m
wm the weight of Fm in the global objective
x̄(r) global model parameters in the r-th round
x
(r)
n,t local model parameters of client n after t local steps in the r-th round

g
(r)
n,t g

(r)
n,t ≜ ∇f(x

(r)
n,t−1; ξn,t) denotes the stochastic gradients of F (r)

n,t regarding x
(r)
n,t−1

D.2 LEMMAS

Jensen’s inequality. Let h : Rd → R be a convex function. For any vectors x1, . . . ,xn ∈ Rd and
any non-negative weights λ1, . . . , λn satisfying

∑n
i=1 λi = 1, it holds that

h
( n∑

i=1

λixi

)
≤

n∑
i=1

λih(xi). (17)

As a special case with h(x) = ∥x∥2, we obtain∥∥∥ 1
n

n∑
i=1

xi

∥∥∥2 ≤ 1

n

n∑
i=1

∥xi∥2. (18)

Lemma 1. Let {zt}Tt=1 be a sequence of random vectors adapted to the underlying filtration {Ft}
such that for all t, E[zt|Ft−1] = 0 and E[∥zt∥2|Ft−1] ≤ σ2. Then, the following identity holds:

E
[∥∥ T∑

t=1

zt
∥∥2] ≤ Tσ2. (19)
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This lemma provides a standard bound on the variance of a martingale difference sequence and will
be used to control the accumulation of stochastic gradient noise over time.
Lemma 2. Suppose we have a sequence {at} satisfying the recursive inequality at ≤ (1−α)at−1+β,
where α ∈ (0, 1) and β > 0 are constants. Then, for any t ≥ 1, the sequence is bounded as:

at ≤ a0(1− α)t +
β

α

(
1− (1− α)t

)
. (20)

Proof. We prove this by iteratively unfolding the recursion. Divide both sides of the inequality by
(1− α)t:

at
(1− α)t

≤ at−1

(1− α)t−1
+

β

(1− α)t
(21)

≤ at−2

(1− α)t−2
+

β

(1− α)t−1
+

β

(1− α)t
(22)

... (23)

≤ a0 +
t∑

i=1

β

(1− α)i
. (24)

Multiplying both sides by (1− α)t yields:

at ≤ (1− α)t
(
a0 +

t∑
i=1

β

(1− α)i
)

(25)

= a0(1− α)t + β

t∑
i=1

(1− α)t−i (26)

= a0(1− α)t +
β

α

(
1− (1− α)t

)
. (27)
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E PROOF OF THEOREM 1

The global objective function is F (x) =
∑M

m=1 wmFm(x). We begin by analyzing the global model
update across one communication round, which can be expressed as:

∆x := x̄(r+1) − x̄(r) = −η
∑
n∈Sr

pn

T∑
t=1

g
(r)
n,t, (28)

where g(r)
n,t denotes the stochastic gradient computed by client n at time step t in round r. According to

Assumption 2, these gradients are unbiased estimators of the local loss, i.e., E[g(r)
n,t] = ∇F

(r)
n,t (x

(r)
n,t).

In the following, we focus on a single training round, and hence we drop the superscript (r) for
clarity. For example, we write xn,t for x(r)

n,t and use Fn,t to replace F (r)
n,t . Moreover, let x denote the

initial local model x(r)
n,0. Unless otherwise stated, the expectation is conditioned on the global model

x̄(r) and the participating client set Sr. Since F (·) is L-smooth, we get:

E
[
F (x+∆x)− F (x)

]
≤ E

[
⟨∇F (x),∆x⟩

]
+
L

2
E∥∆x∥2. (29)

We now proceed to bound the two terms in the RHS of (29) separately.

Bounding E
[
⟨∇F (x),∆x⟩

]
in (29).

A :=E
[
⟨∇F (x),∆x⟩

]
= −η

∑
n∈Sr

pn

T∑
t=1

E
[
⟨∇F (x),∇Fn,t(xn,t−1)⟩

]
(30)

=− η

2

∑
n∈Sr

pn

T∑
t=1

∥∇F (x)∥2 − η

2

∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2
+
η

2

∑
n∈Sr

pn

T∑
t=1

E
∥∥∇F (x)−∇Fn,t(xn,t−1)

∥∥2 (31)

≤− η

2

∑
n∈Sr

pn

T∑
t=1

∥∇F (x)∥2 − η

2

∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2
+
η

2

∑
n∈Sr

pn

T∑
t=1

(
2E
∥∥∇Fn,t(xn,t−1)−∇Fn,t(x)

∥∥2 + 2E
∥∥∇Fn,t(x)−∇F (x)

∥∥2) (32)

≤− η

2

∑
n∈Sr

pn

T∑
t=1

∥∇F (x)∥2 − η

2

∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2
+
η

2

∑
n∈Sr

pn

T∑
t=1

(2L2E∥xn,t−1 − x∥2 + 2E
∥∥∇Fn,t(x)−∇F (x)

∥∥2) (33)

=− Tη

2

∑
n∈Sr

pn∥∇F (x)∥2 − η

2

∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2
+ L2η

∑
n∈Sr

pn

T∑
t=1

E∥xn,t−1 − x∥2 + η
∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2, (34)

where (31) applies the identity ⟨a, b⟩ = 1
2∥a∥

2 + 1
2∥b∥

2 − 1
2∥a − b∥2, (32) uses the inequality

∥a− b∥2 ≤ 2∥a− c∥2 + 2∥b− c∥2 by inserting the intermediate term∇Fn,t(x), and then (33) uses
L-smoothness.
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Bounding L
2E∥∆x∥2 in (29).

B :=
L

2
E∥∆x∥2 =

L

2
η2E

∥∥∥ ∑
n∈Sr

pn

T∑
t=1

gn,t

∥∥∥2 (35)

≤Lη2E
∥∥∥ ∑

n∈Sr

pn

T∑
t=1

(
gn,t −∇Fn,t(xn,t−1)

)∥∥∥2 + Lη2E
∥∥∥ ∑

n∈Sr

pn

T∑
t=1

∇Fn,t(xn,t−1)
∥∥∥2 (36)

≤Lη2
∑
n∈Sr

p2n · Tσ2 + Lη2|Sr|
∑
n∈Sr

p2n · T
T∑

t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2, (37)

where (36) uses the inequality ∥a+ b∥2 ≤ 2∥a∥2+2∥b∥2. The first term in (37) is based on Lemma 1
and uses the fact that clients are independent of each other. The second term in (37) uses the Jensen’s
inequality. Combining bounds for A and B, and substituting back into (29), we obtain:

E
[
F (x+∆x)− F (x)

]
≤ −Tη

2

∑
n∈Sr

pn∥∇F (x)∥2 + LTη2σ2
∑
n∈Sr

p2n +
∑
n∈Sr

(
LTη2|Sr|p2n − η

2
pn
) T∑

t=1

E
∥∥∇Fn,t(xn,t−1)

∥∥2
+ L2η

∑
n∈Sr

pn

T∑
t=1

E∥xn,t−1 − x∥2 + η
∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2 (38)

≤ −Tη
2

∑
n∈Sr

pn∥∇F (x)∥2 + LTη2σ2
∑
n∈Sr

p2n + L2η
∑
n∈Sr

pn

T∑
t=1

E∥xn,t−1 − x∥2

+ η
∑
n∈Sr

pn

T∑
t=1

E∥∇Fn,t(x)−∇F (x)∥2, (39)

where (39) holds under the condition that for all n ∈ Sr we have LT |Sr|η2p2n ≤
η
2pn, which is

naturally satisfied when LTη ≤ 1
2M .

Bounding
∑T

t=1 E∥xn,t−1 − x∥2 in (39).

C :=

T∑
t=1

E∥xn,t−1 − x∥2 =

T∑
t=1

E
∥∥∥− η

t−1∑
i=1

gn,i

∥∥∥2 (40)

≤4η2
T∑

t=1

E
[∥∥∥ t−1∑

i=1

gn,i −
t−1∑
i=1

∇Fn,i(xn,i−1)
∥∥∥2 + ∥∥∥ t−1∑

i=1

∇Fn,i(xn,i−1)−
t−1∑
i=1

∇Fn,i(x)
∥∥∥2

+
∥∥∥ t−1∑

i=1

∇Fn,i(x)−
t−1∑
i=1

∇F (x)
∥∥∥2 + ∥∥∥ t−1∑

i=1

∇F (x)
∥∥∥2] (41)

≤4η2
T∑

t=1

(t− 1)σ2 + 4η2
T∑

t=1

(t− 1)L2
t−1∑
i=1

E∥xn,i−1 − x∥2

+ 4η2
T∑

t=1

(t− 1)

t−1∑
i=1

E
∥∥∇Fn,i(x)−∇F (x)

∥∥2 + 4η2
T∑

t=1

(i− 1)2∥∇F (x)∥2 (42)

≤2T 2η2σ2 + 2L2T 2η2 · C + 2T 2η2
T∑

t=1

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2 + 4

3
T 3η2∥∇F (x)∥2, (43)

where (41) uses the Jensen’s inequality. The first term in (42) is based on Lemma 1. The second
term in (37) uses the Jensen’s inequality and L-smoothness. The third term in (42) uses the Jensen’s
inequality. (43) uses the fact that

∑T
t=1(t− 1) ≤ T 2

2 and
∑T

t=1(t− 1)2 ≤ T 3

3 .

After rearranging the preceding inequality and using 2L2T 2η2 < 1, we get

C ≤ 1

1− 2L2T 2η2

[
2T 2η2σ2 + 2T 2η2

T∑
t=1

E
∥∥∇Fn,i(x)−∇F (x)

∥∥2 + 4

3
T 3η2∥∇F (x)∥2

]
. (44)
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We denote that c = LTη. Then, plugging the bound of C into (39), we get

E
[
F (x+∆x)− F (x)

]
≤
( 4c2

3(1− 2c2)
− 1

2

)
Tη

∑
n∈Sr

pn∥∇F (x)∥2 + LTη2σ2
∑
n∈Sr

p2n

+
2L2T 2η3σ2

1− 2c2

∑
n∈Sr

pn +
(
η +

2L2T 2η3

1− 2c2

) ∑
n∈Sr

pn

T∑
t=1

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2. (45)

Bounding ∥∇Fn,t(x)−∇F (x)∥2 in (45).

Recall that the local data distribution evolves according to Dn,t = (1−αn,mn,t
) · Dn,t−1 +αn,mn,t

·
Dmn,t

, where mn,t ∈ M denotes the latent state of client n at time step t, and αn,mn,t
∈ [0, 1] is

the sampling ratio defined in Section 3. Due to the linearity of expectation, the corresponding loss
function also follows a similar recursive relationship:

Fn,t = (1− αn,mn,t)Fn,t−1 + αn,mn,tFmn,t , (46)

where Fmn,t
denotes the loss associated with Dmn,t

. We apply the Jensen’s inequality and obtain:

∥∇Fn,t(x)−∇F (x)∥2 ≤ (1−αn,mn,t)∥∇Fn,t−1(x)−∇F (x)∥2+αn,mn,t∥∇Fmn,t(x)−∇F (x)∥2. (47)

We now take expectation on both sides of (47) with respect to the latent state mn,t, under the
ground-truth state distribution. By using the Assumption 4, we get:

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2 (48)

≤
(
1−

M∑
m=1

πn,mαn,m

)
E
∥∥∇Fn,t−1(x)−∇F (x)

∥∥2 + M∑
m=1

πn,mαn,mE
∥∥∇Fm(x)−∇F (x)

∥∥2 (49)

≤
(
1−

M∑
m=1

πn,mαn,m

)
E
∥∥∇Fn,t−1(x)−∇F (x)

∥∥2 + M∑
m=1

πn,mαn,mdm . (50)

We now apply Lemma 2 to the recursive bound derived in (50). Let at = E
∥∥∇Fn,t(x)−∇F (x)

∥∥2,
α = αn ≜

∑M
m=1 πn,mαn,m, and β = βn ≜

∑M
m=1 πn,mαn,mdm. Then, we get

T∑
t=1

E
∥∥∇Fn,t(x)−∇F (x)

∥∥2≤ βn
αn

(
T−

T∑
t=1

(1−αn)
t
)
+

T∑
t=1

(1−αn)
t E
∥∥∇Fn,0(x)−∇F (x)

∥∥2. (51)

Plugging this result into the bound in (45), we obtain:
E
[
F (x+∆x)− F (x)

]
≤
( 4c2

3(1− 2c2)
− 1

2

)
Tη

∑
n∈Sr

pn∥∇F (x)∥2 + LTη2σ2
∑
n∈Sr

p2n +
2L2T 2η3σ2

1− 2c2

∑
n∈Sr

pn

+
(
Tη +

2L2T 3η3

1− 2c2

) ∑
n∈Sr

pn
[βn
αn

(1− γn) + γnE
∥∥∇Fn,0(x)−∇F (x)

∥∥2]. (52)

where γn = 1
T

∑T
t=1(1− αn)

t ∈ (0, 1).

Bounding E
∥∥∇Fn,0(x)−∇F (x)

∥∥2 in (52).

We observe that the local loss function F
(r)
n,t can be expressed as a weighted mixture of loss

functions associated with latent states m ∈ M. Specifically, we suppose F (r)
n,t = ⟨w⃗n,r,t, F⃗ ⟩,

where w⃗n,r,t = (w
(1)
n,r,t, w

(2)
n,r,t, . . . , w

(M)
n,r,t) denotes the mixture weights over the latent states and

F⃗ = (F1, F2, . . . , FM ) represents the vector of corresponding state-specific loss functions. Based on
the recursive update rule of the local loss function in (46), the weight vector w⃗n,r,t evolves as

w⃗n,r,t = (1− αn,mn,t)w⃗n,r,t−1 + αn,mn,t e⃗mn,t , (53)

where e⃗m denotes the one-hot unit vector corresponding to latent state m, with its m-th component
equal to 1 and all others set to 0. By applying the Cauchy-Schwarz inequality, we get:

∥∇F (r)
n,0(x̄

(r))−∇F (x̄(r))∥2 ≤ ∥w⃗n,r,0 − w⃗∥2 ·
M∑

m=1

∥∇Fm(x̄(r))∥2 ≤ G∥w⃗n,r,0 − w⃗∥2. (54)
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where w⃗ = (w1, w2, · · · , wM ) denotes the weight vector in the global objective, and Assumption 3
is applied.

To further bound the discrepancy between the client-specific mixture weights and the global target
weights, we decompose the ∥w⃗n,r,t − w⃗∥2 into two parts using the Jensen’s inequality:

∥w⃗n,r,t − w⃗∥2 ≤ 2
∥∥∥w⃗n,r,t −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 + 2
∥∥∥ 1

αn

M∑
m=1

πn,mαn,me⃗m − w⃗
∥∥∥2. (55)

The first term in equation (55) quantifies the deviation between the actual weight vector and a fixed
weight vector, which is fully determined by the distribution-aware data sampling strategy. The second
term describes the inherent mismatch between the weights determined by the strategy and the global
target weights. We deal with the first term in the following.

Bounding
∥∥w⃗n,r,t − 1

αn

∑M
m=1 πn,mαn,me⃗m

∥∥2 in (55).

E
∥∥∥w⃗n,r,t −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 (56)

=E∥w⃗n,r,t∥2 −
2

αn
E
[〈
w⃗n,r,t,

M∑
m=1

πn,mαn,me⃗m

〉]
+

1

α2
n

M∑
m=1

π2
n,mα

2
n,m (57)

=E
∥∥(1− αn,mn,t)w⃗n,r,t−1 + αn,mn,t e⃗mn,t

∥∥2 − 2

αn
E
[〈
(1− αn,mn,t)w⃗n,r,t−1 + αn,mn,t e⃗mn,t ,

M∑
m=1

πn,mαn,me⃗m

〉]
+

1

α2
n

M∑
m=1

π2
n,mα

2
n,m (58)

=

M∑
m=1

πn,m(1− αn,m)2E∥w⃗n,r,t−1∥2 + 2

M∑
m=1

πn,mαn,m(1− αn,m)E
[
⟨w⃗n,r,t−1, e⃗m⟩

]
+

M∑
m=1

πn,mα
2
n,m

− 2(1− αn)

αn

M∑
m=1

πn,mαn,mE
[
⟨w⃗n,r,t−1, e⃗m⟩

]
− 2

αn

M∑
m=1

π2
n,mα

2
n,m +

1

α2
n

M∑
m=1

π2
n,mα

2
n,m (59)

=

M∑
m=1

πn,m(1− αn,m)2E∥w⃗n,r,t−1∥2 + 2

M∑
m=1

πn,mαn,m

(
1− αn,m − 1− αn

αn

)
E
[
⟨w⃗n,r,t−1, e⃗m⟩

]
+

M∑
m=1

πn,mα
2
n,m +

( 1

α2
n

− 2

αn

) M∑
m=1

π2
n,mα

2
n,m (60)

=(1− αn)
2E∥w⃗n,r,t−1∥2 −

2(1− αn)
2

αn

M∑
m=1

πn,mαn,mE
[
⟨w⃗n,r,t−1, e⃗m⟩

]
+

(1− αn)
2

α2
n

M∑
m=1

π2
n,mα

2
n,m

+

M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m + 2

M∑
m=1

πn,mαn,m(αn − αn,m)E
[
⟨w⃗n,r,t−1, e⃗m⟩

]
+
( M∑

m=1

πn,mα
2
n,m − α2

n

)
E∥w⃗n,r,t−1∥2 (61)

=(1− αn)
2E
∥∥∥w⃗n,r,t−1 −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 + M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m

+

M∑
m=1

πn,mαn,m(αn,m − αn)E
[
∥w⃗n,r,t−1∥2 − 2⟨w⃗n,r,t−1, e⃗m⟩

]
(62)

=(1− αn)
2E
∥∥∥w⃗n,r,t−1 −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 − M∑
m=1

π2
n,mα

2
n,m

+

M∑
m=1

πn,mαn,m(αn,m − αn)E
[
∥w⃗n,r,t−1 − e⃗m∥2

]
+ α2

n (63)

≤(1− αn)
2E
∥∥∥w⃗n,r,t−1 −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 + 2

M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m + α2

n. (64)

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2026

Here, (61) splits the first term in (60) by applying the identity
∑M

m=1 πn,m(1−αn,m)2 = (1−αn)
2+∑M

m=1 πn,mα
2
n,m−α2

n, and splits the second term in (60) by applying the identity 1−αn,m− 1−αn

αn
=

(αn − αn,m)− (1−αn)
2

αn
. (64) uses the fact that ∥w⃗n,r,t−1 − e⃗m∥2 ≤ 2.

Then, we set at = E∥w⃗n,r,t − 1
αn

∑M
m=1 πn,mαn,me⃗m∥2, and apply Lemma 2 to this sequence. Let

α = α′
n ≜ 1− (1− αn)

2 and β = β′
n ≜ 2

∑M
m=1 πn,mα

2
n,m −

∑M
m=1 π

2
n,mα

2
n,m + α2

n.

We consider the number of times client n has participated in training up to round r, denoted as τn(r).
Let r′ < r denote the last round that client n participated before round r. Then, since the local weight
vector is only updated when the client participates, we have:

E
∥∥∥w⃗n,r,0 −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 = E
∥∥∥w⃗n,r′,T − 1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2
≤ β′

n

1− (1− αn)2
+ (1− αn)

2T ·τn(r−1) · E
∥∥∥w⃗n,0,0 −

1

αn

M∑
m=1

πn,mαn,me⃗m

∥∥∥2 (65)

≤ β′
n

1− (1− αn)2
+ 2(1− αn)

2T ·τn(r−1), (66)

where the second inequality uses the fact that both w⃗n,0,0 and 1
αn

∑M
m=1 πn,mαn,me⃗m are probability

vectors supported on the simplex, and hence their squared distance is upper bounded by 2.

Take expectation into the two sides of (52) about the selected client set in the round r, and combining
the bounds in (55) and (66), we get

E
[
F (x+∆x)− F (x)

]
≤
( 4c2

3(1− 2c2)
− 1

2

)
Tη

N∑
n=1

pnqn∥∇F (x)∥2 + LTη2σ2
N∑

n=1

p2nqn +
2L2T 2η3σ2

1− 2c2

N∑
n=1

pnqn

+
Tη

1− 2c2

N∑
n=1

pnqn
[βn
αn

(1− γn) + γnG∥w⃗n,r,0 − w⃗∥2
]

(67)

≤
( 4c2

3(1− 2c2)
− 1

2

)
Tη

N∑
n=1

pnqn∥∇F (x)∥2 + LTη2σ2
N∑

n=1

p2nqn +
2L2T 2η3σ2

1− 2c2

N∑
n=1

pnqn

+
Tη

1− 2c2

N∑
n=1

pnqn
[βn
αn

(1− γn) + γn · 2G
( β′

n

1− (1− αn)2
+ 2(1− αn)

2Tτn(r−1)

+
∥∥∥ 1

αn

M∑
m=1

πn,mαn,me⃗m − w⃗
∥∥∥2)]. (68)

Taking the expectation over the randomness in previous training rounds, conditioned on x̄(r), we
obtain:

E
[
F (x̄(r+1))− F (x̄(r))

]
= E

[
E
[
F (x̄(r) +∆x)− F (x̄(r))

∣∣x̄(r)]]
≤
( 4c2

3(1− 2c2)
− 1

2

)
Tη

N∑
n=1

pnqnE∥∇F (x̄(r))∥2 + LTη2σ2
N∑

n=1

p2nqn +
2L2T 2η3σ2

1− 2c2

N∑
n=1

pnqn

+
Tη

1− 2c2

N∑
n=1

pnqn
[βn
αn

(1− γn) + γn · 2G
( β′

n

1− (1− αn)2
+ 2E

[
(1− αn)

2T ·τn(r−1)]
+
∥∥∥ 1

αn

M∑
m=1

πn,mαn,me⃗m − w⃗
∥∥∥2)]. (69)
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We suppose r ≥ 2 and denote τn(0) = 0, we get:

E
[
(1− αn)

2T ·τn(r−1)] = E
[
E
[
(1− αn)

2Tτn(r−1)
∣∣τn(r − 2)

]]
(70)

=E
[
(1− pn)(1− αn)

2Tτn(r−2) + pn(1− αn)
2T (τn(r−2)+1)] (71)

=
(
1− pn + pn(1− αn)

2T )E[(1− αn)
2Tτn(r−2)] (72)

=
(
1− pn + pn(1− αn)

2T )r−1E[(1− αn)
2Tτn(0)] (73)

=
(
1− pn + pn(1− αn)

2T )r−1
. (74)

Finally, we conclude that

min
r

E∥∇F (x̄(r))∥2 ≤ 1

R

R∑
r=1

∥∇F (x̄(r))∥2

≤ 1

( 1
2
− 4c2

3(1−2c2)
)
∑N

n=1 pnqn

[ 1

TηR
F (x̄(1)) + Lησ2

N∑
n=1

p2nqn +
2cLησ2

1− 2c2

N∑
n=1

pnqn +
1

1− 2c2

N∑
n=1

pnqn

(βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 4Gγn · 1

R

R∑
r=1

(
1− pn + pn(1− αn)

2T )r−1

+ 2Gγn

M∑
m=1

(
1

αn
πn,mαn,m − wm)2

)]
(75)

≤ 1

( 1
2
− 4c2

3(1−2c2)
)
∑N

n=1 pnqn

[ 1

TηR
F (x̄(1)) + Lησ2

N∑
n=1

p2nqn +
2cLησ2

1− 2c2

N∑
n=1

pnqn +
1

1− 2c2

N∑
n=1

pnqn

(βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 4Gγn · 1

R
· 1

pn(1− (1− αn)2T )

+ 2Gγn

M∑
m=1

(
1

αn
πn,mαn,m − wm)2

)]
(76)

≤ 18∑N
n=1 pnqn

[ 1

TηR
F (x̄(1)) + Lησ2

N∑
n=1

p2nqn +
5Lησ2

3

N∑
n=1

pnqn +
5

3

N∑
n=1

pnqn

(βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 4Gγn · 1

R
· 1

pn(1− (1− αn)2T )

+ 2Gγn

M∑
m=1

(
1

αn
πn,mαn,m − wm)2

)]
, (77)

where

αn =

M∑
m=1

πn,mαn,m, βn =

M∑
m=1

πn,mαn,mdm, γn =

T∑
t=1

(1− αn)
t, (78)

β′
n = 2

M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m + α2

n, (79)

(77) holds when c ≤ min{ 1
2M ,

√
1
5}.

By choosing a sufficiently small learning rate η = 1√
R

, we derive the following convergence bound:

min
r

E∥∇F (x̄(r))∥2 ≤ O(
1√
R
) +O(

1

R
) + ϵ, (80)

where R is the number of global rounds, and ϵ is a non-vanishing residual term induced by the
distribution shift from streaming data, i.e., the objective inconsistency (Wang & Ji, 2022).

The O(1/
√
R) term is consistent with the convergence rate of several federated learning baselines

under smooth non-convex assumptions, such as FedAdam (Reddi et al., 2020), FLASH (Panchal
et al., 2023), and FedDisco (Ye et al., 2023).
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F UPPER BOUND MINIMIZATION

Generally, a tighter bound corresponds to a better result. Thus, we optimize the upper bound in (77)
from two aspects: the client-specific data sampling strategy {αn,m}n∈N ,m∈M and the server-side
aggregation algorithm {pn}n∈N . Directly solving the minimization of the upper bound results in
a complicated expression. To simplify the expression, we treat αn as a fixed hyperparameter that
governs the average update ratio of the client buffer, referred to as the sampling budget.

F.1 DISTRIBUTION-GUIDED DATA SAMPLING STRATEGY

Our client-specific data sampling strategy is obtained through solving the following optimization
problem:

min
αn,m

βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2
,

s.t.
M∑

m=1

πn,mαn,m = αn, αn,m ∈ [0, 1]. (81)

To solve this optimization problem, one condition of the optimal solution is that the derivative of the
following function equals zero:

Q(αn,m) =
βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2
(82)

− λ1

( M∑
m=1

πn,mαn,m − αn

)
+

M∑
m=1

µmαn,m − νm
( M∑

m=1

αn,m − 1
)
, (83)

where λ1, µm and νm are multipliers. Then, we have

1− γn
αn

πn,mdm +
2Gγn

1− (1− αn)2
(4πn,m − 2π2

n,m)αn,m+

4Gγnπn,m

αn

( 1

αn
πn,mαn,m − wm

)
− λ1πn,m + µm − νm = 0 (84)

To derive the sampling ratio αn,m, we only consider the active states with πn,m > 0. Therefore, we
obtain

αn,m ∝
λαn + νm−µm

πn,m
+ 4Gγnwm − (1− γn)dm

1 + 1−αn
αn

πn,m

(85)

To simplify the solution and derive a closed-form, interpretable expression, we relax the KKT
conditions by eliminating the dual variables, setting µm = 0 and νm = 0, under the assumption that
the optimal values of αn,m lie strictly within the open interval (0, 1). This assumption is practically
reasonable. In realistic streaming environments, it is neither desirable nor feasible for a client to
completely discard previously stored data (αn,m = 1) or to entirely ignore new samples from a given
state (αn,m = 0). Either extreme leads to inefficient storage usage and poor adaptability to evolving
data distributions. Under this relaxed setting, we define the following score function:

scoren(m) =
wm − a1dm + b1

1 + 1−αn
αn

πn,m

, (86)

where a1 = 1−γn

4Gγn
and b1 = λ1

4Gγn
are tunable constants. Intuitively, the score increases with the

weight in the global objective function wm, and decreases with the state-specific heterogeneity bound
dm or the probability πn,m of client n being in state m.

To ensure feasibility and numerical stability, we apply a ReLU operation to filter out negative scores,
and normalize the resulting values with respect to the state distribution πn:

αn,m =
αn · ReLu(scoren(m))∑M

m′=1 πn,m′ · ReLu(scoren(m′))
(87)

27



1458
1459
1460
1461
1462
1463
1464
1465
1466
1467
1468
1469
1470
1471
1472
1473
1474
1475
1476
1477
1478
1479
1480
1481
1482
1483
1484
1485
1486
1487
1488
1489
1490
1491
1492
1493
1494
1495
1496
1497
1498
1499
1500
1501
1502
1503
1504
1505
1506
1507
1508
1509
1510
1511

Under review as a conference paper at ICLR 2026

F.2 AGGREGATION WEIGHT DETERMINATION

We now describe how to determine the client aggregation weights {pn}Nn=1 by minimizing the
dominant terms in the convergence upper bound (77), discarding constant factors irrelevant to pn.
Specifically, we formulate the following constrained optimization:

min
pn

1∑N
n=1 pnqn

[
Lησ2

N∑
n=1

p2nqn +
5

3

N∑
n=1

pnqn
(
Lησ2 +

βn
αn

(1− γn)

+ 2Gγn · β′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2)]
s.t.

N∑
n=1

pn = 1, pn ≥ 0. (88)

To simplify the expression, we denote

sn = Lησ2 +
βn
αn

(1− γn) + 2Gγn · β′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2 (89)

T0 =

N∑
n=1

pnqn, T1 = Lησ2
N∑

n=1

p2nqn, T2 =
5

3

N∑
n=1

pnqnsn. (90)

We apply a standard surrogate objective (Ye et al., 2023), transforming from minimizing (T1+T2)/T0
to minimizing T1 + T2 − λ2T0, where λ2 > 0 is a balancing hyper-parameter. Therefore, the
optimization is

min
pn

Lησ2
N∑

n=1

p2nqn +
5

3

N∑
n=1

pnqnsn − λ2

N∑
n=1

pnqn

s.t.
N∑

n=1

pn = 1, pn ≥ 0, (91)

Let ν and µn be the Lagrangian multipliers associated with the equality and inequality constraints,
respectively. The Lagrangian is:

L(pn) = Lησ2
N∑

n=1

p2nqn +
5

3

N∑
n=1

pnqnsn − λ2

N∑
n=1

pnqn +

N∑
n=1

µnpn − ν
( N∑

n=1

pn − 1
)
. (92)

Taking the derivative of L(·) with respect to pn and setting it to zero yields:

2Lησ2pnqn +
5

3
qnsn − λ2qn + µn − ν = 0 (93)

Solving this, we obtain:

pn =
1

2Lησ2

(
λ− 5

3
sn +

ν − µn

qn

)
. (94)

If we relax the KKT multipliers and absorb them into constants a2 and b2, we arrive at the interpretable
approximation:

pn ∝ 1

qn
− a2 · sn + b2, (95)

where a2 and b2 are tunable constants. Intuitively, sn is a metric to measure the heterogeneity of
client-specific data distribution. It takes into account a client-specific data sampling strategy. Clients
with smaller sn are assigned higher aggregation weights. The term 1/qn ensures fairness with respect
to availability.
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F.3 THE SFEDPO ALGORITHM

This section provides the complete pseudocode of our proposed SFedPO framework, as described
in Section 5. Algorithm 1 outlines the end-to-end federated optimization process in the streaming
setting with a prediction oracle and dynamic data sampling.

We observe that although Eq. (11) preserves the proportionality between sampling ratios and utility
scores, it does not inherently ensure that α̂n,m ∈ [0, 1]. To resolve this, Algorithm 2 employs a
budget-aware projection strategy: it iteratively clips any α̂n,m exceeding 1 and adjusts the remaining
budget allocation across the other states. This iterative procedure guarantees that all sampling ratios
remain feasible and that the total allocation strictly satisfies the sampling budget constraint αn.

Algorithm 1: SFedPO: Streaming Federated Learning with Prediction Oracle

Require: Initial global model x̄(1), learning rate η, number of rounds R, local steps T , prediction
oracle O, sampling budget αn

1: for each round r = 1 to R do
2: Server selects a client set Sr

3: for each selected client n ∈ Sr in parallel do
4: π̂n ← O(n, r) // predicted state distribution
5: Compute α̂n,m using Algorithm 2.
6: Initialize x

(r)
n,0 ← x̄(r)

7: for each local step t = 1 to T do
8: Receive new data distribution {Dm}Mm=1 from streaming source.
9: Update local dataset with a ratio of α

n,m
(r)
n,t

10: Sample minibatch ξn,t ∼ D(r)
n,t, and train the model: x(r)

n,t = x
(r)
n,t−1 − η · g

(r)
n,t

11: end for
12: Send update ∆x

(r)
n = x

(r)
n,E − x̄(r) to server

13: end for
14: Server computes aggregation weights p̂n using:

p̂n =
ReLU

(
1
qn
− a2 · ŝn + b2

)
∑

j∈Sr
ReLU

(
1
qj
− a2 · ŝj + b2

)
15: Update global model:

x̄(r+1) = x̄(r) + η
∑
n∈Sr

p̂n ·∆x(r)
n

16: end for
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Algorithm 2: Computation of α̂n,m

Require: Number of clients N and states M , sampling budget αn, estimated state distribution π̂n,m,
ˆscoren(m)

1: Initialize remaining setR ← {m | π̂n,m > 0}, residual budget α̃n ← αn

2: Set found_one← True
3: while found_one andR ≠ ∅ do
4: found_one← False
5: S ←

∑
m∈R π̂n,m · ReLU(ŝcoren(m))

6: if S = 0 then
7: for each m ∈ R do
8: α̂n,m ← α̃n∑

m∈R π̂n,m

9: end for
10: break
11: else
12: for each m ∈ R do
13: α̂n,m ← min

(
α̃n·ReLU(ŝcoren(m))

S , 1
)

14: if α̂n,m = 1 then
15: α̃n ← α̃n − π̂n,m
16: remove m fromR, set found_one← True
17: break
18: end if
19: end for
20: end if
21: end while
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G PROOF OF THEOREM 2

Based on the convergence analysis in Appendix E, we develop a theoretical strategy under the ground-
truth state distribution πn = (πn,1, . . . , πn,M ) for each client n ∈ N . In practical deployments,
however, this is not directly observable and must be approximated using a prediction oracle, which
provides an estimated state distribution π̂n = (π̂n,1, . . . , π̂n,M ). This naturally raises the question:

How does the prediction error affect the convergence behavior of the overall algorithm?

To address this question, we conduct a robustness analysis that quantifies the impact of prediction
error on the convergence guarantee derived in Appendix E. Specifically, we define the prediction
error for client n as δn := ∥π̂n − πn∥1, and study how this error propagates into the convergence
bound through the data sampling strategy α and aggregation weights {pn}n∈N , both of which are
functions of πn in theory but implemented based on π̂n in practice.

Recall the convergence bound in Theorem 1, we focus on the following term:

B(αn,m, pn) :=
1∑N

n=1 pnqn

[
Lησ2

N∑
n=1

p2nqn +
5

3

N∑
n=1

pnqnsn
]

(96)

where

sn = Lησ2 +
βn
αn

(1− γn) +
2Gγnβ

′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2
. (97)

In the realistic setting, these ratios are implemented as α̂n,m using the estimated distribution π̂n.
Following the relaxed design in Section 5, the sampling ratios are determined by:

ŝcoren(m) =
wm − a1dm + b1
1 + αn

1−αn
π̂n,m

, and α̂n,m =
ReLU(ŝcoren(m))∑M

m′=1 π̂n,m′ · ReLU(ŝcoren(m′))
.

Our goal is to analyze the difference between the convergence bound under the theoretical strategy
(αn,m, pn) and the practical strategy (α̂n,m, p̂n) computed using prediction oracle, and to establish a
robustness bound in terms of the prediction error δn.

G.1 IMPACT ON SAMPLING STRATEGY.

We now analyze how the prediction error δn = ∥π̂n − πn∥1 affects the resulting data sampling
strategy. Let αn = {αn,m}Mm=1 and α̂n = {α̂n,m}Mm=1 be the sampling ratios computed using the
true and estimated state distributions, respectively. Our goal is to bound the ℓ1 deviation between the
two vectors, i.e., ∥α̂n −αn∥1.

Let Sn :=
∑M

j=1 πn,j · ReLU(scoren(j)) and Ŝn :=
∑M

j=1 π̂n,j · ReLU(ŝcoren(j)). We suppose
that the score function is Ls-Lipschitz in πn,m, i.e.,

|ŝcoren(m)− scoren(m)| ≤ Ls|π̂n,m − πn,m|. (98)

We can derive the following bound:

|α̂n,m − αn,m|

≤
∣∣∣∣ReLU(ŝcoren(m))

Ŝn

− ReLU(scoren(m))

Ŝn

∣∣∣∣+ ∣∣∣∣ReLU(scoren(m))

Ŝn

− ReLU(scoren(m))

Sn

∣∣∣∣
≤Ls|π̂n,m − πn,m|

Ŝn

+ReLU(scoren(m)) ·
∣∣∣∣ 1Ŝn

− 1

Sn

∣∣∣∣ . (99)
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We further estimate the deviation between the Ŝn and Sn:

|Ŝn − Sn| =

∣∣∣∣∣
M∑
j=1

π̂n,j · ReLU(ŝcoren(j))−
M∑
j=1

πn,j · ReLU(scoren(j))

∣∣∣∣∣
≤

M∑
j=1

∣∣π̂n,j · ReLU(ŝcoren(j))− πn,j · ReLU(scoren(j))
∣∣

≤
M∑
j=1

(
|π̂n,j − πn,j | · ReLU(scoren(j)) + π̂n,j · |ReLU(ŝcoren(j))− ReLU(scoren(j))|

)
≤ δn · ∥ReLU(scoren)∥∞ + Ls · δn. (100)

Thus, we obtain ∣∣∣∣ 1Ŝn

− 1

Sn

∣∣∣∣ = |Ŝn − Sn|
Ŝn · Sn

≤ δn · (Ls + ∥ReLU(scoren)∥∞)

Ŝn · Sn

, (101)

and hence,

|α̂n,m − αn,m| ≤ Ls|π̂n,m − πn,m|
Ŝn

+ReLU(scoren(m)) · δn · (Ls + ∥ReLU(scoren)∥∞)

Ŝn · Sn

. (102)

Summing over all m ∈ M, and using the fact that ReLU scores are bounded and Sn, Ŝn ≥ ϵ for
some small constant, we obtain:

∥α̂n −αn∥1 ≤ C1 · δn, (103)

where C1 depends on the Lipschitz constant Ls, the upper bound of the ReLU scores, and the lower
bounds of the Sn and Ŝn.

G.2 IMPACT ON AGGREGATION WEIGHTS.

Recall the client-specific heterogeneity score:

sn = Lησ2 +
βn
αn

(1− γn) +
2Gγnβ

′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2
.

The first term is a constant and unaffected by prediction error. We now analyze the impact of
prediction error δn := ∥π̂n − πn∥1 on the remaining three terms.

Bounding βn

αn
(1− γn). Let

βn =

M∑
m=1

πn,mαn,mdm, β̂n =

M∑
m=1

π̂n,mα̂n,mdm.

Then, using triangle inequality, we have

|β̂n − βn| ≤
M∑

m=1

|π̂n,mα̂n,m − πn,mαn,m| · |dm|

≤
M∑

m=1

(|π̂n,m − πn,m| · |α̂n,m|+ πn,m · |α̂n,m − αn,m|) dm.

≤ Dmax · (∥α̂n −αn∥1 + δn) , (104)

where Dmax := maxm dm. This gives:∣∣∣∣∣ β̂nαn
(1− γn)−

βn
αn

(1− γn)

∣∣∣∣∣ ≤ (1− γn)Dmax

αn
· (C1 + 1) · δn =: C2δn. (105)
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Bounding 2Gγnβ
′
n

1−(1−αn)2
. Recall

β′
n = 2

M∑
m=1

πn,mα
2
n,m −

M∑
m=1

π2
n,mα

2
n,m + α2

n.

Let β̂′
n be the corresponding quantity computed under π̂n,m and α̂n,m:

β̂′
n = 2

M∑
m=1

π̂n,mα̂
2
n,m −

M∑
m=1

π̂2
n,mα̂

2
n,m + α2

n.

Note that αn is assumed to be fixed, so it cancels in the subtraction. Then we have:

|β̂′
n − β′

n| ≤ 2

M∑
m=1

|π̂n,mα̂
2
n,m − πn,mα

2
n,m|+

M∑
m=1

|π̂2
n,mα̂

2
n,m − π2

n,mα
2
n,m|. (106)

We now bound each term separately. First, observe that∣∣π̂n,mα̂
2
n,m − πn,mα

2
n,m

∣∣ ≤ ∣∣π̂n,m(α̂2
n,m − α2

n,m)
∣∣+ ∣∣(π̂n,m − πn,m)α2

n,m

∣∣
≤ π̂n,m · 2αmax|α̂n,m − αn,m|+ α2

max|π̂n,m − πn,m|, (107)

where we assume that αn,m, α̂n,m ≤ αmax ≤ 1.

Similarly, for the second term:∣∣π̂2
n,mα̂

2
n,m − π2

n,mα
2
n,m

∣∣ ≤ ∣∣π̂2
n,m(α̂2

n,m − α2
n,m)

∣∣+ ∣∣(π̂2
n,m − π2

n,m)α2
n,m

∣∣
≤ π̂2

n,m · 2αmax|α̂n,m − αn,m|+ 2πmaxα
2
max|π̂n,m − πn,m|, (108)

where we assume that πn,m, π̂n,m ≤ πmax ≤ 1.

Summing over all m, and applying the triangle inequality:

|β̂′
n − β′

n| ≤ 4πmaxαmax∥α̂n −αn∥1 + 2α2
max∥π̂n − πn∥1 (109)

+ 2π2
maxαmax∥α̂n −αn∥1 + 2πmaxα

2
max∥π̂n − πn∥1

≤ (4πmaxαmax + 2π2
maxαmax)C1δn + (2α2

max + 2πmaxα
2
max)δn. (110)

Hence, we conclude:∣∣∣∣∣ 2Gγnβ̂
′
n

1− (1− αn)2
− 2Gγnβ

′
n

1− (1− αn)2

∣∣∣∣∣
≤ 2Gγn
1− (1− αn)2

[(4πmaxαmax + 2π2
maxαmax)C1 + (2α2

max + 2πmaxα
2
max)] · δn =: C3 · δn. (111)

Bounding 2Gγn
∑M

m=1

(
1
αn
πn,mαn,m − wm

)2

. Let

zm =
1

αn
πn,mαn,m, ẑm =

1

αn
π̂n,mα̂n,m.

Then, we have

|ẑm − zm| =
∣∣∣∣ 1

αn
(π̂n,mα̂n,m − πn,mαn,m)

∣∣∣∣ ≤ 1

αn
(|π̂n,m − πn,m| · α̂n,m + πn,m · |α̂n,m − αn,m|)

≤ 1

αn
(αmax|π̂n,m − πn,m|+ πmax|α̂n,m − αn,m|). (112)

Summing over all m, and applying the triangle inequality:∣∣∣ M∑
m=1

(ẑm − wm)2 −
M∑

m=1

(zm − wm)2
∣∣∣ ≤ M∑

m=1

|ẑ2m − z2m|+ 2

M∑
m=1

|wm||ẑm − zm|

≤
M∑

m=1

|ẑm − zm| · |ẑm + zm|+ 2

M∑
m=1

|wm| · |ẑm − zm|

≤
M∑

m=1

4

αn
(αmax|π̂n,m − πn,m|+ πmax|α̂n,m − αn,m|)

≤ 4(αmax + C1πmax)

αn
· δn, (113)
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where we use the fact that ẑm, zm ∈ [0, 1] and wm ≤ 1, for all m.

Therefore, we have:∣∣∣∣∣2Gγn
M∑

m=1

(ẑm − wm)2 − 2Gγn

M∑
m=1

(zm − wm)2

∣∣∣∣∣ ≤ 2Gγn · 4(αmax + C1πmax)

αn
· δn =: C4 · δn.

(114)

Combining bounds (105), (111), and (114), we obtain the total deviation of sn:
|ŝn − sn| ≤ (C2 + C3 + C4) · δn =: Cs · δn, (115)

We now analyze how the prediction error δn affects the final aggregation weights. Given the
aggregation weights:

pn =
ReLU( 1

qn
− a2 · sn + b2)∑N

i=1 ReLU( 1
qi

− a2 · si + b2)
, p̂n =

ReLU( 1
qn

− a2 · ŝn + b2)∑N
i=1 ReLU( 1

qi
− a2 · ŝi + b2)

.

Let us denote:
ψn := ReLU( 1

qn
− a2sn + b2), ψ̂n := ReLU( 1

qn
− a2ŝn + b2),

Z :=

N∑
i=1

ψi, Ẑ :=

N∑
i=1

ψ̂i.

Then, the deviation between p̂n and pn can be bounded by:

|p̂n − pn| =

∣∣∣∣∣ ψ̂n

Ẑ
− ψn

Z

∣∣∣∣∣
≤

∣∣∣∣∣ ψ̂n − ψn

Ẑ

∣∣∣∣∣+
∣∣∣∣ψn ·

(
1

Ẑ
− 1

Z

)∣∣∣∣
≤ a2|ŝn − sn|

Ẑ
+ ψn · |Z − Ẑ|

ZẐ
, (116)

where we used the fact that ReLU is 1-Lipschitz.

Note that |Z − Ẑ| ≤
∑N

i=1 |ψi − ψ̂i| ≤ a2
∑N

i=1 |si − ŝi| ≤ a2Cs ·
∑N

i=1 δi.

Thus,

|p̂n − pn| ≤
a2Csδn

Ẑ
+
ψn · a2Cs

∑N
i=1 δi

ZẐ
, (117)

where Cs is a bound such that |sn − ŝn| ≤ Csδn as shown in (115).

Therefore, under mild conditions on ψn ≥ ϵ and Z, Ẑ ≥ Nϵ for some ϵ > 0, we conclude:

|p̂n − pn| ≤ C5 · δn + C6 ·
N∑
i=1

δi, (118)

for constants C5, C6 depending on a2, Cs, and bounds on ψn and Z.

G.3 IMPACT ON CONVERGENCE BOUND.

We now analyze how the prediction error δn = ∥π̂n − πn∥1 propagates to the convergence upper
bound through sampling strategy {αn,m} and aggregation weights {p̂n}.
Recall

B(αn,m, pn) =
1∑N

n=1 pnqn

[
Lησ2

N∑
n=1

p2nqn +
5

3

N∑
n=1

pnqnsn
]
,

B(α̂n,m, p̂n) =
1∑N

n=1 p̂nqn

[
Lησ2

N∑
n=1

p̂2nqn +
5

3

N∑
n=1

p̂nqns̃n
]
,
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where

s̃n = Lησ2 +
β̃n
αn

(1− γn) +
2Gγnβ̃

′
n

1− (1− αn)2
+ 2Gγn

M∑
m=1

( 1

αn
πn,mαn,m − wm

)2
, (119)

β̃n =

M∑
m=1

πn,mα̂n,mdm (120)

β̃′
n = 2

M∑
m=1

πn,mα̂
2
n,m −

M∑
m=1

π2
n,mα̂

2
n,m + α2

n. (121)

Then, the deviation can be bounded as:

|B(α̂n,m, p̂n)− B(αn,m, pn)| ≤

∣∣∣∣∣ 1∑N
n=1 p̂nqn

− 1∑N
n=1 pnqn

∣∣∣∣∣ · Bmax +
1∑N

n=1 pnqn
·∆num, (122)

where Bmax denotes a uniform upper bound on the numerator, and

∆num = Lησ2 ·

∣∣∣∣∣
N∑

n=1

(p̂2n − p2n)qn

∣∣∣∣∣+ 5

3
·

∣∣∣∣∣
N∑

n=1

p̂nqns̃n −
N∑

n=1

pnqnsn

∣∣∣∣∣ . (123)

We now bound each part of ∆num:

Bounding
∑N

n=1(p̂
2
n − p2n)qn. Let δpn := p̂n − pn. Then∣∣∣∣∣

N∑
n=1

(p̂2n − p2n)qn

∣∣∣∣∣ =
∣∣∣∣∣

N∑
n=1

[
(pn + δpn)

2 − p2n
]
qn

∣∣∣∣∣ =
∣∣∣∣∣

N∑
n=1

[
2pnδ

p
n + (δpn)

2] qn∣∣∣∣∣
≤ 2

N∑
n=1

pnqn|δpn|+
N∑

n=1

qn(δ
p
n)

2

≤ 2C5

N∑
n=1

pnqnδn + 2C6

(
N∑

n=1

pnqn

)
·

(
N∑

n=1

δn

)
+O(δ2n). (124)

Bounding
∑N

n=1 p̂nqns̃n −
∑N

n=1 pnqnsn. We fist bound |s̃n − sn|. Similar to calculating the
bound of |ŝn − sn|, we have

|β̃n − βn| ≤
M∑

m=1

πn,m|α̂n,m − αn,m| · |dm| ≤ Dmax · ∥α̂n −αn∥1, (125)

|β̃′
n − β′

n| ≤ 2

M∑
m=1

πn,m|α̂2
n,m − α2

n,m|+
M∑

m=1

π2
n,m|α̂2

n,m − α2
n,m|

≤ (4πmaxαmax + 2π2
maxαmax)∥α̂n −αn∥1. (126)

Therefore, there exists a const C̃s such that

|s̃n − sn| ≤ C̃s · δn. (127)

We decompose the difference:∣∣∣∣∣
N∑

n=1

p̂nqns̃n −
N∑

n=1

pnqnsn

∣∣∣∣∣ =
∣∣∣∣∣

N∑
n=1

(p̂n − pn)qnsn +

N∑
n=1

p̂nqn(s̃n − sn)

∣∣∣∣∣
≤

N∑
n=1

|δpn|qnsn +

N∑
n=1

p̂nqnC̃sδn (128)

≤
N∑

n=1

(C5 · δn + C6 ·
N∑
i=1

δi)qnsn +
N∑

n=1

p̂nqnC̃sδn. (129)
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Bounding the Denominator Term. We now analyze the denominator difference:∣∣∣∣∣ 1∑N
n=1 p̂nqn

− 1∑N
n=1 pnqn

∣∣∣∣∣ =
∣∣∣∣∣Y − Ŷ

Y · Ŷ

∣∣∣∣∣ , where Y :=

N∑
n=1

pnqn, Ŷ :=

N∑
n=1

p̂nqn.

Assuming Y, Ŷ ≥ ϵ > 0, we have∣∣∣∣ 1Ŷ − 1

Y

∣∣∣∣ ≤ 1

ϵ2
· |Y − Ŷ | = 1

ϵ2
·

∣∣∣∣∣
N∑

n=1

(pn − p̂n)qn

∣∣∣∣∣ . (130)

Using the previously derived bound |p̂n − pn| ≤ C5 · δn + C6 ·
∑N

i=1 δi, we obtain

|Y − Ŷ | ≤
N∑

n=1

|pn − p̂n| · qn ≤
N∑

n=1

(C5 · δn + C6 ·
N∑
i=1

δi)qn

= C5

N∑
n=1

qnδn + C6

(
N∑
i=1

δi

)
·

N∑
n=1

qn. (131)

Hence, ∣∣∣∣ 1Ŷ − 1

Y

∣∣∣∣ ≤ C5 · ∥q∥1 + C6 · ∥q∥1
ϵ2

·
N∑

n=1

δn, (132)

Finally, substituting (124), (129), and (132) into (122), we obtain:

|B(α̂n,m, p̂n)− B(αn,m, pn)| ≤
(Bmax(C5 + C6)∥q∥1

ϵ2

)
·

N∑
n=1

δn

+
1

ϵ

[
Lησ2

(
2C5

N∑
n=1

pnqnδn + 2C6

N∑
n=1

pnqn ·
N∑

n=1

δn
)

+
5

3

( N∑
n=1

C5δnqnsn + C6

N∑
i=1

δi

N∑
n=1

qnsn +

N∑
n=1

p̂nqnC̃sδn
)]

+O(δ2n)

≤ O
( N∑

n=1

δn
)
. (133)
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H MORE EXPERIMENTAL DETAILS

H.1 EXPERIMENTAL SETUP

Datasets and models. We conduct comprehensive experiments on four public benchmark datasets,
including Fashion-MNIST (Xiao et al., 2017), CIFAR-10 (Krizhevsky et al., 2009), CINIC-10 (Darlow
et al., 2018), and HAM10000 (Tschandl et al., 2018). Fashion-MNIST comprises 28 × 28 grayscale
images of 70,000 fashion products with 10 classes, and there are 60,000 training images and 10,000
testing images. The CIFAR-10 dataset consists of 50,000 training images and 10,000 testing images,
each with a size of 3 × 32 × 32. CINIC-10 is an extension of CIFAR-10 via the addition of
downsampled ImageNet (Deng et al., 2009) images. The HAM10000 dataset is an image dataset used
for skin lesion classification in the medical field. For Fashion-MNIST, We use a LeNet-5 (LeCun et al.,
1998) with two 5×5 convolutional layers, each followed by ReLU activation and max pooling, and
three fully connected layers. For CIFAR-10 and CINIC-10, we use an 8-layer AlexNet (Krizhevsky
et al., 2012) with a size of 136 MB. For HAM10000, we use a customized CNN consisting of three 3
× 3 convolutional layers (with ReLU activation and max pooling) and two fully connected layers with
dropout regularization.

Figure 4: Visualization of the class distribution under stratified state space on the four datasets, where
the bubble size represents the number of class samples per state.

Intra-state heterogeneity. We organize the 60 latent states into 6 clusters (10 states per cluster),
each associated with a Dirichlet partitioning strategy (Wang et al., 2020a) with distinct concentration
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parameters α ∈ {0.05, 0.1, 0.2, 0.5, 1.0, 100.0}. We visualize the class distribution under stratified
state space on the four datasets in Fig. 4.

Two heterogeneity scenarios. We consider two heterogeneity scenarios. (1) Full-access (mild
heterogeneity): Each client has non-zero access probability πn,m > 0 for all states m ∈ {1, . . . ,M}.
(2) Partial-access (extreme heterogeneity): Each client is restricted to a randomly sampled subset of
10 states, with πn,m = 0 for others. Moreover, 50% of clients are initialized with latent states drawn
from high-heterogeneity clusters (α ∈ {0.05, 0.1}). We visualize the state probability πn,m of all
clients under two scenarios in Fig. 5.

(a) Full-access scenario (b) Partial-access scenario

Figure 5: Visualization of the state probability of all clients under two scenarios, where the bubble
size reflects the probability of a client reaching that state.

Implementation details. The overall framework of SFedPO is implemented with Pytorch (Paszke
et al., 2019), and all experiments are conducted on an Intel(R) Xeon(R) Platinum 8352V CPU and
an NVIDIA A40 (48GB) GPU, and 256GB RAM. We run federated learning for 100 rounds. The
number of time steps and batch size are 5 and 64, respectively. We use an SGD optimizer with a
0.01 learning rate, and the weight decay is set to 1e-4. For each client n, we set its sampling budget
αn to 0.5 and allocate a data capacity D of 500 samples. While our theoretical framework defines
dm as the upper bound on the gradient variance under state m, estimating such variance is often
impractical in streaming scenarios with limited and evolving local data. Inspired by (Ye et al., 2023),
we adopt a practical surrogate by assuming that dm is proportional to the discrepancy between the
class distribution and a uniform distribution. Accordingly, we use the KL divergence as a proxy
measure for dm in all experiments.

Client-specific sampling ratios. We visualize the client-specific sampling ratios {αn,m}Mm=1 under
two scenarios in Fig. 6. We observe that the client-specific sampling ratios exhibit a clustering pattern
aligned with the clustered structure of the state space. Moreover, as the distribution of the state space
becomes more imbalanced, the client-specific sampling ratios tend to decrease accordingly.

(a) Full-access scenario (b) Partial-access scenario

Figure 6: Visualization of the client-specific sampling ratios of all clients under two scenarios, where
the bubble size reflects the value of sampling ratios.

Baselines. We compare SFedPO with the following methods:

• FedOGD: FedOGD is a vanilla online federated Learning method that processes sequential data
and performs online optimization per round.

• FedOMD: FedOMD is an online federated Learning method, which performs online mirror
descent and achieves sublinear regret.
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• Adaptive-FedAvg: Adaptive-FedAvg adjusts local learning rates to improve model plasticity
under concept drift in federated Learning.

• FedDrift: FedDrift uses a hierarchical clustering method to address the problem of concept drift
adaptation in federated Learning.

• Flash: Flash synergizes client-side early-stopping to detect concept drifts with server-side
drift-aware adaptive optimization to effectively adjust the global learning rate.

• FedEWC: EWC is a classic regularization-based method for continual learning that uses the
Fisher information matrix to estimate the importance of parameters. In our streaming scenario,
each client leverages EWC to retain information from the previous state.

• FLwF-2T: FLwF-2T is a distillation-based method that deals with catastrophic forgetting in
federated continual learning. FLwF-2T enables the current model to distill knowledge from both
the model trained in the previous state and the global model from the last round.

• IS: Important Sampling (IS) uses a higher gradient norm to reflect the informativeness of the
data. In our streaming scenario, it selects the optimal data from the new state based on the metric
and discards the old data accordingly.

• ODE: ODE introduces an online data selection method based on a data valuation metric: the
projection of local gradients onto the global gradient. In our streaming scenario, it selects the
optimal data from the new state based on the metric and discards the old data accordingly.

• DRSR: DRSR updates the local data of each client according to the distribution discrepancy
between the long-term data distribution and the client’s local data. In our streaming scenario, it
selects informative samples from both the existing and incoming data based on the update rule.

Since some methods (i.e., FedOGD, FedOMD, Adaptive-FedAvg, FedDrift, Flash, FedEWC, FLwF-
2T) do not incorporate any data sampling mechanism, we assume that each client fully replaces
its local dataset with new data drawn from the current state distribution, thereby aligning with the
streaming FL setting.

FL methods in modularity experiment. We apply SFedPO’s data sampling and aggregation strate-
gies to several representative FL methods: FedAvg (McMahan et al., 2017), which is the pioneering
FL method; FedProx (Li et al., 2020a), a classic regularization-based FL method; FedCurv (Shoham
et al., 2019), a FL method based on curvature adjustment regularization; FedNTD (Lee et al., 2022),
which preserves the global knowledge by not-true distillation in FL; FedEXP (Jhunjhunwala et al.,
2023), which tune the global learning rate via extrapolation to speed up the global convergence. In
our streaming data scenario, these methods sample data based on state transitions in each round and
train local models accordingly.

Algorithm-specific hyperparameters. The above baselines and FL methods adopt the same experi-
mental setup as SFedPO, while the algorithm-specific hyperparameters are configured as follows:

• Flash: we tune the global learning rate ηg ∈ {0.001, 0.01, 0.1, 1.0}, and set it to 0.01.

• FedEWC: we tune the penalty coefficient λ ∈ {0.001, 0.01, 0.1, 1.0}, and set it to 0.1. λ is a
scalar that balances the contribution of the regularization loss relative to the cross-entropy loss
in the total objective.

• FLwF-2T: we tune the α ∈ {0.001, 0.01, 0.1, 0.3, 0.7}, β ∈ {0.001, 0.01, 0.1, 0.3, 0.7}, and
set them to α = 0.3, β = 0.3.

• FedProx: we tune the µ ∈ {0.001, 0.01, 0.1, 1.0}, and set it to 0.1.

• FedCurv: we tune the λ ∈ {0.001, 0.01, 0.1, 1.0}, and set it to 0.01.

• FedNTD: we tune the β ∈ {0.01, 0.1, 1.0, 2.0}, and set it to 1.0.

H.2 OTHER EXPERIMENTS

Performance comparison. Fig. 7 presents the convergence performance of SFedPO and all base-
lines on four datasets under two scenarios (here we use F-MNIST for Fashion-MNIST).
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(a) F-MNIST, full (b) F-MNIST, partial (c) CIFAR-10, full (d) CIFAR-10, partial

(e) CINIC-10, full (f) CINIC-10, partial (g) HAM10000, full (h) HAM10000, partial

Figure 7: Performance comparison of SFedPO to other baselines in full and partial scenarios on
several datasets.

Effects of different configurations under other datasets. We vary three core parameters, including
time step (T ∈ {2, 5, 8, 10}), training round (R ∈ {50, 100, 150, 200}), and data capacity of clients
(D ∈ {250, 500, 750, 1000}). Then, we respectively show the performance of our method and
four baselines on Fashion-MNIST, CINIC-10, and HAM10000 in Fig. 8, Fig. 9, and Fig. 10. The
experimental results demonstrate that our method outperforms all baseline approaches across different
parameters under various datasets.

(a) Time Step (b) Training Round (c) Data Capacity

Figure 8: Fashion-MNIST.

(a) Time Step (b) Training Round (c) Data Capacity

Figure 9: CINIC-10.
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(a) Time Step (b) Training Round (c) Data Capacity

Figure 10: HAM10000.

Effects of number of clients N . In Table 5, we vary the number of clients N ∈ {10, 50, 100} and
compare the performance of SFedPO with several baselines in full and partial scenarios on CIFAR-10.
The results show that SFedPO consistently outperforms the baselines across different N .

Table 5: Test accuracy (%, mean±std on 5 trials) comparison of our SFedPO framework to several
baselines with different N in full and partial scenarios on CIFAR-10.

Method CIFAR-10(full) CIFAR-10(partial)

N = 10 N = 50 N = 100 N = 10 N = 50 N = 100

FedOGD 43.04±1.92 53.78±1.38 55.32±1.29 34.10±2.70 42.38±1.60 45.42±1.29
Flash 49.61±1.47 59.21±0.51 60.94±0.60 32.69±3.52 48.32±1.91 52.78±2.45
FLwF-2T 46.94±1.42 50.00±0.96 50.06±0.62 38.69±1.58 40.24±0.54 40.26±0.41
DRSR 51.45±1.99 58.74±0.43 59.98±0.45 43.43±1.22 50.70±1.06 53.44±0.78

SFedPO 63.51±0.90 67.94±0.23 68.62±0.26 55.66±1.24 65.57±0.34 66.74±0.43

Effects of model architectures. We evaluate SFedPO against several baselines in full and partial
scenarios on CIFAR-10 under different model architectures, including CNN, ResNet-10 (He et al.,
2016), ResNet-18 (He et al., 2016), and ResNet-34 (He et al., 2016). The results in Table 6 show
that SFedPO consistently achieves the best performance, demonstrating the robustness of our method
across model architectures.

Table 6: Test accuracy (%, mean±std on 5 trials) comparison of our SFedPO framework to several
baselines with different model architectures in full and partial scenarios on CIFAR-10.

Method CIFAR-10(full) CIFAR-10(partial)

CNN ResNet10 ResNet18 ResNet34 CNN ResNet10 ResNet18 ResNet34

FedOGD 65.13±0.62 45.46±1.05 47.16±1.53 50.05±1.32 56.95±1.21 37.18±1.45 40.11±2.22 41.67±1.07
Flash 67.29±0.56 49.99±1.80 60.14±3.41 55.26±2.00 60.59±3.15 42.25±1.49 51.74±2.035 47.07±1.55
FLwF-2T 66.51±0.69 48.60±0.20 49.04±1.04 51.42±1.53 59.02±1.50 40.60±2.33 42.81±1.19 44.74±1.28
DRSR 67.56±0.67 51.12±1.13 54.32±0.55 57.80±1.03 61.11±0.63 43.91±0.91 47.01±1.11 48.62±1.24

SFedPO 74.10±0.42 63.69±1.06 66.64±0.87 68.69±0.33 70.56±0.71 59.38±0.83 61.50±1.46 64.39±0.96

Effects of different discrepancy metrics. While our theoretical framework defines dm as the
upper bound on the gradient variance under state m, estimating such variance is often impractical
in streaming scenarios with limited and evolving local data. Inspired by (Ye et al., 2023), we
adopt a practical surrogate by assuming that dm is proportional to the discrepancy between the
class distribution and a uniform distribution. To investigate the impact of different discrepancy
metrics, we evaluate four commonly used measures on the CIFAR-10 dataset: L1 & L2 distance, KL
divergence, and Jensen–Shannon (JS) divergence (Fuglede & Topsoe, 2004). As shown in Table 7, all
metrics yield comparable performance and consistently outperform baseline methods, highlighting
the robustness of our framework to the choice of discrepancy measure.
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Table 7: Accuracy (%) under different discrepancy metrics.

Metric L1 L2 JS KL Flash DRSR

full 67.56 67.58 67.56 68.18 67.00 58.36

partial 63.23 63.28 63.75 64.41 56.55 49.60

Effects of Prediction Error. To simulate prediction errors, we perturb each state probability π̂n by
a random noise uniformly drawn from [−ϵ, ϵ], followed by renormalization to ensure

∑
m π̂n,m = 1.

We vary ϵ from 0.00 to 0.10 to simulate increasing levels of oracle error. As shown in Figs. 11,
SFedPO tends to maintain stable performance as the degree of perturbation varies on the CIFAR-10
dataset.

Figure 11: Performance under different degrees of perturbation.
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