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Abstract

Matrix preconditioning is a critical technique to
accelerate the solving of linear systems, where
performance heavily depends on the selection
of preconditioning parameters. Traditional pa-
rameter selection approaches often define fixed
constants for specific scenarios. However, they
rely on domain expertise and fail to consider
the instance-wise features for individual prob-
lems, limiting their performance. In contrast, ma-
chine learning (ML) approaches, though promis-
ing, are hindered by high inference costs and lim-
ited interpretability. To combine the strengths
of both approaches, we propose a symbolic dis-
covery framework—namely, Symbolic Matrix
Preconditioning (SymMaP)—to learn efficient
symbolic expressions for preconditioning param-
eters. Specifically, we employ a large neural
network to search the high-dimensional discrete
space for expressions that can accurately pre-
dict the optimal parameters. The learned ex-
pression allows for high inference efficiency and
excellent interpretability (expressed in concise
symbolic formulas), making it simple and reli-
able for deployment. Experimental results show
that SymMaP consistently outperforms traditional
strategies across various benchmarks.

1. Introduction

Linear systems are foundational in the machine learning,
physics, engineering, and other scientific fields (Leon et al.,
2006; LeVeque, 2007). Since analytical solutions are of-
ten unavailable, efficient numerical algorithms become es-
sential (Demmel, 1997). Matrix preconditioning, a key
technique in this domain, accelerates iterative solvers and
improves computational stability (Trefethen & Bau, 2022;
Chen, 2005). For instance, the successive over-relaxation
(SOR) method optimizes convergence by integrating Gauss-
Seidel iterations with a weighted update scheme governed
by the over-relaxation factor w (Golub & Van Loan, 2013).

The effectiveness of matrix preconditioning depends on

key parameters, such as w in SOR. Selecting w > 1 can
accelerate convergence, while w < 1 may stabilize the
process. This trade-off makes w a critical parameter, directly
influencing the performance of preconditioning.

Traditional parameter selection strategies often rely on do-
main expertise to define fixed constants for specific sce-
narios. However, (challenge 1) different problem param-
eters often require distinct optimal preconditioning pa-
rameters. Traditional strategies ignore instance-wise fea-
tures—specific characteristics of individual problems, such
as equation coefficients. This limits their adaptability to
varying problem instances and tasks.

In contrast, machine learning (ML) approaches hold great
promise but come with other challenges. First, (challenge
2) ML inference,while efficient on GPUs, performs poorly
in CPU-only environments due to limited parallel process-
ing capabilities. This is particularly problematic in linear
system solver deployments, where GPU resources are often
unavailable. Second, (challenge 3) the ”black-box” nature
of many ML techniques hinders a deeper understanding of
the learned policies, raising concerns about their reliability.

In light of this, a natural solution is to combine the relia-
bility and superior performance of these two paradigms.
We propose a symbolic discovery framework—namely,
Symbolic Matrix Preconditioning (SymMaP)—to learn ef-
ficient symbolic expressions for preconditioning parameters.
The framework consists of three main steps. SymMaP first
begins by applying grid search to identify the optimal pre-
conditioning parameters based on task-specific performance
metrics. Next, the framework performs a risk-seeking search
in the high-dimensional discrete space of symbolic expres-
sions, evaluating the best-found symbolic expression using
a risk-seeking strategy. Finally, these symbolic expressions
can be directly integrated into the modern solvers for linear
systems, significantly improving computational efficiency.

The key contributions and advantages of SymMaP are sum-
marized as follows:

* We propose a symbolic discovery framework, SymMaP,
to learn efficient symbolic expressions for precondi-
tioning parameters.



» SymMaP exhibits excellent generalization, making it
adaptable to a wide range of preconditioning methods
and optimization objectives.

» The symbolic expressions derived by SymMaP are both
interpretable and easy to integrate into solver environ-
ments, offering a practical and transparent approach to
enhancing the performance of linear system solvers.

2. Preliminaries
2.1. Matrix Preconditioning Technique

Matrix preconditioning is a technique employed to accel-
erate the convergence of iterative solvers and enhance the
stability of algorithms. It is generally employed in solv-
ing linear systems (Chen, 2005; Golub & Van Loan, 2013),
which are typically expressed in the form:

Az =b. ey

The fundamental idea of preconditioning is to transform the
original problem into an equivalent one with better numeri-
cal properties. Specifically, this technique involves finding a
preconditioner M that approximates either the inverse of A
or some form conducive to iterative solutions (Chen, 2005).
Consequently, the original (1) is transformed into

M Az = Mb. 2)

There are generally two optimization objectives: 1. to accel-
erate the convergence of iterations by altering the spectral
distribution of the matrix A. 2. to reduce the condition num-
ber of the matrix A, thereby lessening its ill-conditioning
and enhancing the stability of iteration. Some common pre-
conditioning techniques include the Jacobi, Gauss-Seidel,
SOR (Young, 1954), algebraic multigrid (AMG) (Trotten-
berg et al., 2000), etc.

2.2. Prefix Notation

Prefix notation is a mathematical format where every opera-
tor precedes its operands, eliminating the need for parenthe-
ses required in conventional infix notation and simplifying
symbolic manipulation. This representation is particularly
advantageous in symbolic regression, as it allows mathemat-
ical expressions to be expressed as sequences of tokens that
can be easily processed by neural networks.

In this notation, operators can be unary (e.g., sin, cos) or bi-
nary (e.g., +, —, X, +), while operands can be constants or
variables (Landajuela et al., 2021). Each prefix expression
uniquely corresponds to a symbolic tree structure, facil-
itating the conversion back to the original mathematical
expression (Lample & Charton, 2019).
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Figure 1: Variation in iteration counts and computation
times under different SOR preconditioning parameters ap-
plied to a linear system from a second-order elliptic PDE.

The sequential nature of prefix notation aligns well with the
architecture of recurrent neural networks (RNNs), which
process information step by step. Unlike infix notation
which may require variable-length look-ahead to determine
the next valid token, prefix notation allows RNN to generate
expressions through an auto-regressive process where each
decision is well-defined based on previous tokens, and by
removing the need for parentheses, it reduces the vocabu-
lary size of possible tokens, which greatly enhances model
training efficiency.

3. Motivation

The selection of matrix preconditioning parameters signif-
icantly affects their effectiveness (Chen, 2005). To design
appropriate algorithmic prediction parameters, we first ana-
lyze the optimization space for preconditioning parameter
selection and investigate the existence of optimal parame-
ters. Next, we analyze the unique challenges present in this
scenario. Finally, to address these challenges, we design a
symbolic discovery framework to select the parameters.

3.1. Motivation for Optimizing Preconditioning
Parameters

As illustrated in figure 1, the choice of relaxation factors w
significantly impacts the iteration count and computation
time, when solving a second-order elliptic partial differen-
tial equation (PDE) (Evans, 2022) using SOR precondition-
ing (Golub & Van Loan, 2013). There exists an optimal
parameter w,,, that minimizes the computation time, with
specific details available in the Appendix B.2.

To further analyze the optimization space of precondition-
ing parameters, we evaluate the impact of various param-
eter selection strategies on preconditioning performance.
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Figure 2: Ratio of average computation times at various
tolerances to default parameter times under different SOR
parameter selection schemes, evaluated on the second-order
elliptic PDE dataset.

As shown in Figure 2, the *Optimal Parameter w,,’” rep-
resents the parameter that minimizes computation time in
each experiment, serving as the theoretical upper limit of
our optimization. The *Optimal Fixed Constant’ refers to
a fixed constant that minimizes average computation time,
and ’Default Parameter’ corresponds to the default setting
of w = 1 in the portable extensible toolkit for scientific com-
putation (PETSc) (Balay et al., 2024). The gap between the
optimal fixed constant and the optimal parameter highlights
significant potential for optimizing preconditioning param-
eter selection, motivating this paper. The performance of
our SymMaP algorithm approaches the optimal parameter,
demonstrating its accuracy in learning the optimal parameter
expression.

3.2. Challenges in Predicting Efficient Preconditioning
Parameters

We aim to develop a universal framework for predicting
efficient parameters. However, the context of solving linear
systems imposes specific challenges:

(C1) Strong Generalization Capability: Real-world sci-
entific computing scenarios vary significantly. For instance,
the choice of PDE grid form can lead to significant variations
in matrix structure (Johnson, 2009), resulting in distinct
optimal parameters. Moreover, preconditioning addresses
various optimization goals, such as reducing computational
time, the number of iterations, and lowering condition num-
bers (Chen, 2005). This necessitates that parameter predic-
tion algorithms possess robust generalization capabilities:
they should take problem scenarios and features as inputs
while applying them to different preconditioning methods
and optimization goals.

(C2) Computational Efficiency: linear system solver typ-
ically relies on Krylov subspace methods implemented in
low-level libraries optimized for CPU architectures, such
as PETSc (Balay et al., 2024), LAPACK (Anderson et al.,
1999). Algorithms like generalized minimal residual method
(GMRES) (Saad & Schultz, 1986) and conjugate gradient
(CG) (Greenbaum, 1997) iteratively compute the matrix’s in-
variant subspace, favoring single-threaded or limited multi-
threaded execution modes. Preconditioning techniques aim
to accelerate these solvers without significant additional
computational overhead, often adopting implicit iterative
formats (e.g., SOR (Chen, 2005)) or utilizing low-cost ma-
trix decompositions (e.g., AMG (Trottenberg et al., 2000)).
Therefore, any parameter prediction algorithms must be
compatible with CPU environments and seamlessly inte-
grated into existing algorithm libraries. At the same time,
it must maintain low computational costs to preserve the
performance benefits of preconditioning.

(C3) Algorithmic Transparency: Algorithms in scientific
computing often require rigorous analysis under mathemati-
cal theories. Opaque prediction algorithms could confuse
researchers. For instance, the relaxation factor w in SOR
needs to avoid being too close to 0 or 2 in some scenar-
ios (Agarwal, 2000). This is an issue that opaque algo-
rithms cannot avoid in advance. Moreover, interpretable
algorithms can guide researchers to conduct further studies
and reveal the underlying mathematical structures of prob-
lems. Therefore, these pose challenges to the transparency
and interpretability of the parameter prediction algorithms.

3.3. Symbolic Discovery to Preconditioning Parameter
Selection

Symbolic discovery extracts mathematical expressions from
data, establishing relationships between problem features
and optimal preconditioning parameters. Its integration
into matrix preconditioning overcomes parameter selection
challenges through a generalizable, efficient, and transparent
approach.

Firstly, symbolic discovery can accommodate various types
of input parameters and can specifically tailor symbolic ex-
pression learning for different preconditioning methods and
optimization goals (Cranmer et al., 2020), thereby meeting
the requirement for broad applicability in scientific comput-
ing tasks (C1).

Secondly, the explicit expressions derived are computation-
ally lightweight and can be quickly evaluated at runtime.
They integrate seamlessly into existing CPU-based algo-
rithm libraries like PETSc (Balay et al., 2024) with almost
no overhead (C2).

Thirdly, the symbolic discovery provides transparent and in-
terpretable expressions (Rudin, 2019), allowing researchers
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Figure 3: Illustration of how SymMaP discovers efficient symbolic expressions for preconditioning parameters. Part 1
demonstrates the acquisition of optimal parameters and dataset generation; Part 2 illustrates the training process of the
RL-based deep symbolic discovery framework; Part 3 shows how the sequential model generates symbolic policies; Part 4

presents the deployment of symbolic expressions.

to understand the influence of parameters within existing
theoretical frameworks and identify potential numerical sta-
bility issues. This interpretability fosters trust in the algo-
rithm’s predictions and supports further theoretical explo-
ration (C3).

4. Method

This study focuses on enhancing the performance of param-
eterized preconditioners in solving linear systems derived
from parameterized PDEs. Specifically, we investigate pre-
conditioners with continuous parameters, such as the relax-
ation factor in SOR, while excluding those with discrete
parameters like the level of fill-in ICC or ILU factorization.

We introduce a novel framework, SymMaP, for symbolic dis-
covery in matrix preconditioning. As shown in Figure 3, we
first obtain the optimal preconditioning parameters through
a grid search to construct a training dataset. Then we em-
ploy an RNN to generate symbolic expressions in prefix
notation, which are then evaluated for their fitness. The
RNN is trained using a reward function based on the per-
formance of the generated expressions. By optimizing the
RNN parameters to maximize this reward function, we gen-
erate symbolic expressions that approximate the relationship
between the problem’s feature parameters (PDE parameters)
and the optimal preconditioning parameters. Finally, we
deploy the learned symbolic expressions into linear system
solvers. The detailed steps are as follows and pseudocode is

provided in the Appendix C.

4.1. Input Features and Training Data Generation

Input Features. In the context of solving parameterized
PDEs, which frequently arise in linear systems, we consider
feature parameters that characterize the equations. For in-
stance, a second-order elliptic PDE can be expressed as:
11 Ugz + G12Uzy + A22Uyy + A1UL + a2Uy + aou = f,
where the coefficients a11, a12, ase, . . . represent the feature
parameters of PDE (see Appendix D.1 for details). These
feature parameters, denoted as x;, serve as input features
for the symbolic discovery process in SymMaP.

Training Data Generation. For each linear system, we
determine optimal preconditioning parameters through an
adaptive grid search. Using SOR preconditioning as an
example, we optimize the relaxation factor w within [0, 2]
to minimize computation time (or condition number). The
search process involves: 1. Conducting an initial coarse
grid search (step size: 0.01) to evaluate computation time
(or condition number) for each w. 2. Identifying candidate
regions with optimal performance. 3. Performing a refined
grid search (step size: 0.001) within these regions.

This process yields the required training dataset, where each
data point contains: 1. the problem feature parameters z;; 2.
the optimal preconditioning parameters y;. ¢ = 1,2,...,n,
and 7 is the number of data, typically set to n = 1200, with
1000 allocated for the training set and 200 for the test set.



4.2. The Generation of Symbolic Expressions

Token Library. For SymMaP, we define the library £ of
mathematical operators and operands as {+, —, X, =+, sqrt,
exp, log, pow, 1.0}. Although other operators such as poly,
sin and cos are frequently used (Udrescu & Tegmark, 2020),
we decided to exclude them because they offer limited ex-
planatory power in matrix preconditioning and significantly
increase the time and memory consumption during training.

After converting the mathematical expressions into prefix
notation, we use this tokenized representation as a pre-
order traversal of the expression tree (Zaremba & Sutskever,
2014). In each iteration, the RNN receives a pair consist-
ing of a parent node and a sibling node as inputs. Then
the RNN outputs a categorical distribution over all possible
next tokens. The parent node refers to the last incomplete
operator that requires additional operands to form a com-
plete expression. The sibling node, in the context of a binary
operator, represents the operand that has already been pro-
cessed and incorporated into the expression. In cases where
no parent or sibling node is applicable, they are designated
as empty nodes. This structured input method enables the
RNN to maintain contextual awareness and effectively pre-
dict the sequence of tokens that form valid mathematical
expressions.

The Sequential Model. During the generation of a single
symbolic expression, the RNN emits a categorical distribu-
tion for each “next token” at each step. This distribution
is represented as a vector 1/)((;), where ¢ denotes the i-th
step and O represents the parameters of the RNN. The ele-
ments of the vector correspond to the probabilities of each
token, conditioned on the previously selected tokens in the
traversal (Petersen et al., 2019):

g)(Ti) = p(7i|T1:i-1; 0). 3)

Here, 7; denotes the index of the token selected at the i-
th step. The probability of generating the entire symbolic
expression T is then the product of the conditional probabil-
ities of all tokens (Petersen et al., 2019; Landajuela et al.,
2021):

N
p(r10) = [ v§’ (7). )
=1

Optimization of Constants: The library £ incorporates
a ‘constant token,” which allows for the inclusion of var-
ious constant placeholders within sampled expressions.
These placeholders serve as the parameters £ in the sym-
bolic expression. We seek to find the optimal values

of these parameters by maximizing the reward function:
§* = argmax, R(7;§), utilizing a nonlinear optimization
method. This optimization is executed within each sampled
expression as an integral part of computing the reward, prior
to each training iteration.

4.3. The Reward Function

Once a symbolic expression is fully generated (i.e., the
symbolic tree reaches all its leaf nodes), we evaluate its
fitness by calculating the normalized root-mean-square error
(NRMSE), a metric frequently used in genetic programming
symbolic discovery (Schmidt & Lipson, 2009). It is defined
as

&)

where §; = 7(x;) is the predicted value for the i-th sam-
ple, x; is the problem feature parameter, y; is the optimal
preconditioning parameter, o, is the standard deviation of
the target values y, and n is the number of data. To bound
this fitness value between 0 and 1, we apply a squashing
function:

1

Rit)= ———
(T) = T NRMSE

(6)

Our objective is to maximize R(7), thereby minimizing
the NRMSE and improving the accuracy of the generated
expressions.

4.4. The Training Algorithm

Although the objective function is well-defined, it is im-
portant to note that R(7) is not a deterministic value but
a random variable dependent on the RNN’s parameters 6.
Therefore, the key challenge is to establish an appropriate
criterion for evaluating this random variable, and then apply
gradient-based optimization methods accordingly.

Risk-seeking Policy. It is natural to consider the expectation
of the reward function, i.e., E-p(r,6)[R(7)], as the objec-
tive function to optimize. We can apply the ’log-integral’
trick (Williams, 1992) and obtain

Vo E‘rwp(r;@) [R(T)] - E‘rwp(‘r;@) [R(T)V@ log p(T; 0)}
Q)

Thus, even though the expectation of the reward function is
not directly differentiable with respect to 8, we can approxi-
mate the gradient using the sample mean.



Table 1: Comparison of average computation times (seconds) for SOR with different w selections, and tolerance is le-7.
SymMaP 1 and 2 are the two learned expressions that achieved the highest reward function scores, with the best-performing

method highlighted in bold.

. No PETSc default Fixed constant Fixed constant .
Dataset Matrix size . Optimal constant SymMaP 1 ~ SymMaP 2
precondition w=1 w=0.2 w=18
Biharmonic 4.2 x 103 7.67 2.04 4.86 1.60 1.31 1.24 1.26
Darcy Flow 1.0 x 10* 33.1 13.5 17.5 9.91 9.54 8.50 8.60
Elliptic PDE 4.0 x 10* 31.3 21.0 21.4 17.5 16.6 15.8 16.3
Poisson 2.3 x10%  4.12x1072 1.95x1072 2.15x1072 1.95x1072 1.38x1072 1.35x1072  1.36x1072
Thermal 2.8 x 103 2.23x107! 5.98x1072 2.07x107t 1.18x107! 5.94x1072 5.76x1072 591x1072

In the context of symbolic regression, model performance
is often driven by a few exceptional results that outperform
others by a significant margin (Petersen et al., 2019; Tamar
et al., 2015). With this in mind, we adopt a risk-seeking
policy, which aims to maximize:

J(07 5) = Epr(‘r;e) [R(T)|R(T) > Q(ev 6)} (8)
Here, ¢ is the risk factor, typically £ = 0.05, Q(6, ¢) is the
(1 — €)-quantile of the reward distribution under parameter
9,ie.

Q(0,¢) = inf{q € R[CDF(R(7);0) > 1—¢}, (9)
where CDF(R(T); 0) refers to the cumulative distribution
function. From this, the gradient of .J(0, ) can be derived
as (Petersen et al., 2019):

Vo7 (8,2) = Errpiro) | (R(T) — Q(6,))

(10)
 Vologp(:0) [R(T) > Q(6,¢)].

This gradient can be estimated using Monte Carlo sam-
pling:

Vo (0,c) = g = (11)
1

Q(0,¢) is the empirical (1 — €)-quantile of the reward func-
tion. By concentrating on the top € percentile of samples,
SymMaP emphasizes optimizing the best-performing so-
lutions in preconditioning, thereby obtaining the optimal
symbolic expressions for preconditioning parameters.

4.5. Deployment in Linear System Solver

After the training process, we obtained a symbolic expres-
sion for predicting the preconditioning parameter. The

learned formula is exceptionally concise and incurs min-
imal computational cost. Therefore, we directly compile
the learned policy into a lightweight shared object using
a simple script and then integrate it into the linear system
solver package (e.g., PETSc).

5. Experiments

We conducted comprehensive experiments to evaluate the
SymMaP framework, organized into three primary sections:
1. Assessment of three different preconditioners and opti-
mization goals across various datasets to determine the ef-
fectiveness of SymMaP algorithm, 2. Analysis of associated
computational cost and the interpretability of the learned
symbolic expressions, 3. Ablation studies of SymMaP.

Preconditioners: We considered three different precondi-
tioners and various optimization metrics: 1. SOR precon-
ditioner with the relaxation factor w (Golub & Van Loan,
2013); 2. SSOR preconditioner with the relaxation factor
w (Golub & Van Loan, 2013); 3. AMG preconditioner with
the threshold parameters 67 (Trottenberg et al., 2000).

Datasets: We investigated linear systems derived from five
distinct PDE classes: 1. Darcy Flow Problems (Li et al.,
2020), 2. Second-order Elliptic PDEs (Evans, 2022), 3.
Biharmonic Equations (Barrata et al., 2023), 4. Thermal
Problems (Wang et al., 2024). 5. Poisson Equations (Wang
et al., 2024). All cases except biharmonic equations yield
symmetric matrices. Notably, the non-symmetric matrices
from biharmonic equations are incompatible with SSOR
and AMG preconditioning techniques.

Baselines: We compared SymMaP against various parame-
ter selection methods for preconditioning. Specifically, the
comparison involved the following scenarios: 1. No matrix
preconditioning, 2. Default parameters in PETSc (Balay
et al., 2024), 3. Fixed constants, 4. Optimized fixed con-
stants.

Experiment Settings: All preconditioning procedures



Table 2: Comparison of average computation times (seconds) for SSOR with different w selections, and tolerance is le-7.
SymMaP 1 and 2 are the two learned expressions that achieved the highest reward function scores, with the best-performing

method highlighted in bold.

L. No PETSc default Fixed constant Fixed constant .
Dataset Matrix size Optimal constant SymMaP 1 ~ SymMaP 2
precondition w=1 w=0.2 w=1.38
Darcy Flow 4.9 x 103 4.18 0.488 0.757 1.09 0.448 0.412 0.523
Elliptic PDE 4.0 x 10* 23.9 10.5 14.7 8.72 8.68 7.70 7.74
Poisson 2.3x10%  2.12x1072 1.02x1072 1.93x1072 9.91x1073 9.89x1073 9.10x1073  9.92x1073
Thermal 2.8 x 103 2.34x107 1 2.69x1072 5.08x1072 9.87x1072 2.24x1072 213x1072  2.14x1072

Table 3: Comparison of average condition numbers for preconditioned matrices using different threshold parameter 6
selections in AMG. SymMaP 1 and 2 are the two learned expressions that achieved the highest reward function scores, with

the best-performing method highlighted in bold.

L No PETSc default Fixed constant Fixed constant .
Dataset Matrix size Optimal constant SymMaP 1 SymMaP 2
precondition 0r =0 07 =0.2 6r =0.8
Darcy Flow 1.0 x 10% 752862 8204 19146 11426 7184 4824 5786
Elliptic PDE 4.0 x 10* 6792 184.6 205.4 212.5 182.8 168.8 170.3
Poisson 1.0 x 10% 1242 4.55 68.85 68.85 4.55 3.72 3.72
Thermal 2.8 x 103 7325 11.9 627.2 627.2 9.91 9.71 9.71

were uniformly implemented using the C-based PETSc li-
brary (Balay et al., 2024) to maintain evaluation consistency.
The experiments were conducted within PETSc’s GMRES
linear solver framework (Golub & Van Loan, 2013), with
condition numbers computed through the built-in function
KSPComputeExtremeSingularValues.

Details on preconditioners, the mathematical forms of
datasets, and the runtime environment are available in Ap-
pendices B, D.1, and D.2, respectively. Information on the
generation of training datasets for the following experiments
and parameters of the SymMaP algorithm are outlined in
Appendices D.3 and D.4. The generated dataset and training
time are available in Appendix D.5. For an introduction to
related work, see Appendix A.

5.1. Main Experiments

In these experiments, as shown in Tables 1, 2, 3, we opti-
mized relaxation factors w in both SOR and SSOR precon-
ditioning, and threshold parameters 67 in AMG precondi-
tioning. For SOR and SSOR, we identified w values that
minimize computation time, forming the training dataset
for SymMaP to learn symbolic expressions that optimize
computational times for solutions. Similarly, for AMG, we
selected O values that minimize the condition number of
preconditioned matrices. Partial symbolic expressions can
be found in Appendix E.1.

Experimental results indicate that SymMaP consistently
outperforms all others across all experimental tasks. For
SOR, Table 1 shows that SymMaP reduces computation
times by up to 40% compared to PETSc’s default settings
and by 10% against the optimal constants. In SSOR, Table 2
shows that it cuts computation time and iteration counts by
up to 27%, over PETSc’s defaults, and achieves reductions
of 11% in time compared to optimal constants. For AMG,
Table 3 shows that SymMaP lowers the condition number
by up to 40% relative to PETSc’s defaults and 32% against
the optimal constants.

These results highlight SymMaP’s ability to effectively de-
rive high-performance symbolic expressions for various pre-
conditioning parameters, showcasing its broad applicability
and strong generalization across different preconditioning
tasks.

5.2. Comparison with Neural Network Performance

To evaluate the deployment overhead and prediction perfor-
mance of SymMaP, we compared it with a basic multilayer
perceptron (MLP) architecture. The MLP implementation
consists of three fully connected layers, taking PDE param-
eters as input and generating preconditioning parameters
as output. We employed RelLU activation functions and
trained the model using mean squared error (MSE) between
predicted and optimal parameters as the loss function. Both



Table 4: Comparison of the runtime required for symbolic
expression and MLP to predict the SOR relaxation factor
and the subsequent average solution time for linear systems,
using the Darcy flow dataset with a matrix size of 10* and
tolerance is le-5.

Solution time (s)
7.1e-1
7.1e-1

‘ Runtime (s)
5.1e-5
1.1e-5

MLP
Symbol

symbolic expression and MLP were executed in a CPU
environment to simulate a modern solver environment.

Table 5: Partial symbolic expressions learned from some of
the main experiments

Precondition Dataset Symbolic expression

SOR Biharmonic 1.0+ 1.0/(4.0 + 1.0/z2) + 1.0/z1
SOR Elliptic PDE 1.0 4 1.0/(z2 + 1.0 + 1.0/ (2 + 4.0))
SOR Darcy Flow 1.0+ 1.0/ (x4 + 1.0)

SSOR Elliptic PDE 1.0 + 1.0/ (22 + 1.2)

AMG Elliptic PDE (w123 +1)/7

As shown in Table 4, the runtime of symbolic expressions
learned by SymMaP was only 20% of that of the MLP, pri-
marily due to the poor performance of neural networks in a
pure CPU environment, highlighting SymMaP’s computa-
tional efficiency. Furthermore, the average solution times
for parameters predicted by both symbolic expressions and
MLP were closely matched. This demonstrates that sym-
bolic expressions possess equivalent expressive capabilities
to neural networks in this scenario, effectively approximat-
ing the optimal parameter expressions.

5.3. Interpretable analysis

In Table 5, we report a subset of the learned symbolic ex-
pressions, with the mathematical significance of the related
symbols detailed in Appendix E.2. More symbolic expres-
sions can be found in Appendix E.1. These symbolic expres-
sions are notably more concise and selective, not utilizing all
candidate parameters and symbols, which aids researchers
in analyzing their underlying relationships.

For instance, in the context of SOR and SSOR precondi-
tioning, empirical evidence suggests that smaller relaxation
factors should be chosen when diagonal components are
relatively small. Our experimental findings corroborate this:
for the second-order elliptical PDE dataset, the symbolic
expressions derived for SOR and SSOR preconditioning de-
pend solely on x5, with larger x5 values leading to smaller
predicted relaxation factors, exemplified by 1.0 + ﬁ
Here, =5 represents the coupling coefficient of the elliptical

Table 6: Ablation study examining the selection of mathe-
matical operators, comparing the effects on preconditioning
and training times. The first column lists the selected op-
erators, the second column shows the condition numbers
of preconditioned matrices derived from AMG parameter
predictions on the Darcy flow dataset (lower is better), and
the third column displays SymMaP training times.

Functionset Condition number  time(s)

+, —, X, <, poly 6803.8 15351

+, —, X, =+, sqrt, exp, log, pow, 1.0 7086.9 703.17

+, —, X, +, sqrt, exp, log, sin, cos, pow, 1.0 7172.6 635.82
+, —, +, 1.0, pow 7241.8 703.26

+, —, X, =+, sqrt, pow, 1.0 7271.1 746.80

+, —, X, +,pow, 1.0 7301.4 702.46

PDE, which directly influences the relative size of the non-
diagonal components of the generated matrix, whereas other
coefficients have minimal impact. As the coupling coeffi-
cient increases, the relative numerical of the non-diagonal
components increases, and the diagonal components reduce
correspondingly, aligning with empirical observations.

These experimental outcomes demonstrate that SymMaP
can derive interpretable and efficient symbolic expressions
for parameters, further aiding researchers in understanding
and exploring the underlying mathematical principles.

5.4. Ablation Experiments

We conducted an ablation study using SymMaP to evaluate
the impact of different mathematical operator selections, as
described in Table 6. In the main experiments, We utilized
the operator set {+, —, X, <+, sqrt, exp, log, pow, 1.0} listed
in the second row.

The results indicate that this selection of operators achieves
a balance between predictive performance and training time
efficiency, meeting our expectations. Furthermore, experi-
ments detailing the performance of SymMaP about varia-
tions in learning rate, batch size, and dataset size are docu-
mented in Appendix E.3.

6. Conclusions

In this paper, we propose SymMaP, a deep symbolic discov-
ery framework designed for predicting efficient matrix pre-
conditioning parameters. Experiments show that SymMaP
can predict high-performance parameters and is applica-
ble across a variety of preconditioning and optimization
objectives. Additionally, SymMaP is easy to deploy with
virtually no computational cost. We are confident in the
symbolic model’s immense potential for broad real-world
applications, especially in matrix preconditioning.



Impact Statement

This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
specifically highlighted here.
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A. Related work

A.1. Machine Learning for Algorithm Discovery

Machine learning has the potential to uncover implicit rules beyond human intuition from training data, enabling the
construction of algorithms that outperform handcrafted programs. Approaches to algorithm discovery in machine learning
encompass symbolic discovery, program search, and more. Specifically, program search focuses on optimizing the
computational processes of algorithms. For example, Mankowitz et al. (2023) explores the discovery of faster sorting
algorithms, while Chen et al. (2024) investigates efficient optimization algorithms.

In contrast, symbolic discovery aims to search within the space of small mathematical expressions rather than computational
streams (Petersen et al., 2019; Landajuela et al., 2021). This approach is analogous to an extreme form of model distillation,
where knowledge extracted from black-box neural networks is distilled into explicit mathematical expressions. Traditional
methods for symbolic discovery have relied on evolutionary algorithms, including genetic programming (Poli et al., 2008).
Recently, deep learning has emerged as a powerful tool in this domain, offering enhanced representational capacity and new
avenues for solving symbolic discovery problems (Schmidt & Lipson, 2009; Cranmer et al., 2020).

A.2. Neural Networks for Matrix Preconditioning

Recent studies have explored the use of neural networks to improve matrix preconditioning techniques. (Greenfeld et al.,
2019; Luz et al., 2020; Taghibakhshi et al., 2021) demonstrate the effectiveness of neural networks in refining multigrid
preconditioning algorithms, thus streamlining the computational process. (Gotz & Anzt, 2018) utilized Convolutional Neural
Networks (CNNs) for the optimization of block Jacobi preconditioning algorithms, while (Stanaityte, 2020) developed
corresponding Incomplete Lower-Upper Decomposition (ILU) preconditioning algorithms leveraging machine learning
insights. Although these algorithms achieved impressive results, they still face challenges such as limited interpretability
and reduced computational efficiency when deployed in pure CPU environments. This paper attempts to address these issues
by incorporating symbolic discovery into the framework.

B. Detailed introduction of matrix preconditioning

B.1. Overview of Matrix Preconditioning Methods

* Jacobi Method: The Jacobi preconditioner utilizes only the diagonal elements of a matrix to precondition a linear
system. By approximating the inverse of the diagonal matrix, this method is computationally simple and effective for
systems with strong diagonal dominance. However, its convergence rate can be slow, and its performance diminishes
for poorly conditioned or weakly diagonally dominant matrices. The Jacobi method is typically used as a baseline for
comparison with more sophisticated preconditioners (Saad, 2003).

¢ Gauss-Seidel (GS) Method: The Gauss-Seidel preconditioner improves upon the Jacobi method by considering both
the lower triangular and diagonal parts of the matrix in a sequential manner. Unlike the Jacobi method, which updates
all variables simultaneously, the GS method updates each variable in sequence using the most recent values. This leads
to faster convergence, especially for diagonally dominant matrices. However, the GS method can still struggle with
poorly conditioned systems, and its forward-only approach can limit performance in some applications (Saad, 2003).

* Successive Over-Relaxation (SOR): The SOR method builds on the Gauss-Seidel method by introducing a relaxation
factor w to accelerate convergence. This factor allows for over-relaxation (w > 1) or under-relaxation (w < 1), tuning
the method for faster performance on certain types of problems. SOR can significantly reduce the number of iterations
needed for convergence compared to both the Jacobi and GS methods, but choosing the optimal relaxation factor is
problem-dependent (Young, 1954).

¢ Symmetric Successive Over-Relaxation (SSOR): SSOR is a symmetric version of the SOR method, where relaxation
is applied in both forward and backward sweeps of the matrix. This bidirectional process improves stability and is
well-suited for use with iterative solvers like the conjugate gradient method, which requires symmetric preconditioners.
SSOR’s symmetry ensures that the preconditioner maintains the properties needed for efficient and stable convergence,
making it a popular choice for symmetric positive-definite systems (Golub & Van Loan, 2013).

¢ Algebraic Multigrid (AMG): AMG is an advanced preconditioning technique designed to handle large, sparse systems
of linear equations, especially those arising from the discretization of partial differential equations. Unlike traditional
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methods, AMG operates on multiple levels of the matrix structure, coarsening the matrix to form a hierarchy of smaller
systems that are easier to solve. Solutions on the coarser grids are then interpolated back to the finer grids. This
multilevel approach makes AMG highly efficient for large-scale problems, as it can dramatically reduce the number of
iterations needed to achieve convergence. AMG is often used in combination with methods like SSOR or Gauss-Seidel
as a smoother on each grid level, and it is particularly effective in cases where the problem exhibits a multiscale
nature (Ruge & Stiiben, 1987).

Relationship Among Jacobi, GS, and SOR Methods: The Jacobi method is the simplest of the three, using only diagonal
information. The GS method improves upon the Jacobi method by using both diagonal and lower triangular matrix elements
to achieve faster convergence. SOR further refines the GS method by introducing a relaxation factor to optimize the update
process. Both the GS and SOR methods can be seen as iterative improvements on the Jacobi method, with SOR offering a
more flexible and potentially faster alternative by adjusting the relaxation factor. SSOR extends SOR symmetrically, making
it suitable for use in more advanced iterative solvers like the conjugate gradient method (Saad, 2003; Golub & Van Loan,
2013).

B.2. Parameters in Matrix Preconditioning

The choice of preconditioning parameters significantly influences the effectiveness of the preconditioning process, especially
in the iterative solving of linear systems (Chen, 2005). Below, we discuss three specific preconditioning techniques—SOR,
SSOR, and AMG—focusing particularly on how their key parameters affect the preconditioning results.

B.2.1. RELAXATION FACTOR w IN SOR AND SSOR METHODS

In the SOR preconditioning method, the relaxation factor w is a critical parameter that determines the acceleration of
iteration. SOR evolves from the Gauss-Seidel method by introducing w to speed up convergence. The SOR iteration formula
is given by:

2D — (D 4+ wL) ! [(1 — w)Dz™ + wb — wUz®| | (12)

where D, L, and U are the diagonal, strictly lower triangular, and strictly upper triangular parts of the matrix A, respec-
tively (Golub & Van Loan, 2013).

The SSOR preconditioning method can be represented by the following formula:

1

Mssor = ———
SSOR = 0 w)

(D —wU)D (D —wL), (13)

where Mggor constitutes the preconditioner, and D, L, U, and w are defined similarly to their roles in the SOR method. This
symmetrical formulation enhances the stability and effectiveness of the preconditioning, particularly benefiting symmetric
positive-definite matrices by optimizing the convergence properties of the iterative solver (Golub & Van Loan, 2013).

The choice of w directly impacts the speed of convergence and the condition number of the matrix. Different problems and
scenarios often require different choices of w, which typically need to be determined based on the specific properties of the
problem and through numerical experimentation (Golub & Van Loan, 2013). In the PETSc library, the default relaxation
factor w for both SOR and SSOR is set to 1, at which point SOR degenerates to GS preconditioning.

B.2.2. THRESHOLD PARAMETERS 61 IN AMG

s

In the AMG method, the threshold parameter §7 determines whether the non-zero elements of the matrix are ”strong’
enough to be considered in the construction of a coarse grid during the multigrid process. This parameter is crucial for
establishing the connectivity between coarse and fine grids in the hierarchical multilevel structure (Ruge & Stiiben, 1987).

The AMG method solves the equation system through multiple levels of grids, each corresponding to a coarser version of
the original problem. During this process, the threshold parameter is used to determine whether a given non-zero matrix
element is strong enough to keep the corresponding grid points connected during coarsening.
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* A lower threshold often leads to more elements being considered as strong connections, which might increase the
complexity of the coarse grid but can help preserve the essential features of the original problem, thus improving the
efficiency and convergence of the multigrid method.

* A higher threshold might result in fewer strong connections, thereby reducing the complexity of the coarse grid.
However, this can weaken the effectiveness of the AMG method, especially in maintaining the features of the original
problem.

Different values of 61 directly influence the condition number of the preconditioned matrix. Selecting the appropriate
threshold parameter typically involves considering the specific structure and features of the problem, and adjustments are
made through experimental fine-tuning to achieve the optimal balance (Trottenberg et al., 2000). In the PETSc library, the
default threshold parameter 07 is set to 0.
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C. Algorithm Pseudocode

Algorithm 1 RNN-based Symbolic Discovery Process

Input: RNN with parameter 6, the library of tokens £

7T <[] parent(0), sibling(0) +— empty node xz( <+ parent(0)||sibling(0) // x is the concatenation of
parent and sibling nodes
ho <0 // Initialize hidden state of RNN

fort=1,2,--- do
(¢, ht) < RNN(x¢—1,ht—1;0) // ¢ is the categorical distribution of the next token
1y < ApplyConstraint(;, £, T) // Regularize the distribution
Sample token 7 ~ 1, if Arity(1;) > O then

// BArity(m;) denotes the number of operands of T;
parent(t) < T
sibling(¢) +— empty node

else
// When Arity(m) =0, go back to the last incomplete operator node
count+— 0 fori=t,t—1,...,1do
// Backward iteration
count < count + Arity(7;) —1 if count = 0 then
parent(t) < T;
L sibling(t) < ;11 break
if count = —1 then
// The expression sequence is complete
L break

| x < parent(t)||sibling(¢)
Output: Prefix expression sequence T

Algorithm 2 Deep Symbolic Optimization for Matrix Preconditioning Parameter

Input :RNN with initial parameter 8y, the library of tokens £, batch size N, iteration number J, risk factor €, and learning
rate o

0« 00

7«0

repeat

fori=1,2,...,Ndo

7" + SymbolicDiscover(8, L)

&* + {¢ in T as constant placeholder : R(7;¢&)} // Constant optimization

7" ¢+ ReplaceConstant(7 (%), £*)

Compute §; using 7@ and 0 // See Eg. (11)

Compute g as entropy gradient

0 — 0+ (g1 + g2) // Update the parameter

Train model: update pg via PPO by optimizing .J(6; €)

until 5 = J or convergence
Output : The best symbolic expression T*
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D. Experiment Settings

D.1. Datasets

1. Darcy Flow Problem

We consider two-dimensional Darcy flows, which can be described by the following equation (Li et al., 2020; Rahman et al.,
2022; Kovachki et al., 2021; Lu et al., 2022):

where K is the permeability field, & is the pressure, and f is a source term which can be either a constant or a space-dependent
function.

In our experiment, K (x, y) is generated using truncated Chebyshev polynomials. We convert the Darcy flow problem into a
system of linear equations using the central difference scheme of Finite Difference Methods (FDM) (LeVeque, 2007). The
coefficients of the Chebyshev polynomials serve as input features for our symbolic discovery framework.

2. Second-order Elliptic Partial Differential Equation

We consider general two-dimensional second-order elliptic partial differential equations, which are frequently described by
the following generic form (Evans, 2022; Bers et al., 1964):

LU = a11Uzz + Q12Ugy + Q22Uyy + 1U5 + a2uy + aou = f,
where ag, a1, a2, a11, a12, ag are constants, and f represents the source term, depending on z, y. The variables u, ug, 1,y

are the dependent variable and its partial derivatives. The equation is classified as elliptic if 4a11a22 > a2,.

In our experiments, a11, asq, a1, as, ag are uniformly sampled within the range (—1, 1), while the coupling term a5 is
sampled within (—0.01, 0.01). We then select equations that satisfy the elliptic condition to form our dataset. Similar to the
approach with the Darcy flow problem, we convert the PDE into a system of linear equations using the central difference
scheme of FDM. The coefficients ag, a1, az, a11, a2, ass serve as input features for our symbolic discovery framework.
When discussing SSOR preconditioning, we set a; and as to zero to ensure the resulting matrix remains symmetric.

3. Biharmonic Equation
We consider the biharmonic equation, a fourth-order elliptic equation, defined on a domain @ C R2. The equation is
expressed as follows (Ciarlet & Raviart, 1974; Glowinski & Pironneau, 1979; Barrata et al., 2023):

Viu=f inQ=1[0,a] x[0,b],

where V4 = V2V represents the biharmonic operator and f = 4.07% sin(7x) sin(7y) is the prescribed source term.

In our experiments, we construct the dataset by varying the solution domain 2 = [0, a] x [0, b]. We utilize the discontinuous
Galerkin finite element method from the FEniCS library to transform this problem into a system of linear equations (Barrata
et al., 2023). The parameters a, b of the domain serve as input features for our symbolic discovery framework.

4. Poisson Equation

We consider a two-dimensional Poisson equation, which can be described by the following equation (Wang et al., 2024;
Hsieh et al., 2019; Zhang et al., 2022):

Viu=f inQ=]0,1>
Physical Contexts in which the Poisson Equation Appears: 1. Electrostatics; 2. Gravitation; 3. Fluid Dynamics.

In our experiments, we address the Poisson equation within a square domain , where both the boundary conditions on
all four sides and the source term f on the equation’s left-hand side are generated using third-order truncated Chebyshev
polynomials. The finite difference method with a central difference scheme is employed to discretize the equation into a
linear system. The Chebyshev coefficients serve as parameters for our symbolic discovery framework (Driscoll et al., 2014).

5. Thermal Problem
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We consider a two-dimensional thermal steady state equation, which can be described by the following equation (Wang
et al., 2024; Sharma et al., 2018; Koric & Abueidda, 2023):

o’T  0*T —0
ox2 = oy2

where T is the temperature. We examine the steady-state thermal equation in thermodynamics. As with the previous
equation, we still solve this equation in the square domain. The boundary temperatures on the left and right boundaries are
determined by random values ranging from -100 to 0 and 0 to 100, respectively. The top and bottom boundary temperature
functions are generated by third-order truncated Chebyshev polynomials. The boundary temperature and the coefficients of
the Chebyshev polynomials serve as parameters for our symbolic discovery framework.

D.2. Environment

To ensure consistency in our evaluations, all comparative experiments were conducted under uniform computing environ-
ments. Specifically, the environments used are detailed as follows:

1. Environment (Env1):

¢ Platform: Windows11 version 22631.4169, WSL
* Operating System: Ubuntu 22.04.3
* CPU Processor: AMD Ryzen 9 5900HX with Radeon Graphics CPU, clocked at 3.30GHz

2. Environment (Env2):

* Platform & Operating System: Ubuntu 18.04.4 LTS

¢ CPU Processor: Intel(R) Xeon(R) Gold 6246R CPU at 3.40GHz
* GPU Processor: GeForce RTX 3090 24GB

* Library: CUDA Version 11.3

Speed tests for solving linear systems were performed in Env 1, while all training related to symbolic discovery was
conducted in Env 2.

D.3. Training Data Generation

We employed an adaptive grid search to generate the training dataset. Initially, we traversed a coarse grid, sampling every
0.05, and from this dataset, we selected the three points with the smallest values. Subsequently, we conducted a finer grid
search around these points, sampling every 0.001, to identify the point with the minimum value, which we designated as our
optimal parameter. Particularly, after experimental validation confirmed the dataset’s convexity, we utilized a binary search
sampling method for a dataset derived from the second-order elliptic equation’s SOR preconditioning. Starting with points
at 0.0, 1.0, and 2.0, we compared these values. If the value at 0.0 was lowest, we computed at 0.5; if at 2.0, then at 1.5; and
if at 1.0, then at both 0.5 and 1.5. This process was repeated until achieving a minimum point with a precision of 0.001.

For SOR preconditioning, we evaluated second-order elliptic equations, Darcy flow equations, and biharmonic equations,
with solution time as the metric for optimal preprocessing parameters, achieved by minimizing solution time using the
previously described grid method. In SSOR preconditioning, applied to second-order elliptic and Darcy flow equations, we
utilized a hybrid metric that combined normalized computation time and iteration counts, aiming to simultaneously optimize
both iteration counts and solution times. For AMG preconditioning, also examined with second-order elliptic and Darcy
flow equations, we used the condition number of the preconditioned matrix as the metric, where a lower value indicates
better performance.
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D.4. Parameters of SymMAP

Experimental Setup. SymMAP is implemented using the LSTM architecture with one layer and 32 units. More details
about the hyperparameters are provided in Table 7.

Table 7: Hyperparameters of SymMAP (Default Model)

Hyperparameter Value
Number of LSTM layers 1
Number of LSTM units 32
Number of training samples 2,000,000
Batch size 1,000
Risk factor € 0.05
Minimal expression length 4
Maximal expression length 64
Learning rate 0.0005

Weight of entropy regularization 0.03

Restricting searching space. We employ specific constraints within our framework to streamline the exploration of
expression spaces effectively and ensure they remain within practical and manageable bounds:

1. Bounds on expression length. To strike a balance between complexity and manageability, we set boundaries for
expression lengths: a minimum of 4 and a maximum of 64 characters. This ensures that expressions are neither overly
trivial nor excessively complicated.

2. Constant combination. We restrict expressions such that the operands of any binary operator are not both constants.
This is out of the simple intuition that, if both operands are constants, the combination of the two can be precomputed
and replaced with a single constant.

3. Inverse operator exclusion. We preclude unary operators from having their inverses as children to avoid redundant
computations and meaningless expressions, such as in log(exp(x)).

4. Trigonometric Constraints. Expressions involving trigonometric operators should not include descendants within
their formulation. For instance, sin(x + cos(x)) is restricted because it combines trigonometric operators in a way that
is uncommon in scientific contexts.

D.5. Computational Time for Related Algorithms

¢ Dataset Generation Time:

Darcy Flow Problem: 40 hours

Second-order Elliptic Partial Differential Equation: 40 hours

Biharmonic Equation: 100 hours

Poisson Equation: 6 hours
Thermal Problem: 6 hours

e SymMAP Execution Time: For each run, 1000 iterations are performed.

— Without polynomials in the Token Library: approximately 800 seconds.
— With polynomials in the Token Library: approximately 2600 seconds.
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E. Experimental Data and Supplementary Experiments
E.1. Symbolic Expressions from Main Experiments
This section documents some of the learned expressions from the main experiments, corresponding to ”SymMaP1” in
Tables 1, 2, and 3.
* Second-order elliptic PDE problem, AMG preconditioning:

r1T3 + 1.0

Parameter meanings: x1-x¢ represent the coefficients a11, ajo, as2, a1, as, and ag in the second-order elliptic equation.

* Second-order elliptic PDE problem, SSOR preconditioning:

)(—0.217852F — 63.611823 x5 + 0.206541z 725 — 0.23566727 74

+0.26947222 — 967.517x 25 — 61.22912 2023 + 1.6820521 x024 + 5.079252 25
—0.022132271 23 — 0.454257x1 7374 — 0.069375621 73 + 0.411528z ;27 + 0.0311608z ;4
— 7.5343921 + 9506.473 — 468.735x523 — 154.8852524 + 410.22323 — 25.5913z023
+ 7.92627xo314 + 5308281013 + 3.82512x023 — 7.0487x914 — 0.61250725 — 0.18043223
— 0.0462734x324 4 0.310649x3 + 0.257121232% — 0.09623362314 — 3.860123 + 0.1390623
—0.389893x7 + 0.3144x4 — 0.0111835)

Parameter meanings: x1-x4 represent the coefficients a1, a12, ase, and aq in the second-order elliptic equation.

* Darcy flow problem, SSOR preconditioning:

1.0
l’l(I14 + 1‘4) + 1.0

Parameter meanings: x1-x1¢ represent the 16 coefficients of a second-order truncated Chebyshev polynomial in two
dimensions, ordered as follows: 1, z, 22, 23, v, zy, 22y, 23y, v2, zy?, 222, 2342, v3, 2v3, 229>, and 23y>.

* Darcy flow problem, AMG preconditioning:
1.0

1.0
L0+ z16+Ts+w3+2.0

1.0+

Parameter meanings: x;-x;¢ represent the 16 coefficients as described above.

* Biharmonic Equation, SOR preconditioning:

4
I.OIQ
1.0
(—4;102 —1.0+ L0 * )

2

Parameter meanings: x; and x5 represent the length and width of the equation’s boundary, respectively.
* Biharmonic Equation, AMG preconditioning:

1.0 1.0

1.0+ 43.0 n 1.032:-1.0 ?2

Parameter meanings: x; and x5 represent the length and width of the equation’s boundary, respectively.
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E.2.

Poisson Equation, SOR preconditioning:

\/exp (fﬂs + expl(éoexp(x?))>

Parameter meanings: x1-zg represent the coefficients of two second-order truncated Chebyshev polynomials for the
boundary functions.

Poisson Equation, SSOR preconditioning:

1.15024107160485 (0.10650697891920122 + 1)'/*°

Parameter meanings: x1-zg represent the coefficients of two second-order truncated Chebyshev polynomials for the
boundary functions.

Poisson Equation, AMG preconditioning:
1.0

x% + 7.0

Parameter meanings: x1-zg represent the coefficients of two second-order truncated Chebyshev polynomials for the
boundary functions.

Thermal problem, SOR preconditioning:

o, (0-T78800783071405 1/4
(1 —we)t/4

Parameter meanings: x1-x4 represent the coefficients of the Chebyshev polynomial for the boundary temperature
function on the upper and lower boundaries, while x5 and x¢ represent the coefficients for the boundary temperature
function on the left and right boundaries.

Thermal problem, SSOR preconditioning:

0 1.0
log (4.0(1 — 0.5x¢)?)

Parameter meanings: x1-x4 represent the coefficients of the Chebyshev polynomial for the boundary temperature
function on the upper and lower boundaries, while x5 and x¢ represent the coefficients for the boundary temperature
function on the left and right boundaries.

Thermal problem, AMG preconditioning:

1.0
2.71828182845905 exp(0.135335283236613x6) + 8.15484548537714

Parameter meanings: x1-x4 represent the coefficients of the Chebyshev polynomial for the boundary temperature
function on the upper and lower boundaries, while x5 and x¢ represent the coefficients for the boundary temperature
function on the left and right boundaries.

Interpretable Analysis Details

As shown in Table 8, the variables are defined as follows: in the first row, 1 and x» represent the size of the boundary for
PDE solutions; in the second row, xs represents the coefficient of a second-order coupling term; in the third row, x4 is the
coefficient of the fourth x-term multiplied by the first y-term in a two-dimensional Chebyshev polynomial; in the fourth

row,

9 again denotes the coefficient of a second-order coupling term; in the fifth row, x1x3 signifies the coefficient of a

second-order non-coupling term.
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Table 8: Symbolic expressions learned from the main experiments

Precondition Dataset Symbolic expression

SOR Biharmonic 1.0+ 1.0/(4.0 +1.0/z3) + 1.0/21
SOR Elliptic PDE 1.0 + 1.0/(z2 + 1.0 + 1.0/(z2 + 4.0))
SOR Darcy Flow 1.0+ 1.0/(z4 + 1.0)

SSOR Elliptic PDE 1.041.0/(z2 + 1.2)

AMG Elliptic PDE (123 +1)/7

E.3. Analysis of Hyperparameters

The performance of SymMaP is primarily influenced by the learning rate of the RNN, batch size, and dataset size. We
conducted experiments to study the impact of these hyperparameters.

Symbolic Learning RNN Parameters:

Table 9: Performance comparison of SymMaP under various symbolic learning RNN parameters (lower condition numbers
are preferable). The experiment focuses on optimizing AMG preconditioning coefficients in the Darcy Flow dataset.

Learning Rate  Batch Size Condition number Training time(s)

500 6780 1173.09

0.01 1000 5168 863.51

2000 6898 522.80

500 5935 1104.16

0.001 1000 11774 676.40
2000 5935 505.85

500 4718 1026.45

0.0005 1000 5935 703.17
2000 5935 549.36

500 12228 1324.00

0.0001 1000 7508 837.18
2000 6884 603.62

Results in Table 9 indicate that an appropriate combination of RNN learning rate and batch size can enhance performance.
Dataset size:

Table 10: Performance comparison of SymMaP across varying dataset sizes (lower condition numbers indicate better
performance). The experiment evaluates the optimization of AMG preconditioning coefficients for the Darcy Flow dataset.

Dataset size  Condition number Training time (s)

10 7032 669.68
50 6980 737.80
100 4892 812.02
500 3811 699.54
1000 5345 703.17

Table 10 demonstrates that increasing the dataset size enhances the performance of symbolic expressions learned by SymMaP,
as expected.

20



