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Abstract

We introduce a new graph diffusion model for small drug molecule generation
which simultaneously offers a 10-fold reduction in the number of diffusion steps
when compared to existing methods, preservation of small molecule graph motifs
via motif compression, and an average 3% improvement in SMILES validity
over the DiGress model across all real-world molecule benchmarking datasets.
Furthermore, our approach outperforms the state-of-the-art DeFoG method with
respect to motif-conservation by roughly 4%, as evidenced by high ChEMBL-
likeness, QED and newly introduced shingles distance scores. The key ideas
behind the approach are to use a combination of deterministic and random subgraph
perturbations, so that the node and edge noise schedules are codependent; to
modify the loss function of the training process in order to exploit the deterministic
component of the schedule; and, to “compress” a collection of highly relevant
carbon ring and other motif structures into supernodes in a way that allows for
simple subsequent integration into the molecular scaffol

1 Introduction

Graphs are fundamental data structures used to model a wide range of complex interactions, including
molecules and drugs, biological pathways, and social and co-purchase networks Wu et al.| [2021],
Zhang et al.|[2024], Yang et al.|[2024], Waikhom and Patgiri| [2021]]. Hence, the ability to generate
graphs that accurately capture domain-specific distributions is of great significance [I'sai et al.|[2023]],
You et al.|[2018], (Gamage et al.|[2020]. While generative models for images and texts are being
used with great success|Dhariwal and Nichol|[2021]], Ho et al. [2022], Waikhom and Patgiri| [2021]],
graph generation remains a challenging frontier due to the discrete nature of the models, the need
for permutation invariance and other distinctive properties |Velikonivtsev et al.| [[2024]], |[Wang et al.
[2023]]. This is particularly the case when trying to generate graph samples that innovate molecular
compounds Jin et al.|[2018]], [Mitton et al.[[2021]],|Vignac and Frossard| [2021]], Gomez-Bombarelli
et al.| [2018]], Kwon et al.| [2020], [Wu et al.[[2024], |You et al.| [2018], |[Liao et al.[[2019]], Segler
et al. [2018]], Popova et al.|[2019], Madhawa et al.|[2019]], Zang and Wang| [2020]], in which case
the generated samples can fail to obey necessary biochemical and physical constraints and preserve
important motif compounds.

One way to address these challenges is to use diffusion models [Sohl-Dickstein et al.| [2015]], Ho
et al.[[2020], [Fan et al.| [2023]], Chen et al.| [2024], Trippe et al.|[2023]], [Haefeli et al.| [2023]], [Niu
et al.| [2020b]], [Huang et al.| [2022], [Liu et al.| [2024c] which rely on a gradual noise injection process
that perturbs the input samples and then reverses the process using a learned denoising network.

'The link to the code can be found at: https://github.com/lickon/Discrete-Graph-Generation

39th Conference on Neural Information Processing Systems (NeurIPS 2025).


https://github.com/liekon/Discrete-Graph-Generation

In the context of small molecule drug generation, existing methods focus on discrete diffusion in
order to avoid the loss of key structural properties that arise when embedding graph structures
into continuous spaces [Niu et al.|[2020a], Jo et al.| [2022b]. Discrete diffusion models incorporate
“transition mechanisms” that explicitly consider the categorical attributes of nodes and edges, ensuring
fine-grained structural changes during the noise injection process Liu et al.|[2024b], Xu et al.|[2024a].
They also allow for continuous and discrete denoising steps that diversify the outputs Huang et al.
[2022],|Vignac et al.|[2023]], Jo et al.|[2022a]]. However, they also typically require a very large number
of diffusion steps, resulting in large running times and extremely slow graph generation Kong et al.
[2023]]. More importantly, they lead to structures that have low chemical validity even when measured
through exceptionally coarse SMILES nomenclature constraints Hoogeboom et al.| [2022], Liu et al.
[2021]. Most learning methods consequently fail to produce molecules that can be chemically
synthesized or that can properly dock on target proteins.

One well-known graph diffusion method, DiGress [Vignac et al.| [2023]], relies on a cosine noise
injection mechanism that controls the amount of perturbations during the different diffusion steps.
In the process, every node and edge in the graph is allowed to be modified at each step. DiGress
evaluates the generated drug sample quality through SMILES validity, novelty, and uniqueness all of
which provide a highly limited measure of the utility of molecules. Also, the training and sampling
time of the method is excessive. Furthermore, in its current form, and unlike some nondiffusion
based methods |Jin et al.|[2018]],[Simonovsky and Komodakis| [2018]], Mitton et al.| [2021]], [Vignac
and Frossard|[[2021], (Gomez-Bombarelli et al.| [2018]], Kwon et al.|[2020], Wu et al.| [2024]], |You et al.
[2018], Liao et al.|[2019]], Segler et al.|[2018]], Popova et al.| [2019], DiGress cannot preserve the
structures and frequencies of important drug network motifs (including carbon rings, which are the
most important building blocks of organic molecules).

We describe a new small molecule drug diffusion model, Diffusion Models for Molecular Motifs,
DMol, which significantly outperforms DiGress across all benchmarking datasets in terms of running
time, SMILES validity, and novelty scores and at the same time, allows for network motif preservation
via compressed representations of subsets of motifs. At the same time, the DMol improves the more
informative chemical validity scores when compared to the very recent state-of-the-art DeFoG |Qin
et al.|[2025]] method by roughly 4%, since the latter cannot guarantee preservation of motifs. Its main
features are as follows:

1. DMol directly relates the diffusion time-steps with the number of nodes and edges that are
allowed to undergo state changes in that step. This approach effectively increases the learning rate of
the model as it learns increasingly larger submodels in a gradual manner. It also significantly reduces
the time required for molecule generation, leading to an order of magnitude reduction in the number
of steps required by diffusion models.

2. The number of nodes and edges that DMol perturbs at each step is deterministic, but the nodes
themselves are selected at random. Furthermore, the perturbed edges are confined to the subgraph
induced by the selected vertices, which couples the node and edge perturbations and leads to better
preservation of subgraph structures.

3. DMol uses new penalty terms in the objective function that penalize mismatches in the determin-
istic counts of nodes and edges perturbed during the forward and backward steps. Such penalties lead
to poor results when the number of perturbed nodes is random, as in DiGress and other methods, and
motivates the use of a mixed deterministic/random noise schedule. This allows for further “forced
motif” preservation and a more flexible control of the noise schedule/distribution, as evidenced by a
straightforward theoretical analysis.

4. One of the most important features of DMol is motif compression which allows one to con-
vert chemically important node motifs into supernodes that are diffused similarly to regular atom
nodes. The chosen motifs (which are mostly carbon rings) have the property that they can always be
reattached to the molecular scaffold, and the number of such molecules is bounded to retain compu-
tational savings guaranteed by the first three innovations. Due to their careful chemical selection,
only one type of bond is possible during reconstruction, and “decoding” is extremely simple. Motif
compression differs both from JT-VAEs Jin et al|[2019] and ring freezing proposed in DiGress
(which failed to perform in a satisfactory manner), since in our case one is still allowed to directly
replace one valid motif structure by a single atom or another valid motif structure (in addition, the
choices of substructures used differ widely).



As a result, DMol improves the SMILES validity of DiGress by roughly 3% over all real-world
molecular benchmarking datasets while keeping the number of diffusion steps at an order that is one
magnitude smaller. At the same time, the significantly more meaningful chemical likeness scores
(e.g., RDKit’s|Landrum et al.|[2006] ChREMBL likeness, QED and shingle distances, which indicate
how likely the generated molecule is to have desired chemical motifs and similar biological activity
properties) of DMol are consistently better than those of DiGress. These scores for DMol are roughly
4% higher, on average, than those of the recent state-of-the-art flow matching method DeFoG Qin
et al.|[2025], since the latter does not tend to preserve chemical motifs.

As a final remark, it is important to point out that in the biochemistry literature, it has been long
recognized that SMILES validity optimization may not be as practically relevant from the chemical
synthesis/properties point of few; motif, and especially carbon ring structure preservation, is deemed
much more important, but tangible evaluation metrics for true chemical validity are still lacking. See
for example the recent work [Skinnider [2024] that discusses pros and cons of SMILES validity.

2 Related Works

Viewing small molecules as graphs has inspired a myriad of generative models for drug design,
including JT-VAE |Jin et al.| [2018]], MoFlow Zang and Wang| [2020], CDGS Huang et al.| [2023],
EDM Hoogeboom et al.|[2022]], etc (Cornet et al.|[2024], [Shi et al.|[2021]], | Xu et al.| [2024a], |Chen
et al.| [2023]], Wu et al.| [2022], Bao et al.|[2023]], You et al.| [2018]], |Liao et al. [2019]], Mercado et al.
[2021]], [Segler et al.| [2018]], [Kwon et al.| [2020], Jensen|[2019], Jo et al.|[2024].

Furthermore, numerous surveys on the subject are readily available [Tang et al.| [2024]], Du et al.
[2022], |Yang et al.| [2024]]. We partition and review prior works on generative models for drug
discovery based on the methodology used.

Traditional Methods. Traditional approaches to graph-based molecular generation relied on the
use of Variational Autoencoders (VAEs) as generative models Jin et al.| [2018]], Simonovsky and
Komodakis|[2018]], [Mitton et al.| [2021]],[Vignac and Frossard|[2021]], Gémez-Bombarelli et al.|[2018]],
Kwon et al.|[2020], Wu et al.|[2024]]. VAEs comprise an encoder that maps the input graph into a
latent space and a decoder that reconstructs the graph from the latent embedding. Many methods
also involve autoregressive models, which generate molecular graphs by sequentially predicting the
next element in the sequence based on previous outputs You et al.|[2018]],[Liao et al.|[2019],|Segler
et al. [2018]],[Popova et al.|[2019]]. On the other hand, flow-based methods leverage the concept of
normalizing flows for graph generation|Madhawa et al.|[2019], [Zang and Wang|[2020], Luo et al.
[2021b], Lippe and Gavves| [2021], [Shi* et al.|[2020]]. These techniques apply a series of invertible
transformations to model complicated distributions based on simpler ones (such as a Gaussian).
Additionally, Generative Adversarial Networks (GANSs) approaches have also been used for molecule
generation |De Cao and Kipf|[2018]], L.ukasz Maziarka et al.| [2019]], Martinkus et al.| [2022a]]. GANs
include a generator, which learns to create realistic molecular graphs, and a discriminator, which
learns to differentiate between real and generated samples.

Diffusion-Based Methods. Diffusion models for graph generation can be broadly categorized as
follows. Denoising Diffusion Probabilistic Models (DDPM) utilize a Markov chain for the diffusion
process Vignac et al.|[2023]], Xu et al.|[2022], [Liu et al.|[2024b]], Xu et al.[[2024a]], Liu et al.| [2024a]],
Hoogeboom et al.| [2022]],Jo et al|[2024]. Score-Based Generative Models (SGM) leverage score
matching techniques to model the data distribution, and generate graphs by reversing a diffusion
process guided by the score of the data distribution [Luo et al.|[2021a]], (Chen et al.|[2023]], Wu et al.
[2022]. Furthermore, by replacing discrete time steps with continuous time, one can use stochastic
differential equations to model the diffusion and denoising processes Jo et al.| [2022a], [Lee et al.
[2023]),|[Huang et al.[[2023]], Bao et al.[[2023]]. Furthermore, studies have shown that different noise
schedules may significantly affect molecule generation quality |Shi et al.|[2025]], Nichol and Dhariwal
[2021]]. Comprehensive surveys on the subjects include Mengchun Zhang et al.|[2023]], [Fan et al.
[2023]], (Chen et al.[[2024].

DiGress |Vignac et al.[[2023]] uses a denoising diffusion probabilistic model within a discrete state
space and is considered one of the practically effective models for molecular generation tasks. It
represents graphs in the discrete space of node and edge attributes by assigning categorical labels to
each node and edge. DiGress models the noise addition process as a Markov process, where each
node and edge label evolves independently of the others. This assumption mirrors the approach in
image-based diffusion models. Denoising is performed using a graph transformer network, trained by



minimizing the cross-entropy loss between the predicted probabilities for nodes and edges and the
ground-truth graph. The transformer network reconstructs a denoised graph from a noisy input. To
generate new graphs, a noisy graph is first sampled according to the model’s limiting distribution, and
the trained denoising transformer is then used to produce a graph with the desired properties. The
DiGress model is discussed further in Section Bl

DisCo Xu et al.|[2024b] uses discrete-state continuous-time diffusion, addressing limitations of
discrete-time approaches like DiGress. The model formulates graph generation as a continuous-time
Markov Chain (CTMC) that preserves the discrete nature of graph-structured data while enabling
flexible sampling trade-offs. Unlike discrete-time models with fixed sampling steps, DisCo can adjust
sampling steps after training without retraining the model. DisCo enables numerical approaches
like 7-leaping for efficient simulation of the reverse process, allowing practitioners to dynamically
balance generation quality and computational efficiency during inference. Despite its innovations,
DisCo suffers from quadratic computational complexity with respect to the number of nodes, limiting
its scalability for generating large graphs. Moreover, DisCo reduces the number of sampling steps at
the cost of degraded generation quality.

Flow Matching-based Methods. Flow Matching (FM) has recently emerged as an alternative to
diffusion models for generative tasks Lipman et al.| [2023]],|Dao et al.|[2023]]. FM frameworks define
continuous probability paths between a simple prior distribution and the target data distribution,
offering comparable performance and efficiency compared to diffusion-based approaches. To address
discrete state spaces, Discrete Flow Matching (DFM) formulations have been developed |Gat et al.
[2024], providing a streamlined approach with more flexible sampling procedures. DeFoG |Qin
et al| [2025] extends the DFM framework specifically for graph generation tasks. It employs a
linear interpolation noising process and a CTMC-based denoising process while preserving the
inherent symmetries of graphs. The key innovation in DeFoG is its disentanglement of training and
sampling stages, which enables independent optimization of each component. Despite its innovation,
DeFoG still requires dataset-specific hyperparameter tuning for optimal sampling strategies, making
its adoption potentially challenging for new graph domains without extensive experimentation.
Importantly, experiments to be described in this work reveal that DeFoG under-performs on key
biochemical motif molecular property metrics such as QED.

3 DMol Diffusion
3.1 Review of Standard Graph Diffusion Models

The focal concept in diffusion models is the noise model ¢, designed to enable 7" forward diffusion
steps. Graph diffusion relies on progressively introducing noisy perturbations to an undirected graph
GY, encoded as z, resulting in a sequence of increasingly noisy data points (z!,...,z7). The noise

addition process is Markovian, which translates to ¢(z, ...,z7 | z°) = Hthl q(z! | zt71).

More precisely, the encoding of a graph involves categorical information about the nodes V' and
vertices E of the graph G = (V, E'). The assumptions are that each node belongs to one of a classes
and is represented as a one-hot vector in R*. The same is true for edges, which are assumed to
belong to one of b classes (with one class indicating the absence of the edge). We follow the notation
from Vignac et al.[[2023]], where x; is used to denote the one-hot encoding of the class of node 7. The
one-hot encodings are arranged in a node matrix X of dimensions n X a. Again, in a similar manner,
edges are encoded into a tensor E of dimension n x n x b. The Markovian state space for each node
and edge is the set of classes of the nodes and edges, respectively. With a slight abuse of notation, x;
stands for the class (state) of node [, while e;, stands for the class (state) of edge [s.

Diffusion is performed separately on nodes and edges, while the noisy perturbations in the forward
process are governed by a state transition matrix. For node-level noise we use transition matrices

(Q%,..., Q)T() where each entry [QY%] i; defines the probability of an arbitrary node transitioning
from state ¢ to state j at time step £. A similar model is used for edges, where the transition matrices
(QL, - .., Q%) describe the probabilities [Q%;]; ; of an arbitrary edge transitioning from state ¢ to state

4. Formally, [Q%]i; = q(z' = j | 2'~! = i) and [Q%];; = q(e’ = j | e!~! = i), where z and e
correspond to a generic node and edge, while the superscript indicates the time stamp.

Consequently, the transition probability at time ¢ is given by ¢(z' | z'~') = z'~'Q’, where z
stands for either x or e and the subscript of Q is set accordingly. Adding noise to a graph G*~! at



time ¢ — 1 results in a new graph G! = (X*, E'), and involves sampling each node and edge class
from a categorical distribution succinctly described as ¢(G* | G*~1) = (X*7'Qk, Etleiﬁ) and
q(G'| 6% = (Xoﬁ;,EOGE), where 6; =Q%...Q% and 6]&9 = QJ ... Q.. The state transition
matrices are invertible, which ensures the reversibility of the noise model: the graphs at time ¢ and

time O can be transformed into each other using the state transition matrix. Reversibility guarantees
consistency between the forward and backward processes and simplifies backward denoising.

A common issue with most known diffusion models is the large number of steps needed for conver-
gence |Hang et al.|[2023]],[Wang et al.|[2024]]. For large training sets the computational complexity
may be overwhelming (see our Results section). Hence, the first important question is how to reduce
the number of diffusion steps for graph generation, and at the same time, preserve the chemical utility
of the model. These issues are addressed by DMol.

3.2 DMol Forward Noise Adding Strategy

The key idea behind our approach is as follows: at each forward diffusion step ¢, we randomly select
N (t) nodes and M (t) edges from G° contained in the complete subgraph induced by the selected
nodes (note that the absence of an edge is represented by a special label so that we are effectively
dealing with a complete graph), and change their classes according to fixed state transition matrices
Q and Qj;, respectively, to obtain the graph G*. Here, N (t) and M (¢) are deterministic functions
of the time step index ¢. Note that we effectively run the diffusion process on a determinist number
of randomly selected subsets of nodes and edges, with the perturbed edges confined to the subgraph
induced by the selected nodes. This effectively couples the node and edge diffusion processes.

Selection of N(t) nodes & M(t) edges
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(a) At each time step ¢, we randomly select a predeter-  (b) DMol diffusion relies on randomly selecting N ()
mined deterministic number of nodes and add noise nodes and M (t) edges from the subgraph induced by
only to the class labels of these nodes and a fixed num-  the N (¢) nodes at each time step ¢, and diffusing their
ber of edges in the subgraph induced by the nodes.  labels to generate a noisy graph G*. The denoising
Both selection numbers are controlled by the time in-  network ¢ learns to predict the denoised graph from
dex t. The top row depicts how the number of selected G'. During inference, the denoised graph is combined
nodes N (t) and edges M (t) of the selected subgraph  with q((_jf*1 |gA’f7 (_jO) to predict G* .

evolves with ¢ (we setn =6,k = 2,r = 0.2).

Figure 1: (a) The forward process; (b) DMol illustration.

For N(t) and M (t), we adopt cosine schedules, N(¢) = [(1 — a)n] and M(t) = |(1 —
) N(t) (N(t) — 1)0.57], where a = cos?(0.57(t/T + ¢)/(1 + ¢)), and n stands for the the
number of nodes in the graph, r is a hyperparameter and c is a small positive constant. The total
number of diffusion steps is fixed at 7' = k n, where k is a small hyperparameter (typically set to 1
or 2 so as to keep the number of diffusion steps as small as possible; details behind the selection of
appropriate values of & can be found in Appendix [G.3). The maximum number of diffusion steps is
proportional to the number of nodes n (typically around 40 for small molecule drugs). Hence, DMol
requires significantly fewer diffusion steps than other methods, such as Digress (which requires 500
or 1000 steps), and adapts itself to the size of the graph.

Additionally, our forward process constrains the class changes of edges to the subgraph induced
by the nodes that underwent a state change. This ensures that the sets of altered nodes and edges
are co-dependent. Still, once the selections are made, the actual state changes of nodes and edges
are governed by independent processes. We next turn our attention to the choice of the transition
probability matrices. The results of DiGress |Vignac et al.|[2023]] have shown that making the



transition probability from class 7 to class j proportional to the marginal probability of class 7 within
the training dataset results in more effective learning of the true data distribution compared to when
using uniform transitions. We follow the same procedure and define the marginal probabilities of node
classes in the training dataset as m, € R'*“ and those of edge classes as m, € R1*?, respectively.
Hence,

QX[Z,_]] = {Zg¢i m, [{]’ if 2 7é 7,

m, [j] ifi+j
.. ) s
Qpli, j] = { Zewimell]
0, if i = j. sli-J]

0, if i = j.
During the forward process, we compute the distributions of all node and edge classes after state
transitions. However, we only focus on the distributions corresponding to the selected N (¢) nodes

and M (t) edges, sampling from these distributions to update their states. We preserve the states of
the remaining nodes from the previous step. Algorithm[T|and Figure[Tb|illustrate our forward process.

Algorithm 1 Forward Process

Input: G° = (X° E°), state
transition matrices Qx&Qpg,

Algorithm 2 Sampling Process

Input: Denoising Network ¢, node&edge class distribu-
tion m? = [p7""]&m? = [p¢”], state transition matrices

node&edge selection functions Qx&Qp%.
N()&M(:). Process:_
Process: Sample G from mZ x m?.

Samplet € {1...T'}. fort =T to 1do

Sample G (Xt Et) from z « f(G',t) {Structural and spectral features}.
X°Qy x E°Q,. P50 « ¢o(Gt, 2, t, Ry, Re) {Prediction}.
Calculate u = N(t) and v = Sample G° = (XO,EOB froml pX x ﬁEd .

~ ~t—1 ~t— A A
M¢). Sample G~ = (X' E ) fromX Qy x E Qp.

Randomly select u nodes and v
edges from the subgraph induced
by the u nodes and generate “fil-
ter” matrices K, and K, which
serve as indicators of the selec-
tions.

Set G! = G° and replace K, X"

Calculate u = N(t — 1),v = M(t — 1).
Randomly select © nodes and v edges from the subgraph
induced by the u nodes and generate corresponding “fil-
ter” matrices K, and K..

N ~ At—1 ~
Set G*7! = G° and replace K,X ~ with K$Xt 1,

KE ' withK.E "

with K, X', and K E' with K,E'. _ end for

3.3 Denoising/Sampling Process

During the denoising process, we first sample a random graph based on the marginal distributions
of nodes and edges at t = T'. This random graph is then used as the input to the denoising network
¢y to predict a denoised graph. Based on the prediction, we use the noise model to obtain the noisy
graph at ¢ = T — 1. Subsequently, this noisy graph is fed into the denoising network, and the above
process is repeated iteratively until a new graph is sampled.

To start the sampling process, we need to compute the marginal distributions of nodes and edges at
t="T. Attime ¢t = T, anode class 7 at t = 1" is a result of transitions from some other node classes
at t = 0. As a result, the marginal probability of the ¢-th node class at time ¢ = 7" equals

X

T bj
p;?% :ngzl_]
J

where p;” and p are the marginal probabilities of node classes ¢ and j at time ¢ = 0, respectively. For
edges, we similarly have that the marginal probabilities of the i-th edge class at ¢ = T" equals

T 41
Pt =) p Y T
l

—
where p¢ and pj are the marginal probabilities of edge classes ¢ and [ at ¢ = 0.

After sampling the random graph, we use the denoising model to predict the clean graph and
continue this process iteratively. At time step ¢, the input to the denoising model includes not
only the noisy graph and the time ¢ but also two additional functions: R, (t) = N(t)/n and



R.(t) = M(t)/(0.5n (n — 1)), which describe the proportion of nodes and edges in the noisy graph
at time ¢ that undergo state transitions relative to the total number of nodes and edges, respectively.
They indicate to the denoising network that the input noisy graph and the predicted graph should
differ by N(¢) nodes and M (t) edges, thereby helping the network make more accurate predictions.
The sampling steps are listed in Algorithm [2} Figure [§]in the Appendix is an example of the sampling
process from a random graph to a denoised graph. Note that the posterior distribution used by the
DMol sampling process, ¢(G'~|G", ¢g), factorizes as ¢(G''|G°) ¢(G°|G?). This decomposition
improves both computational efficiency and inference accuracy.

The loss we use to train the denoising network differs from that of DiGress in so far that it contains
two additional penalties,

1(p%,6) = Y CE(xi,p))+A\ Y CE(ey,pi))

1<i<n 1<i,j<n
+ A2 MSE(D(argmax(f)X); argmax (X)), N(t)) + A3 MSE(D(argmax(f)E); argmax(E)), M (t)).

where f)g = (f)X , f)E) denotes the predicted probability distributions, while x; and e;; represent the
one-hot encodings of nodes and edges, respectively. CE stands for the cross-entropy loss, while

MSE refers to the mean squared error loss. The term argmax(f)X) equals the class index of highest
probability for each node, while argmax (X) effectively converts the one-hot encoding of each node
into its corresponding class index. D(-;-) is equal to the number of nodes (edges) in the two
arguments that have different classes. The first two terms are the standard node classification and
edge classification losses. The third and fourth terms ensure that the differences in the number of
nodes and edges of the predicted and the ground truth graphs, respectively, are as close as possible to
the number of nodes and edges modified during the noise addition process. This is possible since
N(t), M(t) are deterministic - the added losses degrade performance otherwise.

We also briefly remark that it is easy to see that the DMol diffusion model and the modified loss
function are permutation invariant. To see why the second claim is true, observe that our loss function
comprises two components, a cross-entropy loss and an MSE loss. For the cross-entropy loss terms,

lep®®.6)= Y CE(i.b)+ A\ Y. CE(ei;p),

1<i<n 1<i,j<n

Since the overall cross-entropy loss is obtained by summing up the individual cross-entropy values
for each node and edge, and the sum operation is permutation invariant, then the cross-entropy loss is

also invariant. We arrive at a similar conclusion for the MSE terms in [y, 5 (f)g, G),
A2 MSE(D(argmax(f)X); argmax(X)), N(t)) + A3 MSE(D(argmax(f)E); argmax(E)), M (t)),

where invariance follows based on the definition of D(-;-) and the fact that the loss is computed
separately for nodes/edges with different indices and then summed up.

3.4 Sampling Efficiency of DMol

To explain the sampling efficiency of DMol, we analyze the minimum time step increment 6¢ required
to perturb exactly one node (i.e., the smallest discrete noise unit) during the diffusion process. We
compare DMol with DiGress; however, it is important to note that the conclusion holds for all discrete
diffusion models, including DiGress, DisCo, etc. The ratio of the required time step increments for
DiGress and DMol satisfies
5tDiGress o 1

Stomor 2 Py (1 —p7)
where p} denotes the probability of node type i (for derivations, see Appendix [D.2). The inequality
demonstrates that DMol requires fewer steps to perturb a single node. Since the total number of
diffusion steps in DMol is solely determined by the number of nodes, the efficient addition of noise
to nodes directly contributes to the overall efficiency of DMol. For further discussion of likelihood
computations, noise distribution evolution, and expressivity refer to the Appendices|[C[D}

> 1, ey

4 Motif Compression

To preserve motif compositions (e.g., carbon rings), we use a new motif compression feature,
depicted in Figure The process is designed to better preserve motifs in molecular graphs.



Table 1: Performance comparison on the QM9 dataset (see Appendix for more details).

MODEL V1t  V.U.T V.UN.T
GRAPHNVP 83.5 18.4 -
GDSS 96.0 94.6 -
GRUM 99.4 85.1 22.2
DIGRESS 97.8 95.2 31.8
DisCo 98.2 956 57.5
DEFOG 97.9 959 62.8

DMoL(OURS) 98.3  96.0 75.1

Table 2: Performance comparison on the same version of MOSES. For fair comparisons, we ran
the DisCo code without any modifications, and DeFoG with 50 diffusion steps to ensure similar
computational complexity to our method (DeFoG also reports their results for 50 diffusion steps).

MODEL \'A) ur Nt  FILTERST FCDJ] SNNT ScCAFT
DIGRESS 84.8 100 94.5 97.2 1.18 0.55 14.6
DisCo 85.7 100 97.4 95.8 1.40 0.51 14.5
DEFOG 84.2 100 97.2 96.9 1.89 0.50 14.8
DMoL (Ours) 87.8 100 100 97.8 1.12 0.58 14.8

Specifically, we convert a small predefined number (3 — 15) of most frequently occurring sub-
graphs/motifs (which may differ for different training sets) that can only form single bonds with
the scaffolds through their available carbons into supernodes, introducing in the process new node
classes to represent the compressed motifs. The compressed graph representations are directly
fed into our DMol diffusion model. During the sampling process, the supernodes are converted
back to their respective motifs and integrated into the graph scaffold in a chemically valid manner.
Although superficially similar to part of the JT-

VAE Jin et al.|[2019] approach, motif compres- Codebook{ () [> (J ---}

sion is significantly different. The JT approach V yod ~

uses not just motifs but a large number (roughly YO Locoding —o—X Preprocessing
several hundreds) of submolecular structures, ~©~<\I'©/ - - = t = T Diffasion
and requires finding a minimum spanning tree " Non Nodetype transition), 5O

during the encoding process; furthermore, VAEs o,

do not directly generate graphs, and one has to

perform complicated decoding. The main issue Figure 2: Motifs (i.e., substructures occurring
is that each compressed molecular substructure with high frequencies or frequencies higher than
can form many different types of bonds with predicted by random models) that also allow for
different atoms during the reconstruction pro- unique scaffold integration are compressed into su-
cess. The options are ranked according to a pernodes with their own labels. During diffusion,
special scoring function and the overall process supernodes are either converted into other classes
is computationally demanding. The motifs used of supernodes or into atomic nodes, and vice versa.
in DMol for different datasets are available in During sampling, the supernode is decoded back
the Appendix, Figures 3] [ 5} into its corresponding motif.

S Experiments

We present next the results of running DMol on several benchmarking datasets. For experiments per-
taining to other graph models (e.g., SBMs and planar graphs), the reader is referred to Appendix [G.1]

Benchmarks. We compared DMol to several graph generation methods. The benchmarking models
used in the experiments include GraphVAE [Simonovsky and Komodakis|[2018]], GT-VAE Mitton
et al.| [2021]], Set2GraphVAE |Vignac and Frossard| [2021]], SPECTRE Martinkus et al.| [2022b],
GraphNVP Madhawa et al.| [2019]], GDSS Jo et al.|[2022b]], GruM [Jo et al.| [2024]], DiGress [Vignac
et al.|[2023]], DisCo Xu et al.|[2024b]] and DeFoG |Qin et al.| [2025]].

Data. We tested the performance of different generative models on the QM9 |Wu et al.| [2018],
MOSES [Polykovskiy et al.|[2020], and GUACAMOL |Brown et al.|[2019]] datasets. QM9 is a small
dataset: we used 100K molecules for training, 20K for validation, and 13K for testing. Both MOSES



and GUACAMOL contain millions of molecules, with the number of heavy atoms inside a single
molecule bounded by 26 and 88, respectively. We used 85% of the molecules for training, 5% for
validation, and 10% for testing.

Setup. For each molecule dataset, we choose a different (relatively small) number of motifs to be
converted into supernodes. The selected motif structures can be found in the Appendix [A] We set the
hyperparameters of DMol in both setting to k = 2, 7 = 0.2, Ay = 5, A2 = 1, A3 = 1. The number
of training epochs is set to 500. The experiments were conducted using NVIDIA H100 GPUs. The
QMO runs were executed on a single GPU, while the MOSES and GUACAMOL experiments were
processed in parallel using 4 GPUs.

Evaluation Metrics. The metrics used in the experiments
include validity, uniqueness, and novelty. Validity (V) Table 3: Classical validity, uniqueness
measures the proportion of generated molecules that pass and novelty performance comparison on
basic valency checks (e.g., correspond to valid SMILES GUACAMOL, for comparable genera-
files). Uniqueness (U) quantifies the proportion of gener- tion complexity.

ated molecules that are distinct. Novelty (N) represents

the percentage of generated molecules that do not appear 1" Vi Ut NT KEpwT FCDT
in th .. d Furth v.U ds fe h DIGRESS 84.5 100 99.8 93.1 68.4
in the training dataset. Furthermore, V.U. stands for the  psco 860 100 998 928 597
product of validity and uniqueness scores, while V.U.N.  DrroG 86.7 100 995 925 381

DMoL (Ours) 86.7 100 100 94.2 69.3

stands for the product of validity, uniqueness, and novelty.

Since MOSES and GUACAMOL are ) )
benchmarking datasets, they intro- Table 4: Biochemical performance comparison on MOSES

duce their own set of metrics for re- and GUACAMOL. Here, CL=ChEMBL likeness score,
porting results. In addition to V, U, SD=shingle distance, ANS=average number of diffusion
and N, MOSES incorporates a filter Steps, ST=sample time, and TT=training time. Note the
score, the Frechet ChemNet Distance significantly lower ANS, ST and TT times of DMol com-

(FCD)[Preuer et al [2018]], SNN, and pared to DeFoG.
scaffold similarity scores, while GUA-

R DATASET MODEL CL?T QED?T SDT ANS| ST(s)] TT(H){

CAMOL uses FCD and KL diver- DIGRESS  4.4965 0.8024 0.647 500  68.24 136
i _ DisCo 41373 07518 0.685 500 6536 132

gence. The deﬁnlt.lon of these met MOSES DEFOG 4.0502 0.7475 0.693 50 5.81 115
rics are in Appendix E} The metrics DMoL (Ours) 4.5033 0.8055 0.683 38  1.52 60
. . .. DIGRESS  4.0412 05650 0.668 500 7082 162
mentioned above still have certain lim- GUACAMOL DisCo 3.9093 05366 0679 500 6876 155
g : - DEFOG 3.8075 0.4927 0.687 50  7.62 132
itations. Since these metrics assess the DMoL (OURS) 42251 05786 0678 48 184 88

overall quality of the generation pro-
cess, but do not provide insights into the performance of individual molecules. To address this
limitation, we also use the ChEMBL Likeness Score (CLscore) Biithlmann and Reymond| [2020]],
Quantitative Estimation of Drug-likeness (QED) Bickerton et al.|[2012] score, and our newly intro-
duced Shingle distance (SD) (which quantifies the divergence between two molecular motif (shingle)
distributions, see the Appendix [F). The CLscore is calculated by considering how many substructures
in a molecule also occur in the drug-like dataset ChEMBL |Gaulton et al.[[2016]]. QED evaluates
drug-likeness by considering eight widely recognized molecular properties, such as molecular mass
and polar surface area. More details are available in Appendix [F] Another performance metrics used
is the sample time (seconds) needed to generate a batch of 64 molecules.

Results. The experimental results are presented in Tables and [ On QMY9, DMol achieves
the best performance compared to other baseline models. In contrast, GruM, DiGress, DisCo, DeFoG
have low novelty scores, indicating that most of the generated molecules may be duplicates or small
perturbation of those already present in the training set. On MOSES and GUACAMOL, DMol
demonstrates superior performance compared to other methods with respect to all metrics.

Table [] presents a comparison of diffusion models with respect to the CL/QED scores, average
number of diffusion steps, sample time, shingle distance and training time. The results demonstrate
that DMol consistently outperforms DiGress, DisCo, and DeFoG across multiple metrics. DMol
produces samples with excellent chemical properties as evidenced by high CL scores and QED
values. DMol also has larger SD than DiGress, indicating its ability to generate more novel molecules.
Although DisCo and DeFoG achieve even higher SDs, as expected, due to lack of motif preservation,
this comes at the cost of reduced chemical property preservation. Additionally, DMol exhibits
excellent computational efficiency, reducing the average number of diffusion steps by an order of
magnitude and significantly accelerating both sampling and training time. For a detailed ablation
study, please see Appendix[G.2]



6 Motif Distribution Analysis

To validate that motif compression does not introduce biases towards the selected compressed motifs,
we conducted a comprehensive analysis comparing motif probabilities between training and generated
molecular sets on the MOSES dataset. We examine the top 30 most frequent motifs, with the top 15
(IDs 0 — 14) structures chosen for compression into supernodes, and the remaining 15 (IDs 15 — 29)
serving as a control group to assess potential distribution distortions.

Individual Motif Probabilities. For each motif, we compute the probability that a molecule contains
that specific motif. The results (detailed in Appendix Table[I0) demonstrate a close alignment between
training and generated set distributions. The average supernode motif (IDs 0 — 14) probability (IDs
0 — 14) equals 0.1189 in the training set and 0.1143 in the generated set. For nonsupernode motifs
(IDs 15-29), these average probabilities equal 0.0189 and 0.0160, respectively. This indicates that
our approach does not create systematic bias between compressed and uncompressed substructures.

Motif Co-occurrence Patterns. We examined joint probabilities of frequent motif pairs to verify
that our model maintains realistic structural relationships. For example, the co-occurrence probability
of benzene (clccceel) and pyridine (clcenccel) is 0.11 in the training set versus 0.10 in the generated
set, and similar results hold for other pairs. This demonstrates that DMol closely preserves not only
individual motif frequencies but also their co-occurrence patterns.

Node and Supernode Marginal Distributions. We compared the marginal distributions of all node
and supernode classes of training and generated molecules (see Appendix Table[IT)). The distributions
show strong alignment, confirming that DMol samples from the original data distribution without
introducing biases. For instance, carbon atoms comprise 0.4897 of the training atom set, while for
the generated set this value equals 0.4940; the most frequent supernode (clcccecl, benzene) appears
with probabilities 0.0736 and 0.0750, respectively.

We attribute this strong preservation of substructure statistics to two key design choices: (1) using
marginal distributions from the training set as priors for both supernode and atom sampling, and
(2) enforcing that N (¢) nodes change at each timestep, ensuring adequate creation of generating
nonmotif substructures. These results demonstrate that motif compression effectively preserves
molecular motif distributions without introducing systematic bias.

7 Conditional Generation Based on Scaffolds and Docking Results

To avoid issues associated with direct conditional generation, we instead proposed a scaffold-informed
pipeline. The key ideas are to cluster the training set molecules according to either their RDKit
features, or embeddings generated by Mol2Vec or Grover Jaeger et al.|[2018]], Rong et al.|[2020]], and
then run DMol on the samples in sufficiently large cluster groups separately (see Appendix For
relevant docking results, please see Appendix|[l]

8 Conclusion

We present DMol, a highly computationally efficient motif-preserving graph diffusion for small
molecule drug generation. DMol couples node and edge noise through a combination of deterministic
and stochastic mechanisms, adapts the loss function and includes motif compression. On biochemi-
cally relevant performance metrics, such as the ChEMBL likeness and QED scores, it outperforms all
other reported methods. Limitations and Future Work: Please refer to Appendix [K]and Appendix [[]
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The main claims can be found in Abstract and Introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Limitations can be found in Section [Kl
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide the full set of assumptions in Section [3.3]and the complete proof
can be found in Section[Dl

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the code to reproduce. The information and setting of experiments
can be found in Section[3l

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Our code address can be found in Abstract.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The training and test details can be found in Section 5]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Our experiments are extremely resource and time intensive, and due to the
large scale of the training data, the experimental results exhibit virtually no fluctuation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The information on the computer resources can be found in Section 3]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and made sure that our research
conform it.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Broader impacts can be found in Section[J]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our work poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited all baseline methods, models and datasets. No additional
licenses are required.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide the code and the documentation alongside the code.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
nonstandard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in our work does not involve LLMs as any
important, original, or nonstandard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or nonstandard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Motif Compression
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Figure 3: The 3 selected motifs for QM9.
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Figure 4: The 15 selected motifs for MOSES.
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Figure 5: The 15 selected motifs for GUACAMOL.
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Since each dataset has a different size of graph and complexity, we choose a different number of
motifs, K to be converted to supernodes. We select 3 motifs for QM9 EL 15 motifs for MOSES EL and
15 motifs for GUACAMOL[3]

B DiGress vs DMol

We now further compare DiGress and DMol. First, we observe that DiGress also constructs state
transition matrices based on marginal distributions, with the key difference with respect to DMol
being that its transition matrices vary over time as

QfX =a'l + Btlamm QfE =a'l + ﬁtlbmea

where o and 3¢ are time-dependent scaling parameters, while Q% and Q, are the state transition
matrices used to transition from G!~! to Gt. However, since the forward noise adding process is

Markovian, DiGress directly utilizes 63( and 62 to achieve the transition from G° to G?, where
—t —t
Qy =0Q%...Q% and Q, = Q} ... QL.
Since (1m)? = 1m, we have
—t —t —t —t
Qy =a'T+51,m,,Qz =a'lT+ 3 1,m,,

where @' = [['_, a” and B=1-a Additionally, DiGress also adopts a cosine schedule for a’:
o' = cos?(0.57(t/T + ¢)/(1 + ¢)), where ¢ > 0 is a constant.
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In DMol, for a graph dataset with n nodes, the number of nodes undergoing state changes at time step ¢
equals N (t) = (1 —«) n. At the same time step in Digress, the expected number of nodes undergoing
state changes equals ). np¥ (1 — a)(1 — p¥), where p¥ represents the marginal probability of node
class i. Therefore, at the same time step, the number of nodes modified by DMol is m
times that expected from Digress (the derivations can be found in Appendix [D.2). Moreover, among
the nodes whose states are changed by DMol, the proportion of nodes with class 7 is p, whereas in
DiGress, this proportion equals p? (1 — p?). The ratio of these fractions equals 1 — p?.

For edges, a similar analysis can be applied, leading to the conclusion that at the last time step 7,
the ratio of the number of edges modified by our noise model and that modified by Digress equals
m, where r is the hyperparameter mentioned in Section At each time step, this ratio
needs to be adjusted by a correction factor that accounts for the fact that our method only selects edges
from the complete graph induced by the chosen nodes. This correction factor is the ratio of the number
of edges in the induced subgraph and the total number of edges. Additionally, among the modified
edges, the proportion of edges with class index j differs from the same in DiGress by a constant
factor of 1 — p§, where pj equals the marginal probability of edge class j. As a result, DMol can be
made to replicate the average “behavior” of DiGress by simply adjusting specific hyperparameters,
whereas the opposite claim is not true. Comparisons of the noise evolution distribution, efficiency
and expressivity of DMol and Digress are available in Appendix [D}

The following modifications can be applied to DMol to obtain Digress:

1. Fix the maximum number of sampling steps to a constant length instead of varying based on the
number of nodes.

2. Scale the number of nodes to be changed at each step by a factor of ) . p7 (1 — pf).

3. Set the noising processes for edges and nodes to be independent, i.e., select edges from the entire
graph instead of restricting to the subgraph formed by the selected nodes.
4. Scale the number of edges to be changed at each step by a factor of M

r

5. When generating random scores for nodes and edges to determine the objects to be selected,
multiply the random scores for nodes by a correction weight of 1 — p¥, and multiply the random
scores for edges by 1 — pj.

These modifications are straightforward to implement in practice and can be achieved by simply
adjusting model hyperparameters. However, Digress cannot be easily converted into DMol.

C Likelihood Computation

DMol can be visualized through the model depicted in Figure [6] informed by the dataset distribution
and where nodes are perturbed first, while edges are conditionally perturbed based on the node selec-
tion. This framework extends traditional hierarchical variational inference structures by incorporating
a crucial dependency relationship: the selection of edges to perturb is conditioned on the selection of
nodes at each timestep.

Figure 6: The conditional noise-addition model of DMol, where K, (¢) captures the random node
selection while K, (t) captures the random edge selection process; the dashed arrow indicating the
dependency of edge selection on node selection.

For a molecular graph G, the model likelihood must account for this conditional relationship,
according to:
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logps(G) =1log > p(n) /p(GT\n)pg(GT*,...,Gl\GT)pg(G\Gl)d(Gl, .G 2
neN
T
— log p(nc) + 1og/p(GT|nG) T 26(G11GE Kalt), Ko (1))ps(GIGYA(GY, ..., GT)

t=2
3

Note the key difference in the conditional probability pp (G'~1|G:, K. (t), Kc(t)), which explicitly
accounts for the selection matrices K, () and K. (¢) that designate which nodes and edges receive
perturbations at time ¢.

Following established variational inference principles, we derive a tractable evidence lower bound
(ELBO) adapted for this conditional structure:

log po(G) > log p(na) + Drr[a(GT|G)llgx (na) % ge(na)] @
Prior term
T
+ > L (5)
t=2
Diffusion component
+ Byt jay[log pe (G|G1)] (©6)

Reconstruction component

Where the diffusion component £; now explicitly models the conditional relationship between node
and edge noise:

Li(G) = Eycic) [Drr [a(GTGY G Ky (t— 1), Ke(t — 1)) [Ipo (GG Ky (t — 1), Ke(t — 1))] ]
(M

This can be further decomposed to highlight the conditional structure:

Li= Y EByaten [Drr (ol ah,z)|po(@i " GY]] 8)
i€K,(t—1)

+ Y Byet, ey [Dr [alei; leij. ei) Ipo(er; G Ka(t = 1))]] )
(i) Ko (1)

Note the critical difference in the edge term, where the predicted probability py (ezj_1 |G K, (t — 1))
is explicitly conditioned on the node selection K (¢ — 1). This formulation captures the key aspect
of DMol’s noise process: edges are selected for perturbation only from within the subgraph induced
by the selected nodes.

The conditional dependency structure provides two key advantages for DMol: 1. It preserves local
structural coherence (e.g, motifs) by ensuring that edge modifications are correlated with node
changes. 2. It significantly reduces the computational complexity by restricting edge perturbations to
smaller subgraphs.

In practice, each ELBO component remains computationally tractable: we calculate log p(ng) from
the empirical node count distributions across the molecular corpus. The prior term involves categor-
ical KL divergence calculations, while the diffusion component now incorporates the conditional
selection of edges based on the node selection. The reconstruction component derives from generated
probabilities of the original structure given its slightly perturbed version G*.
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D Theoretical Analysis of DMol

D.1 Noise Distribution Evolution

In DiGress, the node type distribution remains fixed at all forward time steps because the initial
node type distribution is the marginal distribution mx. This is easy to see because pg = myx,

SO pp = a'py + Blm x = my, and by induction, p, = myx for all ¢, where p; is the node type
distribution at step ¢. In DMol, the node type distribution changes over time. For a node with type
i selected for perturbation, the probability of transitioning to type j # i is P(jiselecied) = T2 > )((]()i) .
This leads to a different recurrence relation for the probability distribution over time.

D.2 Efficiency

To compare the efficiency of DMol and DiGress, we compare the time step increment required to
change exactly one node(minimal noise) under both settings. In DMol, the number of nodes changing
at time t is N (t) = (1 — a') - n. To find 8t pase; such that SN (¢) = 1, we need

N(t+dt)—N(t) =1
The number of nodes that change at time ¢ + 0t equals
N({t+dt)=(1—-a(t+dt) n
For DMol, we use T' = kn and the cosine schedule for «,
a(t) = cos? <O.57r(t/T + 5)) .
1+
Taking the derivative with respect to ¢ and using a small angle approximation for small ¢, we obtain:

i (t/T+s) s 7(t/T+s) 2 (t/T+s)
dOé(t) - _ﬂ-bln ( 1+s ) cos ( 1+s ) 1+s )

dt T(1+s)  2T(1+5)
For small dt, we can approximate:

T sin (

alt+6t) — alt) ~ dc;ff) -5t
Therefore,
N(t+dt)— N(t) = (at) — a(t+t)) -n=~— di) ot-n
Setting this equal to 1 and solving for §¢, we can have the value of 6t ppse;:
dtprol = da(lt) = 2T(21 J(:;)Jr )
——a~ " 7wnsin (%)

For DiGress, we use a similar approach to find d¢p;gress. First, the expected number of nodes
changed by DiGress at time ¢ equals:

NDigress (t) =n: ]- - a sz 1 - pz

Following a similar derivation as for DMol, we arrive at
1 2Ir(1+s)

ey Pt (L=pF)  mnsin (%ﬁ) > pE-(1—pF)
Then, the ratio of the minimum time steps of interest equals
Otpigress 1
Stomor ;P - (1—pf)
Because ), pf - (1 — pf) < 1 for any probability distribution, we have that

6tD1‘,gress = da(t)

6tDigTess -1

dtp Mol
This proves that §t pigress > 0t pasol, OF, in words, that DMol requires a smaller time step increment
to change exactly one node. As a result, the number of steps required by DMol to change a node will
be smaller than that of required by Digress, which implies that DMol performs graph perturbations
more efficiently.
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D.3 Expressivity

Both DiGress and DMol start with the same underlying node and edge type distributions, but differ
in how efficiently they explore the space of possible graphs. DMol tends to produce more diverse
graphs within its reachable set because it makes larger localized changes. The Hamming distance
between the initial graph Gy and the graph at time ¢, G;, is approximately d g (Go, G;) ~ 3t - n. This
Hamming distance captures the difference between the number of node/edge types in the two graphs.
For DiGress, the expected Hamming distance is E[dr (Go, Gi)] ~ 8° - n- 3o px (i) - (1 —px ().
Since ) ;ce. px (i) - (1 — px(i)) < 1, we conclude that DMol explores the graph space more
efficiently per diffusion step.

E The Metrics used in MOSES and GUACAMOL

The metrics used in MOSES and GUACAMOL dataset are defined as follows: The filter score
measures the proportion of molecules that pass the same filters used to construct the test set. The
FCD score measures the similarity between molecules in the training and test sets using embeddings
learned by a neural network. SNN quantifies the similarity of a molecule to its nearest neighbor
based on the Tanimoto distance. Scaffold similarity compares the frequency distributions of so-called
Bemis-Murcko scaffolds. KL divergence measures the differences in the distributions of various
physicochemical descriptors.

F ChEMB Likeness, QED Scores, and Shingle Distance

The ChEMBL-Likeness Score (CLscore) Bithimann and Reymond|[2020] is a metric used to assess the
drug-likeness of a molecule. It is determined by analyzing how many of the molecule’s substructures
are present in the ChEMBL datasetGaulton et al.|[2016], a database of bioactive molecules with
drug-like properties. Essentially, the CLscore quantifies the likelihood of a molecule being drug-like
based on its substructure similarity to known compounds in ChEMBL.

Quantitative Estimation of Drug-likeness (QED) Bickerton et al.|[2012]] is a computational metric
used in drug discovery to assess how “drug-like" a compound is. It combines eight physicochemical
properties, including molecular mass (}M,.), octanol-water partition coefficient (ALOGP), number of
hydrogen bond donors (HBDs), number of hydrogen bond acceptors (HBAs), molecular polar surface
area (PSA), number of rotatable bonds (ROTBs), number of aromatic rings (AROMs), and number of
structural alerts (ALERTS), into a single score ranging from O (least drug-like) to 1 (most drug-like).
The score is measured through defined desirability functions of the eight properties. QED provides a
balanced evaluation by weighting these properties based on their distributions in known drugs.

The shingles distance (SD) is a metric designed to quantify the structural divergence between
generated molecules and a reference dataset. It is computed by comparing the frequencies of
important, predefined molecular drug substructures (motifs), known in RdKit as shingles, according
to the ChEMBL dataset|Gaulton et al.|[2016]. The same set of shingles is used in the computation
of the ChEMBL-Likeness Score (CLscore) Bithlmann and Reymond| [2020]. SD measures the
cosine distance between the vectors of shingle occurrence counts for two molecular distributions.
By emphasizing differences in the presence of key drug-relevant motifs, SD offers a more nuanced
assessment of both validity and novelty.

G Supplementary Experiments

G.1 General Graph Generation

We conducted experiments using the benchmark proposed by Martinkus et al.| [2022a], which
comprises two datasets: SBM and Planar. Each dataset consists of 200 graphs. DMol’s ability to
accurately model various properties of these graphs was assessed using metrics such as the degree
distribution (Deg.), clustering coefficient distribution (Clus.), and orbit count distribution (Orb., the
number of occurrences of substructures with 4 nodes), measured by the relative squared Maximum
Mean Discrepancy (MMD).
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Table 5: MMD Performance Comparison on SBM and Planar Graphs.

DATASET MODEL DeEG|] CrLus] ORrRBJ)] VALID?T

GRAPHRNN 6.7 1.6 3.2 5.2

GRAN 14.3 1.7 2.0 25.5

SBM SPECTRE 1.9 1.7 1.5 100.0
DIGRESS 1.7 1.6 1.7 66.7
DMOL(OURS) 1.6 1.5 1.5 66.1
GRAPHRNN 24.6 8.8 2534.0 0.0

GRAN 3.6 1.2 1.8 98.2

PLANAR SPECTRE 2.6 2.5 2.5 100.0
DIGRESS 1.6 1.5 1.6 84.5
DMOL(OURS) 1.8 1.6 1.4 83.9

Table 6: Ablation Study

METHOD vy Ut N7
ONLY CE Loss 79.6 100 100
BoTH CE & MSE LoSss 85.4 100 100
SELECTING EDGES FROM THE WHOLE GRAPH 55.6 100 100

SELECTING EDGES FROM THE INDUCED SUBGRAPH 85.4 100 100

MMD measures the discrepancy between two sets of distributions. The relative squared MMD is
defined as follows:

MMD2 (ggeantest)
MMD2 (gtrain”gtest) ’

where Ggen, Girain, and Gieq are the sets of generated graphs, training graphs, and test graphs.

In our experiments, we split the datasets into training, validation, and test sets with proportions
of 64%, 16%, and 20%, respectively. The chosen hyperparameters were k = 2 and r = 0.01.
The experimental results are presented in Table[5] These results demonstrate that DMol performs
comparably to DiGress in generating general graphs.

G.2 Ablation Study

The ablation study highlights the performance improvements of DMol compared to DiGress due
to the use of a new loss function that penalizes discrepancies in the counts of nodes and edges
of training molecular graphs and sampled graphs; and performance improvements due to the use
of special subgraph selection procedures. The results are summarized in Table[6] The model we
used is DMol, and the dataset is GUACAMOL. In Table [f] “ONLY CE LOSS” stands for using
only the cross-entropy loss (the loss used by DiGress), while “BOTH CE & MSE LOSS” refers to
using both cross-entropy loss and mean squared error loss (the loss used by DMol). “SELECTING
EDGES FROM THE WHOLE GRAPH” means selecting edges from the entire graph, whereas
“SELECTING EDGES FROM THE INDUCED SUBGRAPH” means selecting edges only from
the induced subgraph formed by the selected nodes. The results show that incorporating the MSE
loss can improve the validity of the generated molecules. This is because the MSE loss penalizes
discrepancies between the number of altered nodes and edges and the noise added during the forward
process, resulting in more accurate predictions by the denoising model. Additionally, selecting edges
from the induced subgraph significantly enhances the validity of the generated molecular graphs.
This is achieved by making the sets of altered nodes and edges codependent. However, if edges
are selected from the whole graph, the reduced number of diffusion steps significantly increases
the learning difficulty for the denoising model, leading to lower validity in the generated molecular
graphs.
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Figure 7: Choosing a larger value of & results in a less step-like (flatter) N (¢) function. As shown in
the two figures, using & = 10 leads to a more skewed distribution of ¢ toward N (¢). This means that
during sampling, the model is more likely to select ¢ during the early diffusion stages, which makes it
harder for the neural network model to learn how to denoise.

Table 7: DMol with different values of k¥ on MOSES dataset

k VALIDITY T UNIQUENESS T NOVELTY T SAMPLE TIME |
1 85.1 100 100 2.53
2 85.6 100 100 5.28
3 84.9 100 100 7.81
4 84.7 100 100 10.37
5 84.4 100 100 12.69
10 83.4 100 100 24.76

G.3 Selection of the parameter %

The hyperparameter k determines the total number of diffusion steps since we set ' = kn, where
n is the number of nodes. In practice, & is typically set to 1 or 2 to reduce the number of diffusion
steps and enhance performance (as explained in Figure[7). The latter observation can be intuitively
explained as follows: the number of nodes modified at each time step increases over time, so that
by the final time step, all nodes are changed. As k increases, the x-axis of the diffusion process is
effectively stretched by a factor of %, while the y-axis remains unchanged (Figure[7). Consequently,
the number of diffusion steps required to modify a single node increases. This leads to a higher
frequency of generated samples during the early stages of diffusion, when fewer nodes are altered;
furthermore, fewer samples are generated during the “middle stages.” However, these additional
early-stage samples introduce redundancy during the process of training the denoising network,
ultimately degrading performance. Furthermore, these samples are generated at the cost of samples
with a larger number of node changes, further degrading the performance.

In addition, to empirically evaluate the impact of k on the performance of the diffusion model,
we conducted experiments for different values of k. As shown in Table [/} the sample time is
approximately proportional to k. Moreover, setting k = 2 yields the highest validity.

G.4 Complete Experimental Results for the QM9 Dataset

For complete performance comparison on the QM9 dataset, please refer to Table [§]

G.5 Forward Process Schedule

To examine the impact of the cosine schedule on different molecular scaffolds and topologies, we
conducted an ablation study comparing different values of the hyperparameter c in the cosine schedule
a = cos?(0.57(t/T+c)/(1+c)), as well as comparing cosine versus linear schedules on the MOSES
dataset. The results are presented in Table 9]
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Table 8: Performance comparison on the QM9 dataset.

MODEL V1t  V.U.T V.UN.T
GRAPHVAE 56.1 42.8 26.5
GT-VAE 74.8 16.5 15.6
SET2GRAPHVAE 60.0 56.8 -
SPECTRE 87.5 31.4 29.0
GRAPHNVP 83.5 18.4 -
GDSS 96.0 94.6 -
GrRUM 99.4 85.1 22.2
DIGRESS 97.8 95.2 31.8
DisCo 98.2 956 57.5
DEFOG 97.9 959 62.8

DMOL(OURS) 98.3  96.0 75.1

Table 9: Ablation study for forward process schedules on the MOSES dataset. The cosine schedule
with ¢ = 0.008 achieves optimal performance across all metrics.

Method Validity? UniquenessT Novelty? Filterst FCDJ| SNNT Scaff ChEMBL{T QED?T
cos (¢ = 0.004) 86.9 100 100 97.4 1.13 0.57 14.2 4.5022 0.8022
cos (¢ = 0.006) 87.5 100 100 97.7 1.12 0.57 14.6 4.5020 0.8037
cos (¢ = 0.008) 87.8 100 100 97.8 1.12 0.58 14.8 4.5033 0.8055
cos (¢ = 0.01) 87.3 100 100 97.0 1.19 0.55 14.3 4.5018 0.8042
Linear 85.2 99.8 99.9 96.1 1.19 0.56 14.2 4.5011 0.8016

The experimental results demonstrate that varying the value of ¢ has a relatively small impact on
crucial performance metrics, with an optimal performance achieved at ¢ = 0.008, which is the
setting used in our experiments. This finding aligns with the findings by DiGress, which also adopts
¢ = 0.008 as the default value.

When comparing cosine and linear schedules, we see that the cosine schedule clearly outperforms
the linear schedule. This advantage stems from the fact that the cosine schedule adds less noise
per timestep during both the initial and final phases of the diffusion process, compared to interme-
diate stages. This distribution better aligns with the learning characteristics of diffusion models.
Specifically, maintaining relatively small noise levels during the early and final diffusion phases
facilitates the model’s learning of fine-grained data features and ensures “smoother” convergence.
In contrast, the uniform noise distribution in linear schedules may prove either overly aggressive or
overly conservative at certain stages, leading to compromised training efficiency and performance.

G.6 Scaffold-Constrained and Conditional Generation

To avoid issues associated with direct conditional generation, we instead proposed a scaffold-informed
pipeline. The key ideas are to cluster the training set molecules according to either their RDKit
features, or embeddings generated by Mol2Vec or Grover Jaeger et al.|[2018]], Rong et al.| [2020]],
and then run DMol on the samples in sufficiently large cluster groups separately. More details are
provided below.

RDKit-Based Scaffold Classification: Molecules are categorized into four scaffold classes following
RDKit recommendations: aromatic monocyclic, aromatic monocyclic heterocycle, fused bicyclic,
and aromatic heterocyclic.

GNN, Transformer and Other Embedding Classification Methods: One can use Mol2Vec or
Grover to perform molecular graph embeddings, and follow up with Kmeans++ clustering.

The detailed analysis of the pros and cons of this approach compared to classical conditional
generation will be discussed in more detail in a companion paper.

G.7 Motif Probability Distribution Analysis

Table [T0] presents the complete per-motif probabilities for the top 30 most frequent motifs in the
MOSES dataset. Table|l I{shows the marginal distributions of node and supernode categories.
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Table 10: Comparison of motif probabilities between training and generated sets on the MOSES
dataset. IDs 0 — 14 correspond to supernodes, while IDs 15 — 29 are nonsupernode motifs.

ID Motif (SMILES) Prob on Training Set  Prob on Generated Set
Supernode Motifs (IDs 0 — 14)
0 clcceeel 0.7753 0.7861
1 clcencel 0.1829 0.1630
2 clcnnel 0.1019 0.0912
3 CICCNCC1 0.0852 0.0783
4 CICCNCI1 0.0798 0.0662
5 cleseel 0.0763 0.0740
6  clcesnl 0.0715 0.0686
7 CICOCCNI1 0.0625 0.0651
8 CICNCCNI1 0.0620 0.0681
9 clccocl 0.0573 0.0429
10 clcnencl 0.0559 0.0512
11  clcnenl 0.0464 0.0416
12 clnconl 0.0459 0.0458
13 clncnnl 0.0453 0.0415
14 C1CCCCC1 0.0351 0.0301
Nonsupernode Motifs (IDs 15-29)
15 CICC1 0.0298 0.0242
16 clcnocl 0.0289 0.0238
17 C1CCCC1 0.0246 0.0281
18 C1CCOCl1 0.0231 0.0241
19 clcencl 0.0214 0.0191
20 clcCNCC1 0.0202 0.0169
21 clcenncl 0.0191 0.0123
22 clnnnnl 0.0177 0.0161
23 clnncsl 0.0164 0.0143
24 clcencenl 0.0154 0.0127
25 clennnl 0.0151 0.0104
26 clcocnl 0.0146 0.0088
27 clnncol 0.0135 0.0090
28 clcCCCC1 0.0123 0.0098
29 clcNCCl1 0.0114 0.0102
Average Probabilities
Top 15 (Supernodes) mean 0.1189 0.1143
Last 15 (Nonsupernodes) mean 0.0189 0.0160

H Examples of Generated Molecules.

Figure[§]illustrates the sampling process.

Figure [0 [10] [TT] shows examples of generated molecules.

G At gl egley

t=3T/4 t=T/2 t=T/4

Figure 8: Sampling process.
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Table 11: Marginal distributions of node and supernode categories in the MOSES dataset. Supernodes
are treated as new node types alongside individual atoms.

Node / Supernode Type  Training Set  Generated Set

Individual Atoms

C 0.4897 0.4940
N 0.1511 0.1506
S 0.0170 0.0167
(0] 0.1654 0.1644
F 0.0246 0.0243
Cl 0.0093 0.0091
Br 0.0025 0.0026
Supernode Motifs
cleececl 0.0736 0.0750
clcenecl 0.0132 0.0130
clenncl 0.0081 0.0077
CICCNCC1 0.0068 0.0070
CICCNCI 0.0049 0.0045
clesccl 0.0055 0.0052
clcesnl 0.0056 0.0050
CICOCCNI1 0.0035 0.0036
CICNCCNI1 0.0036 0.0031
clecocl 0.0041 0.0039
clenencl 0.0044 0.0040
clenenl 0.0010 0.0008
clnconl 0.0027 0.0025
clncnnl 0.0024 0.0020
Cl1CcCcCcCC1 0.0010 0.0008

SN TS

Figure 9: Molecular graphs sampled from DMol trained on the QM9 dataset.
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Figure 10: Molecular graphs sampled from DMol trained on the MOSES dataset.
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Figure 11: Molecular graphs sampled from DMol trained on the GUACAMOL dataset.
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I Sample Docking Results

We used AutoDock Vina version 1.2.0|Goodsell and Olson|[[1990] to visualize the docking of two
of the top-scoring generated molecules (with respect to the ChEMBL likeness) that also exhibit
strong biding affinities on the 1PXH and 4MQS proteins when compared to reference drug ligants
(the reason behind the selection of these proteins is confidential information). The 4MQS complex
represents the active human M2 muscarinic acetylcholine receptor bound to the antagonist iperoxo,
while 1PXH represents the protein tyrosine phosphatase 1B with bidentate inhibitor compound 2. The
free energy results are shown in Figures[I2]and[I3] and they indicate that the generated molecules
can significantly outperform or underperform existing reference drugs.

(a) Reference: Free energy = (b) Generated drug 1: Free energy (c) Generated drug 2: Free energy =
—8.7 kcal/mol = —6.4 kcal/mol —6.0 kcal/mol

Figure 12: The reference molecule (a) and two of our generated molecules (b) and (c) docked at the
protein receptor 1PXH, and the corresponding free energies. The generated molecules significantly
underperform with respect to the reference due to their smaller sizes/masses. As a result, molecular
weight constraints have to be considered as part of the design process.

[ s X

(a) Reference: Free energy = —6.4  (b) Generated drug 1: Free energy (c) Generated drug 2: Free energy
kcal/mol = —6.6 kcal/mol = —9.1 kcal/mol

Figure 13: The reference molecule (a) and two of our generated molecules (b) and (c) docked at the
protein receptor 4MQS, and the corresponding free energies. The generated molecules significantly
outperform with respect to the reference, and the sizes/masses of the drug molecules are comparable.
This confirms the importance of focusing on the right molecular weight/size.
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J Broader Impact

This work presents DMol, an efficient molecular graph generation framework with a strong potential
for practical applications in accelerating drug discovery, designing novel materials, and advancing
computational chemistry. By substantially reducing computational requirements while maintaining
or improving molecular quality metrics, our approach could democratize access to molecular design
tools, enabling researchers with limited computational resources to engage in this field. The efficiency
gains may also enable exploration of larger chemical spaces, potentially leading to discoveries that
address pressing challenges in healthcare, energy storage, and environmental remediation. However,
we acknowledge that molecular generation technologies could potentially be misused for designing
harmful substances if deployed without appropriate safeguards. Additionally, as with many other Al
systems, there is risk of amplifying biases present in training data, which could limit the diversity of
generated molecules or reproduce historical biases in pharmaceutical development. We encourage
future work to address these concerns through development of responsible use protocols, integration
of toxicity and safety prediction tools, and careful curation of training datasets to ensure equitable
representation across chemical domains. The machine learning community should collaborate with
domain experts in chemistry, biology, and ethics to ensure that advances in molecular generation
technologies maximize societal benefit while minimizing potential harms.

K Limitations

Despite the many documented advantages of DMol in terms of efficiency and molecular quality,
several limitations remain. First, our approach still struggles with generating certain complex motif
structures and stereochemistries, which are crucial for therapeutic applications. Second, while we
achieve high validity scores, we do not explicitly enforce chemical constraints during generation,
occasionally producing molecules that are formally valid but synthetically impossible to bring into
existence. Third, our evaluation focuses primarily on small drug-like molecules; the performance
on larger biomolecules, polymers, or metal-organic frameworks remains unexplored. Finally, the
model’s adaptability to conditional generation tasks (e.g., optimizing for specific target properties)
requires additional architectural modifications that may affect the established efficiency gains. Future
work should address these limitations to further bridge the gap between computational generation
and practical chemical synthesis. Most importantly, this and all other related works should put more
effort in identifying more comprehensive evaluation metrics for the generated molecules, since an
overwhelming number of created samples cannot be synthesized or do not dock on any known protein.

L Future Work

Future work on DMol will focus on extending the model to conditional molecule generation, where
specific chemical properties can be targeted through controlled diffusion processes. We also plan to
address the remaining stereochemistry challenges by incorporating 3D structural information into the
diffusion process. Additionally, we aim to develop more sophisticated motif compression strategies
that can handle a wider variety of molecular scaffolds while preserving chemical feasibility. Exploring
the application of DMol to larger biomolecular structures and integrating it with downstream property
prediction models presents promising research directions. Finally, we intend to investigate dynamic
scheduling of diffusion steps based on molecular complexity to further optimize computational
efficiency.
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