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Abstract

Neural Machine Translation (NMT) models001
are typically trained on datasets with limited002
exposure to Scientific, Technical and Educa-003
tional domains. Translation models thus, in004
general, struggle with tasks that involve scien-005
tific understanding or technical jargon. Their006
performance is found to be even worse for low-007
resource Indian languages. Finding a transla-008
tion dataset that tends to these domains in par-009
ticular, poses a difficult challenge. In this paper,010
we address this by creating a multilingual par-011
allel corpus containing more than 2.8 million012
rows of English-to-Indic and Indic-to-Indic013
high-quality translation pairs across 8 Indian014
languages. We achieve this by bitext mining015
human-translated transcriptions of NPTEL1016
video lectures. We also finetune and evaluate017
NMT models using this corpus and surpass all018
other publicly available models at in-domain019
tasks. We also manage to improve the baseline020
by over 2 BLEU for these Indian languages021
on average, thus demonstrating the potential022
for generalizing to out-of-domain translation023
tasks as well. We are pleased to release the024
corresponding models and dataset, accessible025
via this link: https://huggingface.co/anon-auth.026

1 Introduction027

NPTEL (National Programme on Technology En-028

hanced Learning) has long been a valuable re-029

source for free on-demand higher-educational con-030

tent across a diverse range of specialized disci-031

plines. Over the past two decades since its incep-032

tion, NPTEL has curated an extensive library of033

over 56,000 hours of video lectures, all made pub-034

licly available along with their audio transcriptions035

in an easily accessible manner. In response to the036

growing number of Indian students, NPTEL has037

taken steps to support Indian language transcrip-038

tions for more than 12,000 hours of video content.039

These captions are primarily translations of the040

1https://nptel.ac.in
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0 42 31 28 31 25 31 18

0 0 82 43 50 62 77 36

0 0 0 53 67 56 158 63

0 0 0 0 51 32 43 33

0 0 0 0 0 35 55 59

0 0 0 0 0 0 74 32

0 0 0 0 0 0 0 59

Figure 1: Translation Pair Counts (in thousands)

original English transcriptions, carefully crafted by 041

subject-matter experts. This multi-year endeavor 042

has led to the creation of a high-quality parallel tex- 043

tual resource spanning multiple Indian languages, 044

covering various fields in the Scientific, Engineer- 045

ing, and Humanities domains. Our research lever- 046

ages this rich data resource to develop competitive 047

Machine Translation (MT) models specifically tai- 048

lored for Indian languages. Additionally, we in- 049

vestigate how models fine-tuned on this data can 050

assist human translators and help accelerate the 051

mission of providing accurate Indic subtitles for all 052

NPTEL video lectures. This effort aims to benefit 053

a large audience of Indian students struggling with 054

the lack of university-level educational content in 055

their native tongues. 056

2 Where does Present-day MT fail? 057

Let’s quickly look at how Machine Translation 058

models in use widely today perform on Technical- 059

domain tasks and instances in which they fail. 060
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English source text Our Model Google Translate IndicTrans2

What is the stress on 
this spring?†

इस ���ंग पर �या तनाव है? इस वसंत पर तनाव �या है? इस वसंत पर �या दबाव है?

I will go home this 
spring.‡

म�  इस वसंत म�  घर जाऊंगा। म�  इस बसंत म�  घर जाऊंगा। म�  इस वसंत म�  घर जाऊंगा।

I want to learn the 
rust language.†

म�  र�ट भाषा सीखना चाहता 
�ं।

म�  जंग भाषा सीखना चाहता 
�ँ.

म�  जंग क� भाषा सीखना 
चाहता �ँ।

My bicycle is covered 
with rust.‡

मेर� साइ�कल जंग से ढक� �ई 
है।

मेर� साइ�कल जंग से ढक� �ई 
है।

मेर� साइ�कल जंग से ढक� �ई 
है।

Table 1: Example translations from English to Hindi in the Scientific/Technical domain.
Sentences marked as † are in-domain, while ‡ are out-of-domain.

The words in blue are terms with multiple meanings, that tend to get translated incorrectly.
The words in green represent the correct, expected translation by the model for the blue word in the given context.

The words in red represent incorrect translations.

Consider the text "I want to learn the rust lan-061

guage." Here we are talking about the programming062

language Rust and not the chemical phenomena.063

From Table 1 we can see that both Google Trans-064

late 2 and IndicTrans2 get their Hindi translations065

wrong. Not only that, if we backtranslate their re-066

sults to English we get the sentence "I want to learn067

the language of war," which is very far from what068

we originally meant. This happens in this case be-069

cause the Hind word for "rust" has two meanings,070

the phenomena of rust and also war. Thus, in such071

situations it is very important for the translation072

model to understand the context well as the mean-073

ing of the sentence can completely change with the074

wrong choice of a word. So, we can see that current075

models are prone to making such mistakes for tasks076

in the technical and scientific domains. Our paper077

hopes to help alleviate these shortcomings.078

3 The Dataset079

3.1 First, the Source080

The initial step in creating any dataset involves081

obtaining the raw data. We chose against scrap-082

ing subtitles from YouTube videos, and instead083

obtained the raw data by contacting NPTEL. They084

provided us with a document containing a list of085

10,669 videos along with links to their correspond-086

ing transcriptions and related metadata. These tran-087

scriptions were bilingual documents, featuring al-088

ternating paragraphs of English and Indic text, in-089

terspersed with reference timestamps and video090

snapshots. Refer to Appendix A for a sample page.091

2https://translate.google.com/

3.2 Data Cleaning and Extraction 092

Given the unusual format of these documents, we 093

wrote a Python script to extract the meaningful text 094

data from it while avoiding timestamp references. 095

In this script, we first pull out the text from these 096

documents and then use regex patterns to filter the 097

timestamps. We then used simple paragraph seg- 098

menting tools from nltk (Bird and Klein, 2009) and 099

indic-nlp (Kunchukuttan, 2020) libraries to iden- 100

tify and separate English and Indic sentences. With 101

this, the lectures are now decomposed into parallel 102

documents of text stored in separate files to create 103

a massive bitext corpora. 104

3.3 Bitext Mining 105

With this parallel corpora in place, we begin the 106

most crucial part: Bitext mining. Our objective 107

is to find as many sentence-pairs as we can from 108

the source data while still having high confidence 109

in their translation accuracy. Luckily, Sentence- 110

Alignment is a well studied problem dating as far 111

back as 1991 (Brown et al.). 112

Recent work like Vecalign (Thompson and 113

Koehn, 2019) has focused on using multi-lingual 114

embedding models to find pairs based on vector 115

similarity of sentence embeddings. These have 116

been shown to achieve state-of-the-art performance, 117

significantly surpassing previous approaches. In 118

our work, we use SentAlign (Steingrimsson et al., 119

2023) which employs LABSE (Feng et al., 2022) 120

along with optimized alignment algorithms to mine 121

parallel documents with high confidence and effi- 122

ciency. With this we are also able to find 1-n and 123

n-1 sentence matches. 124
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eng_Latn -> ben_Beng

eng_Latn -> guj_Gujr

eng_Latn -> hin_Deva

eng_Latn -> kan_Knda

eng_Latn -> mal_Mlym

eng_Latn -> mar_Deva

eng_Latn -> tam_Taml

eng_Latn -> tel_Telu

ben_Beng -> guj_Gujr

ben_Beng -> hin_Deva

ben_Beng -> kan_Knda

ben_Beng -> mal_Mlym

ben_Beng -> tam_Taml

ben_Beng -> tel_Telu

guj_Gujr -> hin_Deva

guj_Gujr -> kan_Knda

guj_Gujr -> mal_Mlym

guj_Gujr -> mar_Deva

guj_Gujr -> tam_Taml

guj_Gujr -> tel_Telu

hin_Deva -> kan_Knda

hin_Deva -> mal_Mlym

hin_Deva -> mar_Deva

hin_Deva -> tam_Taml

hin_Deva -> tel_Telu

kan_Knda -> mal_Mlym

kan_Knda -> tam_Taml

kan_Knda -> tel_Telu

mal_Mlym -> tam_Taml

mal_Mlym -> tel_Telu

ben_Beng -> mar_Deva

kan_Knda -> mar_Deva

mal_Mlym -> mar_Deva

mar_Deva -> tam_Taml

mar_Deva -> tel_Telu

tam_Taml -> tel_Telu
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Figure 2: Average LABSE score across language pairs

3.4 Data Collation125

Each lecture now has its own documents with all126

its sentences aligned into bilingual sentence-pairs.127

We collect these pairs and combine them, along128

with their lecture metadata, into a massive transla-129

tion dataset. After post-processing with deduplica-130

tion, we arrive at a corpus of roughly 2.8 million131

sentence-pairs.132

3.5 Data Analysis133

To understand the quality and quantity of this data,134

we must first thoroughly analyse it. Our dataset has135

8 English-Indic and 28 Indic-Indic language pairs.136

This means that there exists at least one common137

set of lectures among each language-pair, provid-138

ing us with inter-Indic alignments for all languages139

covered in this dataset. We find 48.6% of these to be140

English-to-Indic language pairs. This is the direct141

result of English lectures having been translated142

into multiple languages, albeit with arbitrary com-143

binations, giving us a robust Indic-to-Indic data144

subset.145

For assessing the alignment quality of our trans-146

lation pairs, we look at the average LABSE similar-147

ity scores as the primary measure. The plot of this148

metric (Figure 2) demonstrates a strong consistency149

in scores across all languages despite differences150

in the quantity of the mined sentence-pairs. These151

data points are also seen to be tending towards 0.8152

and are never below 0.75, validating our confidence153

in the quality of the source data and the accuracy154

of our alignments.155

4 The Model156

The value of a dataset can only be best quantified157

when a model has been trained with it, evaluated158

against others and the results analyzed. We wish to159

fine-tune and evaluate a powerful MT base model160

to test the hypothesis that our dataset can help im- 161

prove the performance of translation tasks in the 162

Technical domain. We will test if existing models 163

can be improved meaningfully by being fine-tuned 164

on our dataset. 165

4.1 Baseline Model selection 166

When it comes to choosing a strong multi-lingual 167

model that is, or at least close to, the state-of- 168

the-art, we find that our options are limited. In- 169

dicTrans2 (IT2) could be a good choice, except 170

that it provides different models for English-Indic, 171

Indic-English and Indic-Indic directions. We elim- 172

inate this option since we hope to leverage trans- 173

fer learning by training just one model in all the 174

36 language-pair combinations that our dataset 175

supports. That leaves us with only two possible 176

candidates: NLLB-200 (Team et al., 2022) and 177

MADLAD-400 (Kudugunta et al., 2023). These 178

are both massively multilingual Transformer mod- 179

els that promise to be the right baseline for our 180

study. We choose NLLB on the basis of its su- 181

perior evaluation scores for Indian languages on 182

the Flores-200 (Goyal et al., 2022) benchmark, ac- 183

cording to the results published in the MADLAD 184

paper. 185

4.2 Training 186

NLLB-200 models are available in a wide vari- 187

ety of sizes ranging from a 600M parameter dis- 188

tilled model to a massive 54B parameter Mixture- 189

of-Experts model. For our experiments, we decide 190

to choose the 3.3B parameter version as a sweet 191

spot between performance quality and compute 192

requirements. 193

Still, even with this relatively smaller NLLB 194

3.3B model, running a Full Fine-Tuning (FFT) 195

setup can turn out to be a very compute intensive en- 196
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Our testset

Models en-in

NLLB 30.73 / 57.62
LoRA FT 48.98 / 71.99
IT2 39.66 / 66.49

Flores+

Models en-in

NLLB 19.73 / 54.27
LoRA FT 22.04 / 57.33
IT2 24.08 / 59.45

Table 2: Results are in the form <bleu>/<chrf++>.
These scores represent the average of all 8 languages covered by the dataset.

All models were evaluated without using beam-search or sampling.

deavour. The amount of time required to effectively197

train our model will also be significant. In our case198

we wish to execute a number of experiments with199

different approaches in hopes to achieve the best200

results. FFT thus would not be a feasible approach.201

Instead, we decide to utilize a Parameter-Efficient202

Fine Tuning (PEFT) method known as Low-Rank203

Adaptation (LoRA) (Hu et al., 2022) to train our204

model.205

We primarily trained three models using three206

different approaches. All of them were done us-207

ing LoRA with NLLB 3.3B. These approaches in-208

cluded: 1) training a model purely on our dataset in209

one direction, 2) training using Curriculum Learn-210

ing (CL) (Bengio et al., 2009) with a cleaned sub-211

set of the BPCC corpus (Gala et al., 2023) with212

our 8 Indian languages, comprising of 4 million213

rows, before introducing our dataset, 3) training on214

a massive 12 million samples which included the215

cleaned BPCC corpus and our dataset in both direc-216

tions. All our models were trained on a node of 8217

NVIDIA A100 40GB GPUs. Evaluation results for218

all the three models were found to be similar, with219

our 3rd approach performing slightly better. The220

hyperparameters and detailed results for all three221

are available in Appendix B.222

4.3 Evaluation223

For evaluation we compare our third model, trained224

on 12 million rows, with the baseline NLLB model225

and the 1B parameter IndicTrans2 model. For an226

in-domain test, we used the top one thousand rows227

(by LABSE score) of our held-out test set for each228

language. Our model outperforms the rest on our229

test set and demonstrates the efficacy of our model230

at translations involving the technical domain. We231

further test our models on the Flores+ 3 (Previously232

Flores-200) devtest set. We find that our model233

is also able to generalize well, as seen from the234

improvements on the baseline scores. Our results235

3https://github.com/openlanguagedata/flores

manage to come closer to IndicTrans2, which was 236

trained on a corpus far larger than ours. These 237

scores are depicted in Table 2 above. Language- 238

wise comparison of evaluation scores are also avail- 239

able in Appendix B. 240

5 Translingua 241

This research goes beyond just experiments. Our 242

models are now built into a tool called Translin- 243

gua, that is being widely used by human annotators 244

across India to translate NPTEL lecture transcripts 245

into more languages than ever before, with far bet- 246

ter speed and accuracy. A screenshot of this tool 247

along with feedback of our respondents on transla- 248

tion quality is available in Appendix C. 249

Conclusion 250

In this paper, we introduced Shiksha, a novel trans- 251

lation dataset and model tailored for Indian lan- 252

guages, with a particular focus on the Scientific, 253

Technical, and Educational domains. We created 254

a robust multilingual parallel corpus consisting 255

of over 2.8 million high-quality translation pairs 256

across 8 Indian languages. Our approach involved 257

meticulous data extraction, cleaning, and bitext 258

mining to ensure the accuracy and relevance of the 259

dataset. We also fine-tuned state-of-the-art base- 260

line NMT models using this dataset and demon- 261

strated significant performance improvements in 262

not only in-domain, but also out-of-domain transla- 263

tion tasks. 264

With this paper, we wish to encourage the im- 265

portance of domain-specific datasets in advancing 266

NMT capabilities. We believe that our dataset and 267

models will serve as valuable resources for the com- 268

munity and foster further research in multilingual 269

NMT. 270
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Limitations271

Despite the promising results of our dataset and272

model, there are some limitations that need to be273

acknowledged:274

• The dataset is heavily skewed towards sci-275

entific, technical, and educational domains,276

sourced primarily from NPTEL video lectures.277

This can lead to degradation in translation278

quality for general tasks in unexpected ways279

that standard benchmarks may not catch. We280

recommend supplementing our dataset with281

additional diverse and balanced sources cov-282

ering a wide range of domains, including ev-283

eryday conversational language, literature, so-284

cial media, and news articles. This will help285

ensure a more stable training and evaluation286

process, ultimately enhancing the translation287

system’s robustness and accuracy across dif-288

ferent contexts.289

• We have not meaningfully tested our model’s290

performance on Indic-English or Indic-Indic291

directions as our research was focused primar-292

ily on translating out of English. Our models293

thus may not perform well on those language294

directions.295

• The quality of our translation dataset and mod-296

els is heavily dependent upon the accuracy of297

the original NPTEL transcriptions. Any er-298

rors or inconsistencies in them are propagated299

into our dataset, potentially affecting the train-300

ing and evaluation of the translation models.301

Further human evaluation might be needed to302

verify the quality of these translations.303
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Bioinformatics
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बा�यो�इन्फॉ�रमॅ�टिक्स

प्रो�फॉ� . एमॅ. मॅ�योके� ल ग्रो�मिमॅहा�

डि�पा��मॅ� ऑफॉ बा�यो��क्नॉ�ल�जी!

इ"डि�योनॉ इ"स्टि$ट्यू& ऑफॉ �क्नॉ�ल�जी!, मॅद्रा�स

Lecture - 2a

DNA Sequence analysis

ल�क्चर - 2a

DNA सिसक्वें�स एनॉ�सिलसिसस

(Refer Slide Time: 00:20)

In the first lecture just for refreshing, we discussed about the basics of Bioinformatics with

few examples, and the different features of Bioinformatics; for example development of

databases, algorithms and hypotheses, structure based drug design and next generation

sequencing.

फॉक्त मॅ�गो�वें� घे�ण्यो�स�ठी0 पाडिहाल्यो� व्या�ख्यो�नॉ�त, आपाण के�हा! उदा�हारण�सहा बा�यो�इन्फॉ�मॅ8टिक्सच्यो� मॅ&लतत्वें�, आणिण

बा�यो�इन्फॉ�मॅ8टिक्सच! डिवेंडिवेंध वें=सि>ष्ट्ये� यो�डिवेंषयो! चच�� के� ल!; उदा�हारण�र्थ� ���बा�सच� डिवेंके�स केरनॉ�, अल्गो�रिरदामॅ आणिण

Figure 3: A sample page from a bilingual document

B Model Hyperparameters and Results 390

Parameter Setting

peft-type LORA
rank 256

lora alpha 256
lora dropout 0.1

rslora True
target modules all-linear
learning rate 4e-5

optimizer adafactor
data-type BF-16
epochs 1

Table 3: Hyperparameters for our 3rd approach.
First approach was trained for 10 epochs and second for

4 epochs seperately
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Comparison of Models by chrF++ Score
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Figure 4: Chrf++ comparison between NLLB, IT2 and
our model across all Indian languages.

The size of the bubble represents the population of the
speakers.
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Figure 5: A screenshot from the Translingua tool

Figure 6: Feedback on Translation Quality from a subset of Users
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