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Abstract

Video-adapted large language models (Video-
LLMs) are pivotal for advancing artificial gen-
eral intelligence (AGI) in video understanding.
Despite progress, existing methods rarely un-
dergo comprehensive assessment from an AGI
construction perspective. We propose that an
ideal video intelligence model should possess
three essential abilities: (i) Video-exclusive Un-
derstanding, crucial for tasks like event sum-
marization where direct video content analy-
sis is paramount; (if) Prior Knowledge-based
Question-Answering, essential for applications
needing contextual insights such as in-depth
sports analysis or cultural understanding in mu-
sic videos and television shows; (iii) Compre-
hension and Decision-making, vital for predic-
tive tasks in complex environments like 3D
scene navigation or autonomous vehicle guid-
ance. To systematically evaluate these abil-
ities, we introduce Video-Bench, an ability-
oriented benchmark encompassing real-world
video data and meticulously designed QA
pairs, accompanied by an automated evaluation
toolkit. Our analysis of 8 leading Video-LLMs
show a significant gap in achieving human-like
video understanding, underscoring the need for
advancements in video comprehension AGI.

1 Introduction

Large language models (LLMs)(Radford et al.,
2018, 2019; Brown et al., 2020; Ouyang et al.,
2022; Touvron et al., 2023a,b) have demonstrated
strong capabilities in handling natural language
processing (NLP) tasks, including comprehension,
composition and reasoning, and achieved remark-
able advancements on NLP benchmarks(Clark
et al., 2018; Zellers et al., 2019; Hendrycks et al.,
2020; Lin et al., 2021). This success has also in-
spired studies on Video-LLMs (Wang et al., 2022;
Maaz et al., 2023; Li et al., 2023c,a; Su et al., 2023;
Luo et al., 2023; Chen et al., 2023; Lyu et al., 2023;
Wang et al., 2023), where models process video in-
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Figure 1: The illustrative pipeline for the intuition, con-
struction and application of Video-Bench.

puts with textual prompts and generate correspond-
ing answers, illuminating the prospective configu-
ration of AGI for video understanding.

To gradually approach this goal, the establish-
ment of an evaluation benchmark is indispensable
for precisely measuring whether an artificial model
possesses genuine video comprehension capabil-
ities as humans. However, we find that existing
benchmarks fall short of serving this purpose com-
prehensively. For instance, MMBench (Liu et al.,
2023b) and LVLM-eHub (Xu et al., 2023) are con-
centrated on image understanding, ignoring the
video understanding ability. SEED-Bench (Li et al.,
2023b) includes several video tasks but is limited
to temporal understanding. These benchmarks sim-
ply build some evaluation data and QA pairs in the
traditional way, without measuring the limitations
of existing Video-LLMs from the perspective of
constructing video comprehension AGI.

With the ultimate goal of achieving AGI for
video understanding, we assert that a truly intel-
ligent video-language model should at least exhibit
three distinct human-like capabilities: (i) Video-
exclusive Understanding, i.e., performing well for
questions whose answer can be extracted from the
video itself; (if) Prior Knowledge-based Question-
Answering, i.e., answer questions that require the
prior knowledge beyond the video, such as com-
mentary on NBA games or providing background
information on specific music videos; (iii) Compre-
hension and Decision-making, enabling a compre-



hensive understanding of scenarios, along with the
ability to make predictions and informed decisions.
Example applications encompass 3D scene under-
standing and decision-making for autonomous driv-
ing. To this end, we propose a new large-scale
benchmark along with a toolkit, referred to as
“Video-Bench", to furnish a thorough evaluation
of Video-LLMs, as depicted in Fig. 1.

In detail, aligning with our motivation, our Video-
Bench encompasses tasks categorized into three dis-
tinct levels of capability: (i) For Video-exclusive
Understanding, we begin by randomly selecting
parts of traditional QA pairs (Xu et al., 2017; Yu
et al.,, 2019; Jang et al., 2017), and proposing
more challenging tasks to assess both temporal
and contextual aspects of videos. Tasks include
video summarization (Zhou et al., 2018), abnor-
mal detection (Sultani et al., 2018), and crowd
counting (Leal-Taixé et al., 2015); (ii) For Prior
Knowledge-based Question-Answering, we eval-
uate the capability of model in understanding
TV dramas (Lei et al., 2018), appreciating music
videos, and providing information about players
and games in NBA videos. (iii) For Comprehen-
sion and Decision-making, we employ two classi-
cal tasks: 3D indoor scene understanding (Ma et al.,
2022) and auto-driving decision-making to assess
the comprehension and decision-making abilities.

To streamline the evaluation process, we include
another crucial component, i.e., the evaluation
toolkit, along with the benchmarks. The toolkit
automatically maps the long text outputs of Video-
LLMs to corresponding answers with probability
selection (Hendrycks et al., 2020) or LLM-based se-
mantic understanding (Ouyang et al., 2022; Raffel
et al., 2020). Subsequently, it calculates accuracy
for each question and generates a final score, en-
hancing the efficiency of the evaluation workflow.

We evaluate eight representative Video-LLMs
on Video-Bench: VideoChat (Li et al., 2023c¢),
Video-ChatGPT (Maaz et al., 2023), Otter (Li et al.,
2023a), Valley (Luo et al., 2023), PandaGPT (Su
et al., 2023), mPLUG-Owl1 (Ye et al., 2023), Video-
LLaMA (Zhang et al., 2023), and Chat-UniVi (Jin
et al.,, 2023) with verified open-source model
weights. The evaluation results reveal several in-
teresting findings: (i) Most recent models can sum-
marize the main content of videos but lack the ca-
pacity to detect details and temporal information.
(if) Due to the absence of domain-specific prior
knowledge in the training data, these models en-
counter challenges in accurately comprehending

and responding to queries within a particular do-
main. (ii/) Due to constraints in multimodal infor-
mation extraction and the use of a weakened LLM
backend (either 7B or 13B), the majority of tested
models exhibit limited proficiency in comprehend-
ing and decision-making within complex scenarios.
Our contributions can be summarized as follows:

* We suggest that there lacks specific measures
for Video-LLMs, and propose the three-level
ability assessment that systematically evalu-
ates models in video-exclusive understand-
ing, prior knowledge incorporation, and video-
based decision-making abilities.

* We introduce Video-Bench, the first com-
prehensive evaluation benchmark for Video-
LLMs, and provide a user-friendly evaluation
toolkit. Accompanied by our datasets and QA
pairs, the toolkit can streamline the perfor-
mance assessment of Video-LLMs.

* We conduct extensive experiments to evaluate
prominent Video-LLMs, summarizing their
behaviors, analyzing main causes for observed
limitations, and proposing future directions
for improvement.

2 Related Work

Video-LLMs. A series Video-LLMs have emerged,
building upon open-source LLMs (Touvron
et al., 2023a,b; Chiang et al., 2023) or Image-
LLMs (Alayrac et al., 2022; Awadalla et al., 2023;
Liu et al., 2023a; Yuan et al., 2021). As outlined
in Table 1, VideoChat (Li et al., 2023c) utilizes
the Q-Former to map visual representations to Vi-
cuna (Chiang et al., 2023), implementing a two-
stage training process. Video-ChatGPT (Maaz
et al., 2023) and Valley (Luo et al., 2023) origi-
nate from the LLaVA (Liu et al., 2023a) framework
and introduce average pooling to enhance temporal
sequence perception. Otter (Li et al., 2023a) pro-
poses the MIMIC-IT dataset and fine-tunes Open-
flamingo (Awadalla et al., 2023) on their dataset.
PandaGPT (Su et al., 2023) employs the Image-
Bind (Girdhar et al., 2023) as its backend for video
comprehension. mPLUG-Owl (Ye et al., 2023) in-
troduces an abstractor module to align image and
text. Video-LLaMA (Zhang et al., 2023) incor-
porates a frame embedding layer and ImageBind
to inject temporal and audio information into the
LLM backend, while Chat-UniVi (Jin et al., 2023)



Table 1: Comparison between different Video-LLMs. ‘VE’, ‘TM’, ‘AE’, ‘LLM’, and ‘Adapt’ denote the visual
encoder, temporal module, audio encoder, LLM backend and the adaptation module. The ‘CLIP (L)’ and ‘CLIP (O)’
represent the CLIP encoder pre-trained on LLaVA (Liu et al., 2023a) and OpenFlamingo (Awadalla et al., 2023). If
the models are trained with two-stage, the training data of each stage is split by ‘/’. The ‘combined’ denotes the
combination of typical V-L datasets including COCO (Chen et al., 2015), CC (Sharma et al., 2018), VG (Krishna

etal., 2017), SBU (Ordonez et al., 2011) and LAION (Schuhmann et al., 2021).

Model Configuration

Training Data

Method VE ™ AE LLM  Adapt Source Size
VideoChat (Li et al., 2023c) \ BLIP-2 GMHRA  Whisper Vicuna Q—Former\ Combined / Instruct-video  35M / 18K
Video-ChatGPT (Maaz et al., 2023)‘ CLIP (L) AVG Pool Vicuna Linear ‘ Instruct-video 100K
Otter (Li et al., 2023a) | CLIP (O) LLaMA (O) Linear | MIMIC-IT 2.8M
PandaGPT (Su et al., 2023) \ImageBind ImageBind  Vicuna Linear \ LLAVA-mniGPT4 153.5K
Valley (Luo et al., 2023) | CLIP (L) AVG Pool Vicuna Linear | WebVid/ Instruct-video 702K /47.8K
mPLUG-OwI (Ye et al., 2023) | CLIP LLaMA Abstractor] ~ Combined / LLaVA 1100M / 150K
Video-LLaMA (Zhang et al., 2023) \ BLIP-2 Frame EmbImageBind Vicuna Q-Former \WebVid / LLAVA-mniGPT4 2M/153.5K
Chat-UniVi (Jin et al., 2023) \ CLIP (L) Cluster Vicuna Linear \ Combined / Instruct-video  1.5M / 649K

merges visual tokens with similar semantic mean-
ings using a clustering strategy. However, few of
them try to address the challenges of temporal di-
mensions and audio modalities.

Video Datasets. Deep learning for video analy-
sis relies on diverse datasets tailored to specific
tasks. A notable task is human action recognition,
featuring action classification datasets such as UCF-
101 (Soomro et al., 2012), HMDBS51 (Kuehne et al.,
2011), and Kinetics (Kay et al., 2017), and action
localization datasets like AVA (Gu et al., 2018)
and Fineaction (Liu et al., 2022). Tasks involv-
ing anomaly detection in surveillance videos are
addressed by datasets like UCSD-anomaly (Ma-
hadevan et al., 2010) and UCF-crime (Sultani
et al.,, 2018). Object identification and track-
ing in videos encompass multiple object track-
ing MOT)(Leal-Taixé et al., 2015), video object
segmentation (DAVIS)(Perazzi et al., 2016), and
video instance segmentation ( Youtube-VIS) (Yang
et al., 2019). For multimodal tasks, video cap-
tioning datasets such as MSVD (Chen and Dolan,
2011), MSRVTT (Xu et al., 2016), and Activi-
tynet (Caba Heilbron et al., 2015) exist, along with
their corresponding QA datasets (Xu et al., 2017,7;
Yu et al., 2019). Scenario-specific datasets like
MovieQA (Tapaswi et al., 2016) and TVQA (Lei
et al., 2018) also contribute to the diversity of avail-
able datasets. However, these datasets often focus
on specific tasks and lack the complexity to mea-
sure the comprehensive abilities of Video-LLMs.

Vision Language Evaluation Benchmarks. To
evaluate the capabilities of LL.Ms, various bench-
marks have been introduced, including AI2 Rea-

soning (Clark et al., 2018), HellaSwag (Zellers
et al., 2019), MMLU (Hendrycks et al., 2020), and
Truthful QA (Lin et al., 2021). In the realm of mul-
timodal LLMs, MMBench (Liu et al., 2023b) con-
structs a broad spectrum of evaluation for Vision-
LLMs, and converts free-form predictions into pre-
defined choices. SEED-Bench (Li et al., 2023b)
introduces a series of temporal understanding tasks
and establishes an automatic filtering. LVLM-
eHub (Xu et al., 2023) presents an online arena
platform for user-level evaluation, simulating the
real-world applications. ELEVATER (Li et al.,
2022) focuses on evaluating the transferability of
language-augmented visual models across multiple
tasks. However, the aforementioned benchmarks
are not tailored specifically for videos.

3 Video-Bench

In Fig.2, we show the overall structure of Video-
Bench and the corresponding average results for
existing Video-LLMs.

3.1 Video-exclusive Summarization

As illustrated in Fig. 3 (A), we aim to measure the
capacity of Video-LLMs to comprehend informa-
tion from video itself, requiring no external prior
knowledge or complex logic inference.

Basic Understanding. This task primarily eval-
uates the basic video recognition ability, such as
responding to queries related to human actions in
Activitynet-QA (Yu et al., 2019), providing an-
swers related to objects, attributes, and actions
corresponding to videos in MSVD-QA (Xu et al.,
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Figure 2: (A) part denotes the three-level evaluation of our Video-Bench. (B) part denotes the ranking of existing
Video-LLMs. The reported results are accuracy (%) calculated with GPT-3.5. The number in parentheses represents

the improvement over random results.

2017) and MSRVTT-QA (Xuet al., 2017), and com-
prehending GIFs in TGIF-QA (Jang et al., 2017).
Summarization. This task assesses the summa-
rization ability of Video-LLMs when dealing with
longer videos. Using the YouCook2 dataset (Zhou
et al., 2018) with rich annotations and extended
video duration, we generate a series of QA pairs to
evaluate the ability to comprehend cooking infor-
mation presented in the videos and audios.
Abnormal Detection. This task evaluates the abil-
ity to review videos and identify anomalies. Lever-
aging the UCF-Crime dataset (Sultani et al., 2018),
a collection of surveillance videos annotated with
the type and timestamp of anomalies, we construct
questions to assess the temporal comprehensive
ability of Video-LLMs.

Crowd Counting. This task primarily evaluates
the ability to localize and count dense objects. Uti-
lizing the MOT dataset (Leal-Taixé et al., 2015),
which annotates all pedestrians, vehicles, and other
targets in street or mall images, we test whether
Video-LLMs can identify different pedestrians in
different frames and provide the correct number.

3.2 Prior Knowledge-based
Question-answering

As shown in Figure 3 (B), our objective is to evalu-
ate Video-LLMSs’ capacity to answer questions that
necessitate prior knowledge.

TV-QA. Utilizing the TVQA dataset (Lei et al.,
2018), we transform image formats into videos,
and incorporate audio and subtitles. This dataset
allows us to evaluate the ability of Video-LLMs
to integrate prior knowledge and information from
video, audio, and text to answer questions related

to TV content.

MV-QA. Music videos pose a unique challenge
due to their reliance on prior knowledge. In the
absence of relevant existing datasets, we search for
top music videos on YouTube and construct cor-
responding QA pairs based on authoritative wiki
sources. This task assesses the ability of Video-
LLMs to understand the song associated with the
music video and provide answers regarding per-
formers, background information, and relevant mu-
sic theory knowledge.

NBA-QA. Understanding competitive sports
videos also demands relevant prior knowledge to
identify competing teams, players, technical ac-
tions, scores, or fouls within the video. We select
top NBA plays from YouTube and manually anno-
tate teams, players, and technical actions in each
game, transforming them into question-answer
pairs. These videos and questions serve as input to
the model, expecting it to respond based on relevant
prior knowledge.

3.3 Comprehension and Decision-making

As shown in Fig. 3 (C), to assess a similar capabil-
ity in Video-LLMs, we propose evaluations in the
realms of 3D scene understanding and autonomous-
driving related tasks.

3D Scene Comprehension. Indoor scene compre-
hension and navigation hold significant practical
implications. The complexity arises from the neces-
sity for extensive knowledge-intensive reasoning
to understand different situations (scenes and lo-
cations). The SQA3D dataset (Ma et al., 2022) is
introduced to evaluate the 3D scene comprehen-
sion of Video-LLMs within the video modality.
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Figure 3: The detailed illustration of samples from each task and the corresponding ability required.

The models are tasked with understanding their en-
vironment and engaging in perception, reasoning,
and action to accomplish the task.

Driver’s License Examination. Video-based ques-
tions in driver’s license examinations assess the
ability of candidates to interpret simple animations
depicting motor vehicle and driver status, requiring
judgments of potential anomalies. In this task, we
challenge Video-LLMs to comprehend scenarios
and answer exam questions.

Driving Decision-Making. Making decisions for
real-world driving scenarios is a more intricate task
that demands a higher level of scene understanding
and decision-making ability. For this task, we com-
pile a diverse collection of YouTube driving videos
depicting complex traffic situations and accidents.
We conduct manual annotations for scene analysis
and accident causes. Our expectation is that the
model can effectively comprehend the origins of
these complex traffic situations or accidents and
make correct decisions to prevent their occurrence.

3.4 Automatic Evaluation Toolkit

LLMs are known for generating long-form text re-
sponses, often without adhering to a fixed format,
making it challenging to quantify the correctness

of their answers. To address this, we propose an
automatic evaluation toolkit to systematically as-
sess the performance of Video-LLMs. Our toolkit
provides three metrics to map the output of Video-
LLMs to pre-defined answer choices and subse-
quently calculating the final scores. The first one
is Probability (Hendrycks et al., 2020), a logits-
based metric to acquire the probability of the next
token following the prompt and treat the highest
probability option as the prediction:

max

Choice = arg
i€{A,B,C,D,...}

P (Token; | Prompt) .
ey

The other two metrics are sentence-based, lever-
aging the natural language understanding capabil-
ities of LLMs to obtain options. T5-based (Raf-
fel et al., 2020) one calculates the textual similar-
ities of generated sequences and options. GPT-
3.5-based (Ouyang et al., 2022) transforms the se-
quences to a fixed format with prompt. All the
above metrics can be implemented automatically
with our toolkit, and users can analysis the ability
of video-LLMs to comprehend video content and
provide accurate responses to questions faithfully.



Table 2: Experiment results of tested Video-LLMs on various tasks. ‘*’ denotes the QA-pairs are re-constructed
or annotated by Video-Bench. *I* denotes the tasks with fewer videos and multiplying the weight by 0.5 when
calculating the final result. For each task, blue and green mark the first and second place respectively.

(A) Video-Exclusive Understanding

Task | Dataset | Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi
Activitynet-QA 34.58 4455 46.60 4430  44.96 38.10  41.47 39.85 48.50
Basic QA MSVD-QA* 2622 42.15 57.50 54.95 50.43 32.03 4245 41.15 38.15
MSRVTT-QA* 26.50 3740 46.30 46.95  44.60 28.03  36.30 34.05 33.75
TGIF-QA 2237 3374 35.59 34.27 29.66 3141  31.66 31.28 33.48
Summarization | YouCook2* | 2500 27.66 34.80 32.65 33.02 29.05  27.05 28.90 29.00
Abnormal Detection | UCF-Cirme* | 25.00 2241 24.13 22.41 33.01 2034 2276 27.59 23.79
Crowd Counting | MOT*! | 1667 27178 2778 1667 1667 1111 2778 16.67 16.67
Average Score | 2585 34.12 39.82 37.52 37.54 28.39  33.17 32.48 33.08

(B) Prior Knowledge-based Question-Answering

Task | Dataset | Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi
i TV-QA* 2000  26.15 28.76  27.65 2785 2370 23.95 24.75 22.20
Prior Knowledge MV-QA* 26.15  34.11 36.52 37.06 37.06 3259 30.17 32.41 34.29
NBA QA* 2726  28.57 2245 3426 3105 3134 2507 26.24 2522
Average Score | 2447  29.61 29.24 32.99 31.99 29.21  26.40 27.80 27.24

(C) Comprehension and Decision-Making

Task | Dataset

| Random V-Chat V-ChatGPT Otter

PandaGPT Valley mPLUG V-LLaMA C-UniVi

Driving Iﬁiggqse Exa’m?‘Jr By 36.81 38.89 41.67 52.78 41.67 414(37 33.34 30.56 44.44
ision-Making 44.21 55.38 58.21 48.72 56.03 56.54  51.03 49.10 47.95
3D Scene | SQA3D* | 25.00 31.42 37.20 29.65 30.76 33.30  32.00 31.15 26.95
Average Score | 35.04 4250 46.50 41.90 43.05 4427 39.88 38.21 38.85

(D) Final Result

| Random V-Chat V-ChatGPT Otter

PandaGPT Valley mPLUG V-LLaMA C-UniVi

35.41

38.52

37.47

37.52

33.96

33.15

32.83

33.05

Average Score | 28.45

Examination

Figure 4: The detailed amount of QA pairs of different
tasks.

4 Experiment and Result

Implementation details. The detailed statistics of
Video-Bench are listed in Fig. 4. To mitigate the
impact of randomness, we multiply an additional
weight of 0.5 for tasks with a smaller quantity of
questions during the computation of the final av-
erage score. To ensure a fair comparison, we uti-
lize the 7B LLM backend versions for all tested
Video-LLMs during the inference process, thereby

mitigating language ability discrepancy stemming
from different model sizes. The GPT-based metric
of version gpt-3.5-turbo-0613 are employed in the
reported results by default.

Results on Video-exclusive Understanding. To
evaluate the video-exclusive understanding abil-
ity, we validate Video-LLMs on the traditional ba-
sic QA tasks, summarization, abnormal detection
and crowd counting tasks, as reported in Table. 2
(A). We have three observations. (i) Most Video-
LLMs perform well on the four traiditional QA
datasets due to the simplicity of their questions,
especially the Video-ChatGPT (Maaz et al., 2023)
and Otter (Li et al., 2023a) with massive video in-
struction data, and the PandaGPT (Su et al., 2023)
with a well-pretrained video encoder from Image-
Bind (Girdhar et al., 2023), which suggests extend-
ing the video data scale could be effective. (if)
Existing Video-LLMs are not temporal-sensitive.
They cannot effectively summarize the order of
each operation in YouCook2, and cannot respond
effectively on the timestamp-related problems in
UCF-Crime. (iii) These methods almost fail in
the crowd counting task. These failure may come
from the weak ability of precise locating and the
temporal association.
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Figure 5: Comparison results of different metrics of Video-ChatGPT (Maaz et al., 2023) on all datasets.

Results on Prior Knowledge-based QA. Com-
pared to enormous training data of LL.Ms, existing
Video-LLMs are trained with limited instruction
tuning data as Table. 1, resulting in the poor ability
to recognize objects and information in specific do-
mains. As shown in Table. 2 (B), we can have two
observations. (i) Existing methods lack visual prior
knowledge, which means they struggle to establish
effective connection between the video and knowl-
edge. For example, in NBA-QA task, even the
players and technical actions are stored in the LLM
backend, they cannot answer the questions when
watching videos. Otter (Li et al., 2023a), which has
the most instruction tuning data, achieves the best
performance in this project, indicating that some
prior knowledge is indeed contained in MIMIC-IT.
(ii) Their poor performance on MV-QA indicates
that they have limited audio understanding abil-
ity, since only some of the Video-LLMs possess
audio modules. PandaGPT (Su et al., 2023) with
the audio module of ImageBind shows the con-
sistent results with the champion Otter (Li et al.,
2023a) in MV-QA, proving that adding an audio
encoder might improve this problem. In conclu-
sion, existing Video-LLMs are requiring abundant
prior knowledge pre-training for general domains
on different modalities.

Results on Comprehension and Decision-
making. The performance of existing Video-LLMs
on 3D scene understanding and driving decision-
making tasks is shown in Table. 2 (C). In these
tasks, Video-ChatGPT (Maaz et al., 2023) contin-
ues to perform the best, thanks to its robust video
instruction tuning. The followings are the Val-
ley (Luo et al., 2023), which also possess pow-
erful multi-modal understanding ability from vast
instruct-tuning videos. To enhance the comprehen-
sive and decision-making abilities, we suggest that
future Video-LLMs must be trained with more prior
knowledge and larger-scale data to cover more
diverse domains. Besides, adopting Reinforce-
ment Learning from Human Feedback (RLHF) and

larger model capability is also important for gener-
alization and specific applications.

Results on Different Metrics. Our Video-Bench
consists of a series of multiple-choice questions.
Compared to open-ended questions, this test is rel-
atively straightforward. However, due to the uncer-
tainty and free form of LLM outputs, there is still
room for designing more robust metrics. We eval-
uate the results of the best tested model, compar-
ing the results with Probability (Hendrycks et al.,
2020), T5-based and the GPT-based metrics. as
shown in the Fig. 5. It can be seen that the result
of Probability is overall low, because the output of
Video-LLMs cannot effectively give a clear choice
answer and the probability-based mapping may not
faithfully reflect the correctness. Therefore, we
recommend GPT as the metric to generate stable
results.

5 Visualization and Multi-Dimension
Analysis

Visualization. Fig. 6 illustrates a set of typical
responses from tested Video-LLMs. It can be
observed that only Video-ChatGPT (Maaz et al.,
2023) provides the correct response, while other
models engage in discussions related to the video
but fail to make the correct judgment after a lengthy
discourse. This highlights the issue that the models
struggle with questions with even the most funda-
mental prior knowledge. This situation reflects the
current state of Video-LLMs, which can generate
responses related to videos while lacking trustful
reference value.
Multi-dimension Analysis. In Fig. 7, a com-
parative analysis of Video-LLMs with different
modules is presented. We can conclude that with
the current data and training setting, Video-LLMs
lack tailored focus on the three-level ability of
video comprehension. And the empirically pro-
posed modules have not yielded significant im-
provements.

We also analysis the impact of different data



How many offensive attempts were shown in the highlights and what were the results? A.One attempt, made B.Two attempts, both missed
% C.One attempt, missed D.Two attempts, one made and one missed. Among the four options A, B, C, D above, the one closest to the correct answer is:
# Smﬁ_,ﬁ “Q Video-Chat: The video shows multiple offensive attempts in the game, including a made basket and a missed shot.
B However, there is no direct mention of the number of offensive attempts in the highlights, as the focus is on the basketball g
- action. Based on the given information, the correct answer is B: Two attempts, both missed.
e L )
Pyt | & Video-ChatGPT: One attempt, made. \ .
‘ A\ Valley: The correct answer is: One attempt was shown in the highlights, and it was missed. ‘ g
‘ &9 Otter: One attempt was shown being made, but the outcome of that attempt is not mentioned in the given information. ‘ g
& Panda-GPT: The correct answer is none of the options above. The image shows a basketball game in progress, but it does g
not provide any information about the number of offensive attempts shown in highlights and their results.
B mPLUG-0OwI: D - Two attempts, one made and one missed. The highlights show two attempts, one missed and one made. g
The correct answer is D.
Video-LLaMA: C. One attempt, missed. The highlights showed a basketball player throwing an offensive foul and missing g
the ball. However, it was not clear if he made multiple attempts.
‘ ¥ Chat-Univi: D. Two attempts, one made and one missed. ‘ g
Figure 6: The illustrative sample of the generated responses from different Video-LLM:s.
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Figure 7: The impact of different module configura-
tion. The w/ TM, w/ AE, and w/ TM and AE means
the model contains Temporal Module (TM) or Audio
Encoder (AE) or both of them.

sizes in pre-training or instruction tuning pro-
cess, as shown in Fig. 8. It can be observed
that pre-training datasize may not necessarily
play a decisive role, as the top-3 models, Video-
ChatGPT (Maaz et al., 2023), PandaGPT (Su et al.,
2023) and Otter (Li et al., 2023a), have no extra
pretraining process. We suppose that the video
encoders have received adequate training in multi-
modal pre-training. In contrary, the influence of the
instruction tuning datasize is notably evident, show-
ing two trends: (i) The models trained on videos
demonstrate overall better performance compared
to those trained on images. This substantiates that
native video data facilitates enhanced comprehen-
sion of video information by Video-LLMs. (ii)
Model performance is positively correlated with
the amount of video instruction tuning data. Video-
ChatGPT (Maaz et al., 2023) and Otter (Li et al.,
2023a) trained on large-scale video instruction tun-
ing datasets are significantly better than other mod-
els.

Figure 8: Impact of different datasize of pretrain data
(left) or instruction tuning data (right).

6 Conclusion and Discussion

According to the above experimental results, we
can conclude that the existing models are far from
the truly intelligent Video-LLM and there are pri-
marily three improvement directions.

Vision Encoder with Temporal Awareness. Exist-
ing methods process videos as frame clips, poten-
tially missing crucial temporal information. Ideal
Video-LLMs should understand the temporal se-
quence, possibly by selectively choosing keyframes
or sampling frames to traverse the content effi-
ciently.

Domain-Specific Prior Knowledge Pre-training.
Lack of visual prior knowledge hinders accu-
rate video comprehension. Incorporating domain-
specific prior knowledge through pre-training can
enhance domain expertise.

Long Video Understanding. One key differen-
tiation point of Video-LLMs when compared to
Image-LLMs should be the capability of processing
long videos, which is highly neglected by existing
research. Due to the memory and computation con-
straint, how to efficiently compress past frames and
design an effective memory mechanism is crucial.



Limitations

The scarcity of manually annotated data is the rea-
son for this. However, the process of manual an-
notation actually provides us with an opportunity
to cleverly integrate domain knowledge into the
data. This not only enhances the authenticity and
accuracy of the benchmark, but also makes it more
professional and can better reflect the needs of prac-
tical applications. We will gradually enrich the
dataset with more examples in our ongoing work.
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A TS5 evaluation

In our answer evaluation benchmark project, we
explore two approaches: GPT-based metric and
T5-based metric. T5-based metric serves as an
auxiliary tool in the evaluation process, offering
advantages in terms of cost, deployment, and per-
formance. It provides a cost-effective solution by
eliminating the need for ChatGPT API usage and
allows for offline deployment on personal servers.
As shown in Table 3, T5-based results demonstrate
comparable performance to GPT-based in answer
evaluation tasks, making it a valuable addition to
our benchmark project for reliable and efficient
assessment.

B Visualization Samples

In this part, we provide more samples of on all
datasets concluded in Video-Bench, to illustrate the
performance and behaviour of the tested Video-
LLMs.

B.1 Video-exclusive Understanding

Activitynet-QA. The results of the Activitynet-QA
is shown in Fig. 9. As mentioned in Sec 4, Video-
LLMs perform well on these simple questions. The
similar results are shown on the remaining three
datasets of Basic QA.

MSVD-QA. The results of the MSVD-QA is
shown in Fig. 10. As part of the Basic QA, the
performance of Video-LLMs here are overall good.
MSRVTT-QA. The results of the MSRVTT-QA is

shown in Fig. 11. The results shows a similar trend
of the above.



Table 3: T5-large experiment results of tested video-LLLMs on various tasks. ‘*’ denotes the QA-pairs are
re-constructed or annotated by Video-Bench. ‘T* denotes the tasks with fewer videos and multiplying the weight by
0.5 when calculating the final result. For each task, blue and green mark the first and second place respectively. All
the reported results are accuracy (%) calculated with GPT-3.5-based (Ouyang et al., 2022) metric. The “Video-" and
“Chat-" are abbreviated to “V-" and “C-".

(A) Video-Exclusive Understanding

Task ‘Dataset ‘Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi
Activitynet-QA 34.58  46.7 4635 4415 46.1  37.65 423 44.05 47.95
Basic QA MSVD-QA* 26.22 4325 53.85 5335 43.65 3093 426 42.7 44.65
MSRVTT-QA* 26.50 37.0 42.0 429 394 2848 34.65 34.75 41.25
TGIF-QA 2237 36.02 3729 3541 3417 33.84 3275 34.27 42.30
Summarization ‘YouCookZ* ‘ 25.00 30.0 34.35 30.4 31.3 26.95 27.25 284 30.65
Abnormal Detection | UCF-Cirme* | 16,67 18.62 3345 2621 24.83 1345 18.62  22.07 3086
Crowd Counting ~ [MOT*" | 1667 2222 1667 2778 556 1111 1110 1667  11.11
Average Score 25.85 34.26 3933 37.89 3419 2721 3134 33.01 37.42

(B) Prior Knowledge-based Question-Answering

Task | Dataset |Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

TV-QA* 20.00 28.3 2675 250 27.55 2215 2425 2545 23.05
Prior Knowledge |[MV-QA* 26.15  30.26 3447 3241 3491 27.13 29.01 27.84 33.48
NBA-QA* 27.26 25.36 2434 32,51 2653 2536 26.82 28.13 24.49
Average Score 2447 2797 28.52 2997 29.66 24.88 26.69 27.14 27.01
(C) Comprehension and Decision-Making

Task | Dataset |Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi
Drivin License Exam*! 36.81 250 37.14 5556 36.11 30.56 36.11 25.0 50.0
£ Decision-Making*| 44.21  60.77 61.28 4744 6218 56.28 53.21 49.49 49.74
3D Scene |SQA3D* | 25.00 30.08 3595 2745 3025 3565 3235 30.5 27.4
Average Score 35.04 4134 4632 41.07 44.19 42.88 4145 37.00 40.86

(D) Final Result

Task \Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Average Score 28.45 3453 38.06 3631 36.02 31.66 33.16 32.38 35.10
(E) Comparison Result of GPT-based

Task \Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi
Video-Exclusive Understanding 25.85 34.12 39.82 3752 3754 2839 33.17 3248 37.87
Prior Knowledge-based QA 24.47 29.61 29.24 3299 3199 29.21 26.40 27.80 27.43
Comprehension and Decision 35.04 4250 46.50 4190 43.05 4427 39.88 38.21 40.64
Average Score | 28.45 35.41 38,52 3747 3752 3396 33.15 32.83 35.31
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TGIF-QA. The results of the TGIF-QA is shown
in Fig. 12. Results prove that Video-LLMS can
also understand simple GIFs.

YouCook2. The results of the YouCook?2 is shown
in Fig. 13. The poor results show that existing
Video-LLMs possess limited temporal awareness,
and they are difficult to summarize the sequence of
action steps.

UCF-Crime. The results of the UCF-Crime is
shown in Fig. 14. The poor performance illustrates
the existing Video-LLMs lack the ability of tempo-
ral perception again.

MOT. The results of the MOT is shown in Fig. 15.
Existing Video-LLMs are proved to lack the ability
to count accurately.

B.2 Prior Knowledge-based
Question-Answering

TV-QA. The results of the TV-QA is shown in
Fig. 16, which demonstrate that existing Video-
LLMs can hardly understand TV segments. This
could be caused by the lack of prior knowledge and
audio or subtitle understanding ability.

MV-QA. The results of the MV-QA is shown in
Fig. 17. The poor performance may be also caused
by the lack of prior knowledge and audio under-
standing ability.

NBA-QA. The results of the NBA-QA is shown
in Fig. 18, which illustrates that without vision-
language pre-training for specific domains, the
Video-LLMs can not connect the knowledge stored
in LLM with visual content and response to corre-
sponding questions.

B.3 Comprehension and Decision-Making

Driver’s License Examination. The results of
the Driver’s License Examination is shown in
Fig. 19. The poor performance validates the tested
Video-LLMs have limited scene understanding and
decision-making ability.

Driving Decision-Making. The results of the Driv-
ing Decision-Making is shown in Fig. 20, which
demonstrates the tested Video-LLMs are difficult
to understand the real driving environment.

SQA3D. The results of the SQA3D is shown in
Fig. 21. The results show that they can only un-
derstand the simple environment and cannot under-
stand the complex spatial relationship.

This is an appendix.
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What is the gender of the person in the video? A.Male B.Female Among ptions A, B above,
answer s

Video-ChatGPT: The person in the videois a male.
& Valley: 1. A male
@) Orter: The video does not provide enough information to determine the gender.

&

Panda-GPT: The person in the video is a woman.

® mPLUG-Owl: The person in the video is male.

]&

Video-LLaMA: A. The person in the video is male.

@, Video-Chat: Based on the video, the gender of the person trimming the bush in the video is not specified. Itis therefore
impossible to determine their gender with certain

8 Char-UniVi: The person in the video is a male.

&

Is the person in white outdoors? 1.Yes 5.No_Among the two options A, B above, the one closest o the correct answer is
Video-ChatGPT: Yes, the person in white is outdoors.

" | [MVattey: The person in white is outdoors, and the photo was taken during the day.

&

&

@ Orter: 1 cannot confidently determine the exact set
orastreet.

of the video, but it appears (o be an outdoor location, possibly a park

Panda-GPT: The person in white is outdoors, as they are riding a skateboard on a street.

8 mPLUG-Owt: The person in white is outdoors, as they appear to be performing tricks on a sidewalk or a park bench.

Video-LLaMA: The video description and caption provided do not specify that the person in = ouldoors However, in
the video, there is a black and white picture of a man wearing white pants jumping off a wal

o
o
o

& Video-Chat: A. Yes, the person is in white and outdoors. From the given video, it s clear that the person in white is doing an
——— | acrobatic stunt on the skateboard.\n\nThe scene shows a young man performing a skateboarding trick in a public area. ......

\ = 3 Char-Univi: The person in white is seen ouldoors in the video i

What are racers running down? . 7rack B.Field C.Trail D Road. options A, B, C, D above,
answeris:

& Video-ChatGPT: The racers are running down a track.

8 Valley: The racers are running down a track.

T

&) Orier: Racers are running down a track.

@ Panda-GPT: The racers are running down a track, not a trail feld, or road. In the image, there are several people running in
, and they are all on a track. This is evident from the presence of multple runners.

A Track. Trackis In the given image, four runners, wearing different colored jerseys,
are running down a track. This scene typically takes place on a track field or an athletics track. It is not a field, trail, or a road.

[ Video-LLa14: The racers are running down a track

EEC

8, Video-Char: The video shows people running on a track during a race. Based on the given descriptions and the clues, it can
be inferred that the runners are running in a track meet or a track race. The closest option to the correct answer is option C.

[EEChar-nivi: The racers are running down a track.

‘whatis a man opening con
1o the correct answer is:

ing a Qun? A.chest B.hag Cbricfecase D.box Among the four options A, B, C, D above, the one clos

8

"= Video-ChatGPT: The man is opening a box containing a gun.

£ Valley- 1. A The man s opening a chest containing a gun.

@) Orter: The gun is likely  toy, and the man is likely opening a box containing the toy gun.

CEEY

@ Panda-GPT. The man is opening a box containing a gun.

[[®mPLUG-0wt: The correct answer is C. The man is opening a briefcase containing a gun.

[ Video-LLap4: The man s opening a box containing a gun.

CEE

& Video-Chat: The man in the video is opening a box containing a gun. Therefore, the closest option to the correct answer is
Anint's difficultto see the exact contents of the box, but there is a person opening it, and they seem to be holding a gun

[Scharm

&

: The answer is D. The man in the cartoon is arguing with a scary rabbit, which is a common trope in cartoons.

Adog B.child C. D, options A, B, C, D above, the.
one closest o the correct answer is:

lideo-ChatGPT: The person who argues with a scary rabbit in a cartoon
8 Valley: 100%.
@) Orter: A man s likely to be the one arguing with the scary bunny, as he is the one shown speaking to the

@ Panda-GPT: I the image, a man is arguing with a scary rabbit in a cartoon television show. The man is standing in front of a
TV, which is displaying the cartoon. The man is not a dog, child, or woman, s the options provided suggest. Instead,

B mPLUG-Owl: A. dog.

[ Video-LLaMA: The correct answer is B. The video shows a young boy holding a sign mn the text "Don't Be Afraid.\"' A
young man in a green t-shirt with the text \"You are not alone\" also appears in some frar

&mmum Based on the aescnpnon, it seems that the woman is arguing with the scary rabbit in the cartoon television
ow. Therefore, the answer is C. wom:

acm...L

RX X X QRR

The answer is D. The man in the cartoon s arguing with a scary rabbit, which is a common trope in cartoons.

what s played? haskethall B foothall C.tennis D-baschall._Among the four options A, B, C, D above, the one closest 0 the corect answer i

'« Video-ChatGPT: The video shows a group of people playing baseball on a field.
S\ Valley: The correct answer is A. The image shows a group of people playing a game of baseball on a field.
@)Orter: The sport being played is baseball

@ Panda-GPT: The image shows a group of people playing baseball on a field. There are several players on the field, and one
of them is holding a baseball bat, indicating that they are actively engaged in the game. Baseball is a popular

B mPLUG-Owt: B. Football
‘i Video-LLaMA: D. baseball. The video shows a baseball game, and the descriptions mention a basebal field, players, a
baseball game, a boy, and a young boy playing basebal, making it iear that the sport being played is indeed baseball

8, Video-Char: From the given foolage, the field appears to be lined with a chain link fence and has trees growing behind it
There are also several baseball players in the scene, and it s likely that they are playing baseball. The men are ......

@

Q& & B Q&E

S Char-Univi: D. Baseballis the correct answer.

Figure 11: The illustrative sample of the generated responses from different Video-LLMs for MSRVTT-QA.

B, C, D, E above, the one closest to the correct ar

- e o e o e e N L R L R e
% Video-ChatGPT: The guy rubs his forehead twice.

- 8 Valley: The guy in the image is rubbing his forehead twice.
@) Orter: The guy sighs and shakes his head, indicating that he is frustrated or upset about something.

- @ Panda-GPT: The guy in the image does not do any of the actions listed in the options. Instead, he is seen talking on his cell
phone while rubbing his forehead. This is the closest option to the correct answer, as the guy is not brushing his teeth,

B mPLUG-Ow: A.
- [ Video-LLa1: tlooks like the man is rubbing his forehead in the video.

- Il Video-Chat: The guy rubs his forehead two times. Specifically, he rubs his forehead with his hand in two different instances
i

in the video. This is evident from the descriptions, which specify that the guy is rubbing his forehead with his hand

R AR X RRE ¢

[ Char-Univi The guy rubs his forehead twice.

‘What does the man do 3 times? .move shoulders B.sway body C.irot D.step E.itch neck  Among the five options A, B, C. D, E above,
the one closest to the correct answer is:

& Video-ChatGPT: in the vi his body, or trot. He does, he tep out of the room
and into the hallway.

8 Valley: The man in the video is seen making different gestures and movements three times. In the first instance, he is seen
making a gesture with his hands in front of his face. In the second instance, he is seen making a gesture with his hands

[@0rer: The man takes off his sunglasses

@ Panda-GPT: The man in the image does not do any of the actions listed above three times. Instead, he is seen moving his
shoulders, swaying his body, and stepping to the side. There s no evidence of him itching his neck or rotating his head.

[[® mPLUG-0wi: The man moves his shoulders 3 times. The correct answer is A

[ Vider-LLait A The man moves i shouiers.

8. Video-Char: The man in the video is shown swaying his body at least four times, and it is unclear whether he is moving his
shoulders, stepping, o itching his neck. However, based on the provided caption, the man is shown moving his body, but ...

[ & Char-Univi The man sways his body.

XXX XX X

Figure 12: The illustrative sample of the generated responses from different Video-LLMs for TGIF-QA
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What should be done ftar cooklng the outer layer of the meat? A.Place them in a refrigerator B.Brush some soy sauce on (0.
options A, B, C, D above, the one tothe

& Video-ChatGPT: v , it should

& Valley: A. Place them in a refrigerator: This is not a recommended step after cooking the outer layer of the meat.

@ Otter: The answer is C, which s the correct spelling of the word \brush.\".

@ Panda-GPT: After cooking the outer layer of the meat, the next step should be o flip them over. This ensures that the meat
is cooked evenly and reaches the desired level of doneness. Once the outer layer s cooked, the meat can be removed

8 mPLUG-Ow: A) Place them in a refrigerator after cooking the outer layer.
[ Video-LLaMA: A. After cooking the outer layer of the meat, the best option would be to place them in a refigerator. This is
because the meat should be preserved in a cold place o prevent spoilage and bacterial growth, and to keep it fresh for.....

& Video-Chat: A, B, and C are incorrect. D is the correct answer. After cooking the outer layer of the meat, one should flip the
| steak to ensure that it is evenly cooked. Addtionally, brushing some soy sauce or other sauce on top of the meat after..

[ Char-UniV. . Fip them over.

XX X XX XXX

[ 7 |[ What should be done sfarctiogte Gee! 10 equare pttes A-Ery th burgr patis s i when browned BTt o b
) ptions A, B, C, D above,

correct answer i

[ video-charGer: i L es, ill o in 3 pan. The v man
cooking the patties on a grill.
& Valley: A ing square patties, itis 1o fry the burger patties and fiip them when..

| |[@0ner: The answer is not clear from the ided in the video. However, based jon. itis

([ g Panda-GPT: The correct action after cutting the beef into square pattis is to place the patty on a bun and lcp with a bun.

i is the first step in preparing a burger. The other options, frying the burger patties and flipping when browne

(R Video-LLaM: A. Fry the burger patiies and flip when browned. Cutting beef into square patties before frying and flipping

¢ [Lwill give a good texture for a burger.
m i oo S o g

5
‘\1 ® mPLUG-Ow: The correct answer is B. Toast the buns. After cutting the beef into square patties, the next step is to toast

&3 Char-UniVi: B. Toast the buns.

XK X R

Figure 13: The illustrative sample of the generated responses from different Video-LLMs for YouCook2.

are: 'Shooting’"Arson, ighting’, - Stealig Barglary Explosion’
‘Robbery’, Vandalism’, Shoplifting ' Abuse’“Assault'. is the crime type and each

criminal behavior video clip (if the video has no crime type and is normal, there is no corresponding start and end time of the
. A.Arson 00:24 00:37 B.Arson 02:57 03:15 03:26 03:44 C.Explosion 00:14 00:27 03:07 03:27 D.Normal Among the four options

A, B, C, D above, the one closest to the correct answer is:

= Video-ChatGPT: Normal. The i peopl
signs of any criminal sctivity or unusual behavior.

& Vlley: A. Arson T T o A T Exnlcsnn T g )

9 . B, C, or D) in the opions providk

@ Otter: The answer is not clear from the information provided in the video. However, the video seems to show various types.
of crimes being committed, including robbery, theft, and arson.

@ Panda-GPT. The one closest (o the correct answer is oplion D, which represents a normal situation without any criminal
activity.

B mPLUG-Owt: The correct answer is A. Arson. The crime type is arson, and the start and end times of the associated crime
video clip are 00:24 to 00:37.

[ Video-LLaMA: First, the video is an aerial view of a busy office at a hospital. We can see a lot of people working on
‘computers, and some are even playing video games. In addition, there s a counter and a lot of tables, and people .......

@, Video-Char: Based on the provided information, the closest option to the correct answer would be VB.\"...
5 Chat-Uni¥i: The correct answer is D. Normal

XX K Q X X K

‘Shooting’,'Arson’, Arrest’, Fighting’, RoadAccidents', Stealing’, Burglary’ Explosion’,
"Abuse’Assaulf’. Each option below Is m- cnmo type and the start and end time of each

g e i

Sk (| Robbery’Vandalism','Shoplifting
criminal behavior video clip (if the video has no crime type and of the
video clip). A 00:34 B Fighting 00:1 s -g :0100:05 D Normal - Among the four
options A, B, C, D above, the one closest to the correct answer is:

Video-ChatGPT: The correct answer is C. Shooting.
@ Valley: 1. A. Shooting 00:01 00:05 00:09 00:12
&) Otter: The correct answer appears to be option A, which is the correct spelling of the word \'robbing\".

@ Panda-GPT: None of the four dog running in the yard, and
there is no indication of any crime taking place, such as a shooting, arson, or theft. The other options, such as fighting,
B mPLUG-Ow: The correct is A Fighting. 00:12 and ends at 00:24, as indicated in the video cip.

(R Video-LLaMA: First, the video shows a person standing at the entrance to a street. There is a brown door and a brown
fence in the background, and a white car can be seen passing by. In the background, there is a wooden fence anda ...

& Video-Chat: The closest option to the correct answer is option A, which is a fight that starts at 00:12 and ends at 00:24, with
| 2 duration of 00:02\ninThe other three options B, C, and D do not represent any specific crime type, and there are

X K XK KX X XE|

S8 Chat-UniVi: The correct answer is D. The video shows a normal scene of a group of people walking down a street.

Figure 14: The illustrative sample of the generated responses from different Video-LLMs for UCF-Crime.

be recog
iDL bovesthe e losast o e comect newer
» Video-ChatGPT: The correct answer is 176,

£ Valley: 114: There are multiple pedestrians in the video, but it i difficult to identify them as different individuals without more
context or information.

n the video, how many nized as diff A114B.176C52 D26 ES5 F.140_ Among the six
options A,

X X

&) Otter: that at least 144 people ng in the area, but it is unclear how many of them are
individuals and how many are part of a group.
@ Panda-GPT: The correct answer is A. 114 pedestrians can be recognized as different individuals in the video.

B mPLUG-Owl: The correct answer is A. A total of 114 different individuals can be recognized in the video.

@ video-LLaMA: D. A group of people walking on a busy sireet in a city at night.\nln this option, the caption describes that the
video shows a group of people walking on a busy street at night in a city. There are 140 people n the video,

X XX X

@, Video-Chat: There are indeed 176 pedestrians in the video. They are walking around in the Gity, riding in cars, crossing the
street, and standing on the sidewalk. Some of them are wearing business clothes, and some are dressed in casual clothes

X X

% Char-UniVi: The correct answer is D. 26 pedestrians can be recognized as different individuals in the video.

How many individuals w.lklng can be distinguished in the video? 1.7 5./2/ C.95 D.152 £.22 F-45Among the six options A,
D, E, F above, the one closest

» Video-ChatGPT: is A. There are
& Valley: A.76 B.121 C.98 D.152 E.22 F.45.
@ Orer: The exact number of individuals walking i but ‘multiple indivi ing

@ Panda-GPT: The correct answer is C. 98. In the video, there are 98 individuals walking through the mall

8 mPLUG-Owi: The correct answer is A. There are 76 individuals walking in the video.
W Video-LLal

B Video-Char isA, Iking in the video. In the video, there are a
total of 76 people walking in the mall, and they can be claariy seen from the moment when they start walking to the ..

_There are approximately 121 individuals in the video

X QXXX R ®

&3 Char-UniVi: The correct answer is B. 121 individuals walking can be distinguished in the video.

Figure 15: The illustrative sample of the generated responses from different Video-LLMs for MOT.
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Why does Howard say they're late after walking in ? A. They got lost. B. They went out 1o dinner. C. There was a lot of traffc. D. They had
10 swing by the lab. E. Bernie took forever getting ready. Among the four options A, B, C, D, E , the one closest to the correct answer is:

& Video-ChatGPT: Howard says they are late because they had to swing by the lab.
@ Valley: 1. They got lost.
@ Orter: s unclear why they are late, as there s no context provided in the video

@ Panda-GPT. The correct answer is none of the options above. Howard says they are late because Bernie took forever
gotting eacy. Thia knphies thal Bormie ook & kngar me than axpecied 1o go ressed, which caused them fo &rhe -

8 mPLUG-Owl: They got lost.

{8 Video-LLaMA: A. They got lost.

‘&, Video-Char: The option closest 1o the correct answer would be D. There was a ot of traffic. In the video, a woman wearing a
blue jacket and a man are sittingin a kitchen, and Howard says \'We'e late\" as he is greeting them.

8 Char-Uni._B. They went out o dinner

How does Emily react when Raj tells her about Lucy 2 A.She gets up and walks out. B.She says he does 't need to ell her who else he is
v¢. C.She throws her drink in his face . D.She tells him that she does n't eel good..E.She runs 10 the bathroom and climbs out the window
g A.B,C, D, E above, s

& Video-ChatGPT: Emny reacts by telling Raj that she doesn' feel good and runs to the bathroom and climbs out the window.
M Valley: A. She gets up and walks out.

@)0rter: The woman 10 be upset, but there hysical altercation or aggression shown towards the
man. Itis possible that she is simply expressing her disappointment of frustration with his actions.

@ Panda-GPT: None of the options presented in the question is the correct answer. The image shows a woman sitting at a
table with a glass of wine, and a man i teling her about another woman he is seeing. The woman does not reactin ......

B mPLUG-Owl:

[ Video-LLar: According to the video descriptions, when Ra tells Emily about Lucy, Emily gets up and walks out. This
implies that Emily is not interested in hearing more of Rajs conversation with Lucy and decides to leave the tabl.

X X XXX XX &

. Emily gets up and walks out.

der Che g W ol akose K dos oy oo el eclon Koy Bl BHon ol e skt Ly
is that she will get up and walk out.\ninin the video, Raj says \"You can stil say what you want with her. You

% Chat-Univi: Emily gets up and walks out when Raj tells her about Lucy.

XX XXX & XX

Figure 16: The illustrative sample of the generated responses from different Video-LLMs for TV-QA

ASia B. Sean. iques D.Greg Kurstin. Among the four options A, B, C, D above, the
one closest o the correct answer s
[ ¥ideo-ChatGPT: The song was produced by Sean Paul Henriques. 54

[ vatley-a. s1a
[E)0ter-The song was co-written by Sia, Sean Paul, and Greg kurstin.

X

[@ Panda-GPT: The song was produced by Greg Kurstin.

B mPLUG-Owl:A. Sia

[@Video-LLaMA: A. Sean Paul Henriques. Sia is not credited for this song. Greg Kurstin and Sean Paul
Henriques are also not cred

T Fideo-Char The_ closest option to the correct answer is \"ALL of the above\. The song \"L'n Gomna
Getcha Good!\" was co-written by Sean Paul Henriques and produced by him and Greg Kurstin...

KX X KK X

[ chactnvi The song vas prosoeed vy Greg Farstir:

‘What s one use of the song in media? Mellroy C.Theme
song for a Disney Princess series D.All of the above_Among the four options A s feternt S o s

X X MKLMKMM”

3 Video-ChatGPT: The correct answer 1s A. The song 1s used as a theme song for wrestling events.
S Valley: 100

@) Ouer-One use of music in media is to create a mood or atmosphere, as demonstrated in the video when
the woman begins to dance with the man while the song plays in the background.

@ Panda-GPT: The correct answer is none of the above. The song is not being used for any of

® mPLUG-Ow: The correct answer anong the four options is D. The song 1s a theme song for
% | [Bideo-LLar4: The song in media can be used in several contexts, including music production,
advertising, and ilm soundtracks. In the given video, there is no clear indication of .
8. Video-Chat:Based on the Iyrics of the song, 1t could be used in medla as a theme song for a sports-
related event or a comercial for a brand. The lyrics mention sports and competition, .

B Chacts

The correct answer is A. The song is used as the theme song for wrestling events.

Figure 17: The illustrative sample of the generated responses from different Video-LLMs for MV-QA.

Who was the defender on the scored basket? AJohnson B.Jordan C..Anthony D.Smith Among the four options A, B, C, D above, the.
one closest to the correct answer is:

Video-ChatGPT: The defender on the scored basket was Anthony.
£ Valley: A. John Stockton

Otter: The answer is not clear from However, itis s either A or B, as they are
the only players mentioned in the sentence.

& Panda-GPT: TM correct s o] of the options above. The \mage ms g baskulball gﬂme in progress, but it does
not provide any t tthe sults.

B mPLUG-Owl: The correct answer is A: Johnson. The Miami Heat's Dwy against the
Chicago Bulls, and Johnson was the defender on him when the shot was made.

8 Video-LLaMA: AJohnson, since he was the player defending the scored basket.

[® Video-Char: As there s no the defender baskel,itis difficultto determine
who was the defender. However, the closest possm option to the correct answer might be option C - LeBron James, ..

' Char-UniVi: The defender on the scored basket was A. Johnson.

X XX X X X XE|

‘Which game is this? 4.20/4 NBA All-Star Game. B.2014 NBA Finals GG . C.2014 NBA Western Conference First L PO
Eastern Conference Finals G6.__Among the four options A, B, C, D above, the one closest answer

& Video-ChatGPT: The g in 2014 NBA Wester irst Round G6.
B Valley: 100"
@) 0tter: The correct answer appears to be option C, which states that the man is playing basketball in a stadium.

@ Panda-GPT: The closest option (0 the correct answer is A 2014 NBA All-Star Game. The image shows a basketball game.
with a crowd of people watching, and the players are wearing thei respective team uniforms. The other options,

B mPLUG-Owl: The image ospx:u g basketoal game, vm:ch s |-kmy an NBA AlLStar Game, given he prssence of mullple
NBA players, ent. However, of the NBA Finals,

) Video-LLaMA: The video is a 2014 NBA All-Star Game.

@, Video-Char: The basketball game depicted in the video is likely the 2014 NBA Finals Game 6, as the players and the
ith a professional basketball ‘Specifically, the basketball

XX XX XEXE

Figure 18: The illustrative sample of the generated responses from different Video-LLMs for NBA-QA.
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how many illegal acts are there in video 87 A. Four illegal acts B. Three illegal acts C. T
options A, B, C, D above, the one closest to the correct answer is:

lllegal acts D. An illegal act Among the four

= Video-ChatGPT: There is one illegal act in the video, which is a red car speeding down the road.

@Valley: There are four illegal acts in the video.

@0uer.T am 1t certain sbout the exact number of 1llegal acts, but it 1s mentioned that there are
multiple instances of cars running the red light in the vide

@ Panda-GPT: The correct answer is none. There are no illegal acts in the video 8.

® mPLUG-Owi: The one closest to the correct answer is B: Three illegal acts. The video shows...

) Video-LLaMA: The correct answer 15 option A. There are three illegal acts in the video - one is
driving without a license, another is using a handheld device, and a third is crossing...

@, Video-Char: Based on the given video, there are no illegal acts visible in the video. There are cars
driving on a road, but no cars are speeding, driving on the wrong side of the road, or violating...

8 Char-UniV D An 1llegal act.

X X X XXX XX

A shown intie idea s the ditving Eehavio o car A corect wienthe motor vehice s iting on e Bightway ? 4. coret
or. Among the two options A, B above, the one closest 1o the correct answer

= Video-ChatGPT: The driving behavior of car A is incorrect when driving on the highway...

@ Valley: A.The driving behavior of car A is correct when the motor vehicle is driving on the highway.

@)Orter: It _is not clear from the information provided whether the behavior of Car A is correct or not.

© Panda-GPT: In the video, car A is driving on a highway and appears to be changing lanes. However,
the correct answer cannot be determined solely based on the video. It is essential to consider...

B mPLUG-Owl:A. As shown in the video, car A is driving in the (orrect lane and has the appropriate
speed for a highway, which is a correct driving behavior on a hig

8 Video-LLaMA: The correct answer is option A. There are three xlleg:l acts in the video - one is
driving without a license, another is using a handheld device, and a third is crossing

& video-Char: Based on the video, there are several cars driving on the highway, including a yellow car
and a white car. From the context, it is difficult to determine whether the driving behavior of car...
¥ Char-Univ error. The video shows that the car A is driving on the left lane of the M(huay, but
the driving PR Tt ATy s ocelers e Phen el TS driving on the highway.

QX X X X XXE|

Figure 19: The illustrative sample of the generated responses from different Video-LLMs for Driver’s License
Examination.

1.¥es BNo. Among options A, B above, st

% Video-ChatGPT: Yes, there was an accident in the video. A man was hit by a car while crossing the street

8 Valley: 1. Yes, there was an accident in the video.

@)0tter: There is no mention of an actual accident happening, but the man does swerve to avoid something on the road.

@ Panda-GPT: Yes, there was an accident n the video. The accident involved a car and a motorcycle, and it occurred on a
y street. anda y g, and the motorcycle rider is seen ying on the ground...

B8 mPLUG-Owi: Yes, there was an accident in the video.

[ video-LLar14: A Yes, there was an accident n the video. The cars in the video were involved in a minor accident.

&, Video-Chat: Based on the video, it s not clear ifthere was an accident in the video. While there is a motorcycie on the
M ground, itis not clear if itis the cause of any accidents or incidents. From the video, it appears that there are some

[crarmvi vo, et i the Stamaonsmreee m e e
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Were there any traffic signals or signs present? 1.Yo. 5. es. Among the two options A, B above, the one closest to the correct
answer is:

Video-ChatGPT: No.

8 Valley: Yes, there were traffic signals or signs present in the video.

@) Otter: Yes, there were traffic signals and signs present in the video.

Panda-GPT: The image shows a nighttime view of a city street with traffic lights and signs. There are multple traffic lights
visible, indicating that the street is well-regulated for traffic flow. However, there are no visible signs in the image.

B mPLUG-Owl: No, in the nighttime
[ video-LLa14: A Yes, there was an accident in the video.The cars in the video were involved in a minor accident

& Video-Chat: Based on the video, it is not clear if there was an accident in the video. While there is a motorcycie on the
‘ground, itis not clear if it s the cause of any accidents or incidents. From the video, it appears that there are

X XX € X XK
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Figure 20: The illustrative sample of the generated responses from different Video-LLMs for Driving Decision-
Making.

‘What can you find on top of the couch that is at 1 o'clock? A Blanket B.Cushion C.Throw D. Pillow. Among the four options A, B, C, D above,
the one closest to the correct answer is:

Video-ChatGPT: The correct answer is Pillow.

8 Valley: The correct answer is option B, which is a cushion.

Oter: The cushion is located at the 12:00 position on the circular couch.

Panda-GPT: There is no object on top of the couch that is at 1 o‘clock. The couch is empty.

'mPLUG-Owl: The correct answer is A - a blanket is on top of the couch at 1 o'clock.
) Video-LLaMA: A Blankel. The blanket is the item found on top of the couch that s at 1 o'clock.

@, Video-Chat: U appears that there is a pillow on 1op of the couch at 1 0'clock. You can see that itis lying on the couch in the
comer near the arm of the couct

R K XX XXX

33 Char-UniVi: The correct answer is Pillow.

To0k? 1 oot look It D.look ight Among, the four.
options A, B, C, D above, the one closest to the correct answer is:

Video-ChatGPT: To see the mirror in the bathroom, you should look up.

2 Valley: A. Lok p.

@) Orter: The direction you should look to find the mirror is up, as shown in the video.

@ Panda-GPT: When trying 10 see the miror in the bathroom, you T (s (o e e T
the sink, which is why looking up would not be effective in seeing the
8 mPLUG-Owl: The correct answer is A: look up. In the bathroom, you shouid look up o the mirror to see your reflection.
@B

"8, Video-Char Looking up s the correct way 10 560 the mirorin o e miror o
wall above the sink and you would need to look up to see it. Looking down or looking Ieﬂ or right would not

‘ideo-LLaMA: Alook up. If you are in a restroom and you need 1o see your own face, it would be best to look up.

Char-UniVi:_The correct answer is B,

EEN

Figure 21: The illustrative sample of the generated responses from different Video-LLMs for SQA3D.
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