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Abstract

Video-adapted large language models (Video-001
LLMs) are pivotal for advancing artificial gen-002
eral intelligence (AGI) in video understanding.003
Despite progress, existing methods rarely un-004
dergo comprehensive assessment from an AGI005
construction perspective. We propose that an006
ideal video intelligence model should possess007
three essential abilities: (i) Video-exclusive Un-008
derstanding, crucial for tasks like event sum-009
marization where direct video content analy-010
sis is paramount; (ii) Prior Knowledge-based011
Question-Answering, essential for applications012
needing contextual insights such as in-depth013
sports analysis or cultural understanding in mu-014
sic videos and television shows; (iii) Compre-015
hension and Decision-making, vital for predic-016
tive tasks in complex environments like 3D017
scene navigation or autonomous vehicle guid-018
ance. To systematically evaluate these abil-019
ities, we introduce Video-Bench, an ability-020
oriented benchmark encompassing real-world021
video data and meticulously designed QA022
pairs, accompanied by an automated evaluation023
toolkit. Our analysis of 8 leading Video-LLMs024
show a significant gap in achieving human-like025
video understanding, underscoring the need for026
advancements in video comprehension AGI.027

1 Introduction028

Large language models (LLMs)(Radford et al.,029

2018, 2019; Brown et al., 2020; Ouyang et al.,030

2022; Touvron et al., 2023a,b) have demonstrated031

strong capabilities in handling natural language032

processing (NLP) tasks, including comprehension,033

composition and reasoning, and achieved remark-034

able advancements on NLP benchmarks(Clark035

et al., 2018; Zellers et al., 2019; Hendrycks et al.,036

2020; Lin et al., 2021). This success has also in-037

spired studies on Video-LLMs (Wang et al., 2022;038

Maaz et al., 2023; Li et al., 2023c,a; Su et al., 2023;039

Luo et al., 2023; Chen et al., 2023; Lyu et al., 2023;040

Wang et al., 2023), where models process video in-041
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Video-Bench LeaderboardFigure 1: The illustrative pipeline for the intuition, con-
struction and application of Video-Bench.

puts with textual prompts and generate correspond- 042

ing answers, illuminating the prospective configu- 043

ration of AGI for video understanding. 044

To gradually approach this goal, the establish- 045

ment of an evaluation benchmark is indispensable 046

for precisely measuring whether an artificial model 047

possesses genuine video comprehension capabil- 048

ities as humans. However, we find that existing 049

benchmarks fall short of serving this purpose com- 050

prehensively. For instance, MMBench (Liu et al., 051

2023b) and LVLM-eHub (Xu et al., 2023) are con- 052

centrated on image understanding, ignoring the 053

video understanding ability. SEED-Bench (Li et al., 054

2023b) includes several video tasks but is limited 055

to temporal understanding. These benchmarks sim- 056

ply build some evaluation data and QA pairs in the 057

traditional way, without measuring the limitations 058

of existing Video-LLMs from the perspective of 059

constructing video comprehension AGI. 060

With the ultimate goal of achieving AGI for 061

video understanding, we assert that a truly intel- 062

ligent video-language model should at least exhibit 063

three distinct human-like capabilities: (i) Video- 064

exclusive Understanding, i.e., performing well for 065

questions whose answer can be extracted from the 066

video itself; (ii) Prior Knowledge-based Question- 067

Answering, i.e., answer questions that require the 068

prior knowledge beyond the video, such as com- 069

mentary on NBA games or providing background 070

information on specific music videos; (iii) Compre- 071

hension and Decision-making, enabling a compre- 072
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hensive understanding of scenarios, along with the073

ability to make predictions and informed decisions.074

Example applications encompass 3D scene under-075

standing and decision-making for autonomous driv-076

ing. To this end, we propose a new large-scale077

benchmark along with a toolkit, referred to as078

“Video-Bench", to furnish a thorough evaluation079

of Video-LLMs, as depicted in Fig. 1.080

In detail, aligning with our motivation, our Video-081

Bench encompasses tasks categorized into three dis-082

tinct levels of capability: (i) For Video-exclusive083

Understanding, we begin by randomly selecting084

parts of traditional QA pairs (Xu et al., 2017; Yu085

et al., 2019; Jang et al., 2017), and proposing086

more challenging tasks to assess both temporal087

and contextual aspects of videos. Tasks include088

video summarization (Zhou et al., 2018), abnor-089

mal detection (Sultani et al., 2018), and crowd090

counting (Leal-Taixé et al., 2015); (ii) For Prior091

Knowledge-based Question-Answering, we eval-092

uate the capability of model in understanding093

TV dramas (Lei et al., 2018), appreciating music094

videos, and providing information about players095

and games in NBA videos. (iii) For Comprehen-096

sion and Decision-making, we employ two classi-097

cal tasks: 3D indoor scene understanding (Ma et al.,098

2022) and auto-driving decision-making to assess099

the comprehension and decision-making abilities.100

To streamline the evaluation process, we include101

another crucial component, i.e., the evaluation102

toolkit, along with the benchmarks. The toolkit103

automatically maps the long text outputs of Video-104

LLMs to corresponding answers with probability105

selection (Hendrycks et al., 2020) or LLM-based se-106

mantic understanding (Ouyang et al., 2022; Raffel107

et al., 2020). Subsequently, it calculates accuracy108

for each question and generates a final score, en-109

hancing the efficiency of the evaluation workflow.110

We evaluate eight representative Video-LLMs111

on Video-Bench: VideoChat (Li et al., 2023c),112

Video-ChatGPT (Maaz et al., 2023), Otter (Li et al.,113

2023a), Valley (Luo et al., 2023), PandaGPT (Su114

et al., 2023), mPLUG-Owl (Ye et al., 2023), Video-115

LLaMA (Zhang et al., 2023), and Chat-UniVi (Jin116

et al., 2023) with verified open-source model117

weights. The evaluation results reveal several in-118

teresting findings: (i) Most recent models can sum-119

marize the main content of videos but lack the ca-120

pacity to detect details and temporal information.121

(ii) Due to the absence of domain-specific prior122

knowledge in the training data, these models en-123

counter challenges in accurately comprehending124

and responding to queries within a particular do- 125

main. (iii) Due to constraints in multimodal infor- 126

mation extraction and the use of a weakened LLM 127

backend (either 7B or 13B), the majority of tested 128

models exhibit limited proficiency in comprehend- 129

ing and decision-making within complex scenarios. 130

Our contributions can be summarized as follows: 131

• We suggest that there lacks specific measures 132

for Video-LLMs, and propose the three-level 133

ability assessment that systematically evalu- 134

ates models in video-exclusive understand- 135

ing, prior knowledge incorporation, and video- 136

based decision-making abilities. 137

• We introduce Video-Bench, the first com- 138

prehensive evaluation benchmark for Video- 139

LLMs, and provide a user-friendly evaluation 140

toolkit. Accompanied by our datasets and QA 141

pairs, the toolkit can streamline the perfor- 142

mance assessment of Video-LLMs. 143

• We conduct extensive experiments to evaluate 144

prominent Video-LLMs, summarizing their 145

behaviors, analyzing main causes for observed 146

limitations, and proposing future directions 147

for improvement. 148

2 Related Work 149

Video-LLMs. A series Video-LLMs have emerged, 150

building upon open-source LLMs (Touvron 151

et al., 2023a,b; Chiang et al., 2023) or Image- 152

LLMs (Alayrac et al., 2022; Awadalla et al., 2023; 153

Liu et al., 2023a; Yuan et al., 2021). As outlined 154

in Table 1, VideoChat (Li et al., 2023c) utilizes 155

the Q-Former to map visual representations to Vi- 156

cuna (Chiang et al., 2023), implementing a two- 157

stage training process. Video-ChatGPT (Maaz 158

et al., 2023) and Valley (Luo et al., 2023) origi- 159

nate from the LLaVA (Liu et al., 2023a) framework 160

and introduce average pooling to enhance temporal 161

sequence perception. Otter (Li et al., 2023a) pro- 162

poses the MIMIC-IT dataset and fine-tunes Open- 163

flamingo (Awadalla et al., 2023) on their dataset. 164

PandaGPT (Su et al., 2023) employs the Image- 165

Bind (Girdhar et al., 2023) as its backend for video 166

comprehension. mPLUG-Owl (Ye et al., 2023) in- 167

troduces an abstractor module to align image and 168

text. Video-LLaMA (Zhang et al., 2023) incor- 169

porates a frame embedding layer and ImageBind 170

to inject temporal and audio information into the 171

LLM backend, while Chat-UniVi (Jin et al., 2023) 172
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Table 1: Comparison between different Video-LLMs. ‘VE’, ‘TM’, ‘AE’, ‘LLM’, and ‘Adapt’ denote the visual
encoder, temporal module, audio encoder, LLM backend and the adaptation module. The ‘CLIP (L)’ and ‘CLIP (O)’
represent the CLIP encoder pre-trained on LLaVA (Liu et al., 2023a) and OpenFlamingo (Awadalla et al., 2023). If
the models are trained with two-stage, the training data of each stage is split by ‘/’. The ‘combined’ denotes the
combination of typical V-L datasets including COCO (Chen et al., 2015), CC (Sharma et al., 2018), VG (Krishna
et al., 2017), SBU (Ordonez et al., 2011) and LAION (Schuhmann et al., 2021).

Method Model Configuration Training Data
VE TM AE LLM Adapt Source Size

VideoChat (Li et al., 2023c) BLIP-2 GMHRA Whisper Vicuna Q-Former Combined / Instruct-video 35M / 18K

Video-ChatGPT (Maaz et al., 2023) CLIP (L) AVG Pool - Vicuna Linear Instruct-video 100K

Otter (Li et al., 2023a) CLIP (O) - - LLaMA (O) Linear MIMIC-IT 2.8M

PandaGPT (Su et al., 2023) ImageBind - ImageBind Vicuna Linear LLAVA-mniGPT4 153.5K

Valley (Luo et al., 2023) CLIP (L) AVG Pool - Vicuna Linear WebVid / Instruct-video 702K / 47.8K

mPLUG-Owl (Ye et al., 2023) CLIP - - LLaMA Abstractor Combined / LLaVA 1100M / 150K

Video-LLaMA (Zhang et al., 2023) BLIP-2 Frame Emb ImageBind Vicuna Q-Former WebVid / LLAVA-mniGPT4 2M / 153.5K

Chat-UniVi (Jin et al., 2023) CLIP (L) Cluster - Vicuna Linear Combined / Instruct-video 1.5M / 649K

merges visual tokens with similar semantic mean-173

ings using a clustering strategy. However, few of174

them try to address the challenges of temporal di-175

mensions and audio modalities.176

Video Datasets. Deep learning for video analy-177

sis relies on diverse datasets tailored to specific178

tasks. A notable task is human action recognition,179

featuring action classification datasets such as UCF-180

101 (Soomro et al., 2012), HMDB51 (Kuehne et al.,181

2011), and Kinetics (Kay et al., 2017), and action182

localization datasets like AVA (Gu et al., 2018)183

and Fineaction (Liu et al., 2022). Tasks involv-184

ing anomaly detection in surveillance videos are185

addressed by datasets like UCSD-anomaly (Ma-186

hadevan et al., 2010) and UCF-crime (Sultani187

et al., 2018). Object identification and track-188

ing in videos encompass multiple object track-189

ing (MOT)(Leal-Taixé et al., 2015), video object190

segmentation (DAVIS)(Perazzi et al., 2016), and191

video instance segmentation (Youtube-VIS) (Yang192

et al., 2019). For multimodal tasks, video cap-193

tioning datasets such as MSVD (Chen and Dolan,194

2011), MSRVTT (Xu et al., 2016), and Activi-195

tynet (Caba Heilbron et al., 2015) exist, along with196

their corresponding QA datasets (Xu et al., 2017,?;197

Yu et al., 2019). Scenario-specific datasets like198

MovieQA (Tapaswi et al., 2016) and TVQA (Lei199

et al., 2018) also contribute to the diversity of avail-200

able datasets. However, these datasets often focus201

on specific tasks and lack the complexity to mea-202

sure the comprehensive abilities of Video-LLMs.203

Vision Language Evaluation Benchmarks. To204

evaluate the capabilities of LLMs, various bench-205

marks have been introduced, including AI2 Rea-206

soning (Clark et al., 2018), HellaSwag (Zellers 207

et al., 2019), MMLU (Hendrycks et al., 2020), and 208

TruthfulQA (Lin et al., 2021). In the realm of mul- 209

timodal LLMs, MMBench (Liu et al., 2023b) con- 210

structs a broad spectrum of evaluation for Vision- 211

LLMs, and converts free-form predictions into pre- 212

defined choices. SEED-Bench (Li et al., 2023b) 213

introduces a series of temporal understanding tasks 214

and establishes an automatic filtering. LVLM- 215

eHub (Xu et al., 2023) presents an online arena 216

platform for user-level evaluation, simulating the 217

real-world applications. ELEVATER (Li et al., 218

2022) focuses on evaluating the transferability of 219

language-augmented visual models across multiple 220

tasks. However, the aforementioned benchmarks 221

are not tailored specifically for videos. 222

3 Video-Bench 223

In Fig.2, we show the overall structure of Video- 224

Bench and the corresponding average results for 225

existing Video-LLMs. 226

3.1 Video-exclusive Summarization 227

As illustrated in Fig. 3 (A), we aim to measure the 228

capacity of Video-LLMs to comprehend informa- 229

tion from video itself, requiring no external prior 230

knowledge or complex logic inference. 231

Basic Understanding. This task primarily eval- 232

uates the basic video recognition ability, such as 233

responding to queries related to human actions in 234

Activitynet-QA (Yu et al., 2019), providing an- 235

swers related to objects, attributes, and actions 236

corresponding to videos in MSVD-QA (Xu et al., 237
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Figure 2: (A) part denotes the three-level evaluation of our Video-Bench. (B) part denotes the ranking of existing
Video-LLMs. The reported results are accuracy (%) calculated with GPT-3.5. The number in parentheses represents
the improvement over random results.

2017) and MSRVTT-QA (Xu et al., 2017), and com-238

prehending GIFs in TGIF-QA (Jang et al., 2017).239

Summarization. This task assesses the summa-240

rization ability of Video-LLMs when dealing with241

longer videos. Using the YouCook2 dataset (Zhou242

et al., 2018) with rich annotations and extended243

video duration, we generate a series of QA pairs to244

evaluate the ability to comprehend cooking infor-245

mation presented in the videos and audios.246

Abnormal Detection. This task evaluates the abil-247

ity to review videos and identify anomalies. Lever-248

aging the UCF-Crime dataset (Sultani et al., 2018),249

a collection of surveillance videos annotated with250

the type and timestamp of anomalies, we construct251

questions to assess the temporal comprehensive252

ability of Video-LLMs.253

Crowd Counting. This task primarily evaluates254

the ability to localize and count dense objects. Uti-255

lizing the MOT dataset (Leal-Taixé et al., 2015),256

which annotates all pedestrians, vehicles, and other257

targets in street or mall images, we test whether258

Video-LLMs can identify different pedestrians in259

different frames and provide the correct number.260

3.2 Prior Knowledge-based261

Question-answering262

As shown in Figure 3 (B), our objective is to evalu-263

ate Video-LLMs’ capacity to answer questions that264

necessitate prior knowledge.265

TV-QA. Utilizing the TVQA dataset (Lei et al.,266

2018), we transform image formats into videos,267

and incorporate audio and subtitles. This dataset268

allows us to evaluate the ability of Video-LLMs269

to integrate prior knowledge and information from270

video, audio, and text to answer questions related271

to TV content. 272

MV-QA. Music videos pose a unique challenge 273

due to their reliance on prior knowledge. In the 274

absence of relevant existing datasets, we search for 275

top music videos on YouTube and construct cor- 276

responding QA pairs based on authoritative wiki 277

sources. This task assesses the ability of Video- 278

LLMs to understand the song associated with the 279

music video and provide answers regarding per- 280

formers, background information, and relevant mu- 281

sic theory knowledge. 282

NBA-QA. Understanding competitive sports 283

videos also demands relevant prior knowledge to 284

identify competing teams, players, technical ac- 285

tions, scores, or fouls within the video. We select 286

top NBA plays from YouTube and manually anno- 287

tate teams, players, and technical actions in each 288

game, transforming them into question-answer 289

pairs. These videos and questions serve as input to 290

the model, expecting it to respond based on relevant 291

prior knowledge. 292

3.3 Comprehension and Decision-making 293

As shown in Fig. 3 (C), to assess a similar capabil- 294

ity in Video-LLMs, we propose evaluations in the 295

realms of 3D scene understanding and autonomous- 296

driving related tasks. 297

3D Scene Comprehension. Indoor scene compre- 298

hension and navigation hold significant practical 299

implications. The complexity arises from the neces- 300

sity for extensive knowledge-intensive reasoning 301

to understand different situations (scenes and lo- 302

cations). The SQA3D dataset (Ma et al., 2022) is 303

introduced to evaluate the 3D scene comprehen- 304

sion of Video-LLMs within the video modality. 305
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Summarization

What should be done after spreading 

mayo on bread?

A: Grill tomatoes in a pan of oil

B: Place lettuce and tomatoes on bread

C: Spread mayo on bread

D: Add bacon and cover with second 

bread

Audio: Cooking; Host's narration; BGM

Video: 

Abnormal Detection

What should be done after spreading 

mayo on bread?

A: Explosion 00:33 00:48

B: Explosion 00:12 00:27 00:30 00:41

C: Explosion 00:14 00:23 00:29 00:39

D: Normal

Audio:  Audio of surveillance camera

Video: 

Crowd Counting

How many different people can be 

spotted as pedestrians in the video? 

the one closest to the correct 

answer is

A.121 B.98 C.45 

D.152 E.22 F.76

Audio:  No audio

Video: 

Audio

Counting

TeleVision-QA

Who was standing behind Leonard 

when Penny closed the door? 

A. Raj 

B. Howard

C. Stuat

D. Sheldon

E. Amy

Audio:  Actor dialogues; Comedy laughter

Video: 

MusicVideo-QA

What is the genre of the song?

A: Disco

B: Rock

C: Country

D: R&B

Audio:  MV’s audio

Video: 

NBA-QA

Audio:  NBA game; TV announcers

Video: 

Prior

OCR

Prior

Audio

How many offensive attempts 

were shown and the results? 

A. Two attempts, both missed

B. One attempt, missed

C. Two attempts, one made and 

one missed

D. One attempt, made

Audio

Prior

OCR

Audio

Driver’s License Examination

Audio:  No audio

Video: 

Driving Decision-Making

Audio:  Audio of dashboard camera

Video: 

What was the cause of the 

abnormal situation? 

A. Vehicle forcefully changing lanes

B. Weather conditions

C. Vehicle malfunction

D. Other

How should motor vehicles drive 

through this intersection?

A: Pass quickly while honking the horn

B: Slow down

C: Accelerate pass

D: Stop and give way

Prior

Scene

Prior

Decision

(B) Prior Knowledge-based Question-Answering

(C) Comprehension and Decision-making(A) Video-exclusive Understanding

Basic QA

What color are the costumes of the 

performers on the stage? 

A. Red 

B. Blue

C. Green

D. Black

Video: Basic

Cognition

Where is the training field in the video?

A. Playground

B. Park

C. Gym

D. Beach

Video: Basic

Cognition

What is the woman holding in her right 

hand while cooking?

A. Tongs

B. Spatula

C. Soup ladle

D. Whisk

Video: Basic

Cognition

3D Scene Understanding

Audio:  No audio

Video: 

I am pulling the table with the door on 

my left within reach. Is the door to my 

left open or closed? 

A. Open 

B. There is no door to your left 

C. Closed 

D. I don't know

Prior

Scene

Temporal

Insight

Temporal

Insight

Temporal

Insight

What sport is typically played

A. Basketball

B. Football

C. Tennis

D. Baseball

Video: Basic

Cognition

Figure 3: The detailed illustration of samples from each task and the corresponding ability required.

The models are tasked with understanding their en-306

vironment and engaging in perception, reasoning,307

and action to accomplish the task.308

Driver’s License Examination. Video-based ques-309

tions in driver’s license examinations assess the310

ability of candidates to interpret simple animations311

depicting motor vehicle and driver status, requiring312

judgments of potential anomalies. In this task, we313

challenge Video-LLMs to comprehend scenarios314

and answer exam questions.315

Driving Decision-Making. Making decisions for316

real-world driving scenarios is a more intricate task317

that demands a higher level of scene understanding318

and decision-making ability. For this task, we com-319

pile a diverse collection of YouTube driving videos320

depicting complex traffic situations and accidents.321

We conduct manual annotations for scene analysis322

and accident causes. Our expectation is that the323

model can effectively comprehend the origins of324

these complex traffic situations or accidents and325

make correct decisions to prevent their occurrence.326

3.4 Automatic Evaluation Toolkit327

LLMs are known for generating long-form text re-328

sponses, often without adhering to a fixed format,329

making it challenging to quantify the correctness330

of their answers. To address this, we propose an 331

automatic evaluation toolkit to systematically as- 332

sess the performance of Video-LLMs. Our toolkit 333

provides three metrics to map the output of Video- 334

LLMs to pre-defined answer choices and subse- 335

quently calculating the final scores. The first one 336

is Probability (Hendrycks et al., 2020), a logits- 337

based metric to acquire the probability of the next 338

token following the prompt and treat the highest 339

probability option as the prediction: 340

Choice = arg max
i∈{A,B,C,D,...}

P (Tokeni | Prompt) .

(1) 341

The other two metrics are sentence-based, lever- 342

aging the natural language understanding capabil- 343

ities of LLMs to obtain options. T5-based (Raf- 344

fel et al., 2020) one calculates the textual similar- 345

ities of generated sequences and options. GPT- 346

3.5-based (Ouyang et al., 2022) transforms the se- 347

quences to a fixed format with prompt. All the 348

above metrics can be implemented automatically 349

with our toolkit, and users can analysis the ability 350

of video-LLMs to comprehend video content and 351

provide accurate responses to questions faithfully. 352
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Table 2: Experiment results of tested Video-LLMs on various tasks. ‘*’ denotes the QA-pairs are re-constructed
or annotated by Video-Bench. ‘†’ denotes the tasks with fewer videos and multiplying the weight by 0.5 when
calculating the final result. For each task, blue and green mark the first and second place respectively.

(A) Video-Exclusive Understanding
Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Basic QA
Activitynet-QA 34.58 44.55 46.60 44.30 44.96 38.10 41.47 39.85 48.50
MSVD-QA* 26.22 42.15 57.50 54.95 50.43 32.03 42.45 41.15 38.15
MSRVTT-QA* 26.50 37.40 46.30 46.95 44.60 28.03 36.30 34.05 33.75
TGIF-QA 22.37 33.74 35.59 34.27 29.66 31.41 31.66 31.28 33.48

Summarization YouCook2* 25.00 27.66 34.80 32.65 33.02 29.05 27.05 28.90 29.00
Abnormal Detection UCF-Cirme* 25.00 22.41 24.13 22.41 33.01 20.34 22.76 27.59 23.79

Crowd Counting MOT*† 16.67 27.78 27.78 16.67 16.67 11.11 27.78 16.67 16.67

Average Score 25.85 34.12 39.82 37.52 37.54 28.39 33.17 32.48 33.08

(B) Prior Knowledge-based Question-Answering
Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Prior Knowledge
TV-QA* 20.00 26.15 28.76 27.65 27.85 23.70 23.95 24.75 22.20
MV-QA* 26.15 34.11 36.52 37.06 37.06 32.59 30.17 32.41 34.29
NBA-QA* 27.26 28.57 22.45 34.26 31.05 31.34 25.07 26.24 25.22

Average Score 24.47 29.61 29.24 32.99 31.99 29.21 26.40 27.80 27.24

(C) Comprehension and Decision-Making
Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Driving License Exam*† 36.81 38.89 41.67 52.78 41.67 41.67 33.34 30.56 44.44
Decision-Making* 44.21 55.38 58.21 48.72 56.03 56.54 51.03 49.10 47.95

3D Scene SQA3D* 25.00 31.42 37.20 29.65 30.76 33.30 32.00 31.15 26.95
Average Score 35.04 42.50 46.50 41.90 43.05 44.27 39.88 38.21 38.85

(D) Final Result
Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Average Score 28.45 35.41 38.52 37.47 37.52 33.96 33.15 32.83 33.05

18

36

290

2000

2107

1000

1000

2000

2000

1117

686

779
2000

Driver’s License 

Examination

Video

Bench

Figure 4: The detailed amount of QA pairs of different
tasks.

4 Experiment and Result353

Implementation details. The detailed statistics of354

Video-Bench are listed in Fig. 4. To mitigate the355

impact of randomness, we multiply an additional356

weight of 0.5 for tasks with a smaller quantity of357

questions during the computation of the final av-358

erage score. To ensure a fair comparison, we uti-359

lize the 7B LLM backend versions for all tested360

Video-LLMs during the inference process, thereby361

mitigating language ability discrepancy stemming 362

from different model sizes. The GPT-based metric 363

of version gpt-3.5-turbo-0613 are employed in the 364

reported results by default. 365

Results on Video-exclusive Understanding. To 366

evaluate the video-exclusive understanding abil- 367

ity, we validate Video-LLMs on the traditional ba- 368

sic QA tasks, summarization, abnormal detection 369

and crowd counting tasks, as reported in Table. 2 370

(A). We have three observations. (i) Most Video- 371

LLMs perform well on the four traiditional QA 372

datasets due to the simplicity of their questions, 373

especially the Video-ChatGPT (Maaz et al., 2023) 374

and Otter (Li et al., 2023a) with massive video in- 375

struction data, and the PandaGPT (Su et al., 2023) 376

with a well-pretrained video encoder from Image- 377

Bind (Girdhar et al., 2023), which suggests extend- 378

ing the video data scale could be effective. (ii) 379

Existing Video-LLMs are not temporal-sensitive. 380

They cannot effectively summarize the order of 381

each operation in YouCook2, and cannot respond 382

effectively on the timestamp-related problems in 383

UCF-Crime. (iii) These methods almost fail in 384

the crowd counting task. These failure may come 385

from the weak ability of precise locating and the 386

temporal association. 387
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Figure 5: Comparison results of different metrics of Video-ChatGPT (Maaz et al., 2023) on all datasets.

Results on Prior Knowledge-based QA. Com-388

pared to enormous training data of LLMs, existing389

Video-LLMs are trained with limited instruction390

tuning data as Table. 1, resulting in the poor ability391

to recognize objects and information in specific do-392

mains. As shown in Table. 2 (B), we can have two393

observations. (i) Existing methods lack visual prior394

knowledge, which means they struggle to establish395

effective connection between the video and knowl-396

edge. For example, in NBA-QA task, even the397

players and technical actions are stored in the LLM398

backend, they cannot answer the questions when399

watching videos. Otter (Li et al., 2023a), which has400

the most instruction tuning data, achieves the best401

performance in this project, indicating that some402

prior knowledge is indeed contained in MIMIC-IT.403

(ii) Their poor performance on MV-QA indicates404

that they have limited audio understanding abil-405

ity, since only some of the Video-LLMs possess406

audio modules. PandaGPT (Su et al., 2023) with407

the audio module of ImageBind shows the con-408

sistent results with the champion Otter (Li et al.,409

2023a) in MV-QA, proving that adding an audio410

encoder might improve this problem. In conclu-411

sion, existing Video-LLMs are requiring abundant412

prior knowledge pre-training for general domains413

on different modalities.414

Results on Comprehension and Decision-415

making. The performance of existing Video-LLMs416

on 3D scene understanding and driving decision-417

making tasks is shown in Table. 2 (C). In these418

tasks, Video-ChatGPT (Maaz et al., 2023) contin-419

ues to perform the best, thanks to its robust video420

instruction tuning. The followings are the Val-421

ley (Luo et al., 2023), which also possess pow-422

erful multi-modal understanding ability from vast423

instruct-tuning videos. To enhance the comprehen-424

sive and decision-making abilities, we suggest that425

future Video-LLMs must be trained with more prior426

knowledge and larger-scale data to cover more427

diverse domains. Besides, adopting Reinforce-428

ment Learning from Human Feedback (RLHF) and429

larger model capability is also important for gener- 430

alization and specific applications. 431

Results on Different Metrics. Our Video-Bench 432

consists of a series of multiple-choice questions. 433

Compared to open-ended questions, this test is rel- 434

atively straightforward. However, due to the uncer- 435

tainty and free form of LLM outputs, there is still 436

room for designing more robust metrics. We eval- 437

uate the results of the best tested model, compar- 438

ing the results with Probability (Hendrycks et al., 439

2020), T5-based and the GPT-based metrics. as 440

shown in the Fig. 5. It can be seen that the result 441

of Probability is overall low, because the output of 442

Video-LLMs cannot effectively give a clear choice 443

answer and the probability-based mapping may not 444

faithfully reflect the correctness. Therefore, we 445

recommend GPT as the metric to generate stable 446

results. 447

5 Visualization and Multi-Dimension 448

Analysis 449

Visualization. Fig. 6 illustrates a set of typical 450

responses from tested Video-LLMs. It can be 451

observed that only Video-ChatGPT (Maaz et al., 452

2023) provides the correct response, while other 453

models engage in discussions related to the video 454

but fail to make the correct judgment after a lengthy 455

discourse. This highlights the issue that the models 456

struggle with questions with even the most funda- 457

mental prior knowledge. This situation reflects the 458

current state of Video-LLMs, which can generate 459

responses related to videos while lacking trustful 460

reference value. 461

Multi-dimension Analysis. In Fig. 7, a com- 462

parative analysis of Video-LLMs with different 463

modules is presented. We can conclude that with 464

the current data and training setting, Video-LLMs 465

lack tailored focus on the three-level ability of 466

video comprehension. And the empirically pro- 467

posed modules have not yielded significant im- 468

provements. 469

We also analysis the impact of different data 470
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How many offensive attempts were shown in the highlights and what were the results? A.One attempt, made B.Two attempts, both missed 

C.One attempt, missed D.Two attempts, one made and one missed. Among the four options A, B, C, D above, the one closest to the correct answer is:

NBA:200_36

🦜Video-Chat: The video shows multiple offensive attempts in the game, including a made basket and a missed shot. 

However, there is no direct mention of the number of offensive attempts in the highlights, as the focus is on the basketball 

action. Based on the given information, the correct answer is B: Two attempts, both missed. 

Video-ChatGPT: One attempt, made.

🦦Otter: One attempt was shown being made, but the outcome of that attempt is not mentioned in the given information.

Panda-GPT: The correct answer is none of the options above. The image shows a basketball game in progress, but it does 

not provide any information about the number of offensive attempts shown in highlights and their results.

⛰️Valley: The correct answer is: One attempt was shown in the highlights, and it was missed.

🦉mPLUG-Owl: D - Two attempts, one made and one missed. The highlights show two attempts, one missed and one made. 

The correct answer is D.

Video-LLaMA: C. One attempt, missed. The highlights showed a basketball player throwing an offensive foul and missing 

the ball. However, it was not clear if he made multiple attempts.

Chat-UniVi: D. Two attempts, one made and one missed.

Figure 6: The illustrative sample of the generated responses from different Video-LLMs.
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Figure 7: The impact of different module configura-
tion. The w/ TM, w/ AE, and w/ TM and AE means
the model contains Temporal Module (TM) or Audio
Encoder (AE) or both of them.

sizes in pre-training or instruction tuning pro-471

cess, as shown in Fig. 8. It can be observed472

that pre-training datasize may not necessarily473

play a decisive role, as the top-3 models, Video-474

ChatGPT (Maaz et al., 2023), PandaGPT (Su et al.,475

2023) and Otter (Li et al., 2023a), have no extra476

pretraining process. We suppose that the video477

encoders have received adequate training in multi-478

modal pre-training. In contrary, the influence of the479

instruction tuning datasize is notably evident, show-480

ing two trends: (i) The models trained on videos481

demonstrate overall better performance compared482

to those trained on images. This substantiates that483

native video data facilitates enhanced comprehen-484

sion of video information by Video-LLMs. (ii)485

Model performance is positively correlated with486

the amount of video instruction tuning data. Video-487

ChatGPT (Maaz et al., 2023) and Otter (Li et al.,488

2023a) trained on large-scale video instruction tun-489

ing datasets are significantly better than other mod-490

els.491
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Figure 8: Impact of different datasize of pretrain data
(left) or instruction tuning data (right).

6 Conclusion and Discussion 492

According to the above experimental results, we 493

can conclude that the existing models are far from 494

the truly intelligent Video-LLM and there are pri- 495

marily three improvement directions. 496

Vision Encoder with Temporal Awareness. Exist- 497

ing methods process videos as frame clips, poten- 498

tially missing crucial temporal information. Ideal 499

Video-LLMs should understand the temporal se- 500

quence, possibly by selectively choosing keyframes 501

or sampling frames to traverse the content effi- 502

ciently. 503

Domain-Specific Prior Knowledge Pre-training. 504

Lack of visual prior knowledge hinders accu- 505

rate video comprehension. Incorporating domain- 506

specific prior knowledge through pre-training can 507

enhance domain expertise. 508

Long Video Understanding. One key differen- 509

tiation point of Video-LLMs when compared to 510

Image-LLMs should be the capability of processing 511

long videos, which is highly neglected by existing 512

research. Due to the memory and computation con- 513

straint, how to efficiently compress past frames and 514

design an effective memory mechanism is crucial. 515

8



Limitations516

The scarcity of manually annotated data is the rea-517

son for this. However, the process of manual an-518

notation actually provides us with an opportunity519

to cleverly integrate domain knowledge into the520

data. This not only enhances the authenticity and521

accuracy of the benchmark, but also makes it more522

professional and can better reflect the needs of prac-523

tical applications. We will gradually enrich the524

dataset with more examples in our ongoing work.525
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A T5 evaluation 818

In our answer evaluation benchmark project, we 819

explore two approaches: GPT-based metric and 820

T5-based metric. T5-based metric serves as an 821

auxiliary tool in the evaluation process, offering 822

advantages in terms of cost, deployment, and per- 823

formance. It provides a cost-effective solution by 824

eliminating the need for ChatGPT API usage and 825

allows for offline deployment on personal servers. 826

As shown in Table 3, T5-based results demonstrate 827

comparable performance to GPT-based in answer 828

evaluation tasks, making it a valuable addition to 829

our benchmark project for reliable and efficient 830

assessment. 831

B Visualization Samples 832

In this part, we provide more samples of on all 833

datasets concluded in Video-Bench, to illustrate the 834

performance and behaviour of the tested Video- 835

LLMs. 836

B.1 Video-exclusive Understanding 837

Activitynet-QA. The results of the Activitynet-QA 838

is shown in Fig. 9. As mentioned in Sec 4, Video- 839

LLMs perform well on these simple questions. The 840

similar results are shown on the remaining three 841

datasets of Basic QA. 842

MSVD-QA. The results of the MSVD-QA is 843

shown in Fig. 10. As part of the Basic QA, the 844

performance of Video-LLMs here are overall good. 845

MSRVTT-QA. The results of the MSRVTT-QA is 846

shown in Fig. 11. The results shows a similar trend 847

of the above. 848
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Table 3: T5-large experiment results of tested video-LLMs on various tasks. ‘*’ denotes the QA-pairs are
re-constructed or annotated by Video-Bench. ‘†’ denotes the tasks with fewer videos and multiplying the weight by
0.5 when calculating the final result. For each task, blue and green mark the first and second place respectively. All
the reported results are accuracy (%) calculated with GPT-3.5-based (Ouyang et al., 2022) metric. The “Video-” and
“Chat-” are abbreviated to “V-” and “C-”.

(A) Video-Exclusive Understanding

Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Basic QA

Activitynet-QA 34.58 46.7 46.35 44.15 46.1 37.65 42.3 44.05 47.95
MSVD-QA* 26.22 43.25 53.85 53.35 43.65 30.93 42.6 42.7 44.65
MSRVTT-QA* 26.50 37.0 42.0 42.9 39.4 28.48 34.65 34.75 41.25
TGIF-QA 22.37 36.02 37.29 35.41 34.17 33.84 32.75 34.27 42.30

Summarization YouCook2* 25.00 30.0 34.35 30.4 31.3 26.95 27.25 28.4 30.65

Abnormal Detection UCF-Cirme* 16.67 18.62 33.45 26.21 24.83 13.45 18.62 22.07 30.86

Crowd Counting MOT*† 16.67 22.22 16.67 27.78 5.56 11.11 11.10 16.67 11.11

Average Score 25.85 34.26 39.33 37.89 34.19 27.21 31.34 33.01 37.42

(B) Prior Knowledge-based Question-Answering

Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Prior Knowledge
TV-QA* 20.00 28.3 26.75 25.0 27.55 22.15 24.25 25.45 23.05
MV-QA* 26.15 30.26 34.47 32.41 34.91 27.13 29.01 27.84 33.48
NBA-QA* 27.26 25.36 24.34 32.51 26.53 25.36 26.82 28.13 24.49

Average Score 24.47 27.97 28.52 29.97 29.66 24.88 26.69 27.14 27.01

(C) Comprehension and Decision-Making

Task Dataset Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Driving License Exam*† 36.81 25.0 37.14 55.56 36.11 30.56 36.11 25.0 50.0
Decision-Making* 44.21 60.77 61.28 47.44 62.18 56.28 53.21 49.49 49.74

3D Scene SQA3D* 25.00 30.08 35.95 27.45 30.25 35.65 32.35 30.5 27.4

Average Score 35.04 41.34 46.32 41.07 44.19 42.88 41.45 37.00 40.86

(D) Final Result

Task Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Average Score 28.45 34.53 38.06 36.31 36.02 31.66 33.16 32.38 35.10

(E) Comparison Result of GPT-based

Task Random V-Chat V-ChatGPT Otter PandaGPT Valley mPLUG V-LLaMA C-UniVi

Video-Exclusive Understanding 25.85 34.12 39.82 37.52 37.54 28.39 33.17 32.48 37.87
Prior Knowledge-based QA 24.47 29.61 29.24 32.99 31.99 29.21 26.40 27.80 27.43

Comprehension and Decision 35.04 42.50 46.50 41.90 43.05 44.27 39.88 38.21 40.64

Average Score 28.45 35.41 38.52 37.47 37.52 33.96 33.15 32.83 35.31
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TGIF-QA. The results of the TGIF-QA is shown849

in Fig. 12. Results prove that Video-LLMS can850

also understand simple GIFs.851

YouCook2. The results of the YouCook2 is shown852

in Fig. 13. The poor results show that existing853

Video-LLMs possess limited temporal awareness,854

and they are difficult to summarize the sequence of855

action steps.856

UCF-Crime. The results of the UCF-Crime is857

shown in Fig. 14. The poor performance illustrates858

the existing Video-LLMs lack the ability of tempo-859

ral perception again.860

MOT. The results of the MOT is shown in Fig. 15.861

Existing Video-LLMs are proved to lack the ability862

to count accurately.863

B.2 Prior Knowledge-based864

Question-Answering865

TV-QA. The results of the TV-QA is shown in866

Fig. 16, which demonstrate that existing Video-867

LLMs can hardly understand TV segments. This868

could be caused by the lack of prior knowledge and869

audio or subtitle understanding ability.870

MV-QA. The results of the MV-QA is shown in871

Fig. 17. The poor performance may be also caused872

by the lack of prior knowledge and audio under-873

standing ability.874

NBA-QA. The results of the NBA-QA is shown875

in Fig. 18, which illustrates that without vision-876

language pre-training for specific domains, the877

Video-LLMs can not connect the knowledge stored878

in LLM with visual content and response to corre-879

sponding questions.880

B.3 Comprehension and Decision-Making881

Driver’s License Examination. The results of882

the Driver’s License Examination is shown in883

Fig. 19. The poor performance validates the tested884

Video-LLMs have limited scene understanding and885

decision-making ability.886

Driving Decision-Making. The results of the Driv-887

ing Decision-Making is shown in Fig. 20, which888

demonstrates the tested Video-LLMs are difficult889

to understand the real driving environment.890

SQA3D. The results of the SQA3D is shown in891

Fig. 21. The results show that they can only un-892

derstand the simple environment and cannot under-893

stand the complex spatial relationship.894

This is an appendix.895
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What is the gender of the person in the video? A.Male B.Female Among the two options A, B above, the one closest to the correct 
answer is: 

🦜Video-Chat: Based on the video, the gender of the person trimming the bush in the video is not specified. It is therefore 
impossible to determine their gender with certainty.

Video-ChatGPT:  The person in the video is a male.

🦦Otter: The video does not provide enough information to determine the gender.

Panda-GPT: The person in the video is a woman.

⛰️Valley: 1. A male

🦉mPLUG-Owl: The person in the video is male.

Video-LLaMA: A. The person in the video is male.

Chat-UniVi: The person in the video is a male.

Is the person in white outdoors? A.Yes B.No Among the two options A, B above, the one closest to the correct answer is: 

🦜Video-Chat: A. Yes, the person is in white and outdoors. From the given video, it is clear that the person in white is doing an 
acrobatic stunt on the skateboard.\n\nThe scene shows a young man performing a skateboarding trick in a public area. ……

Video-ChatGPT:  Yes, the person in white is outdoors.

🦦Otter: I cannot confidently determine the exact setting of the video, but it appears to be an outdoor location, possibly a park 
or a street.

Panda-GPT: The person in white is outdoors, as they are riding a skateboard on a street.

⛰️Valley: The person in white is outdoors, and the photo was taken during the day.

🦉mPLUG-Owl: The person in white is outdoors, as they appear to be performing tricks on a sidewalk or a park bench.

Video-LLaMA: The video description and caption provided do not specify that the person in white is outdoors. However, in 
the video, there is a black and white picture of a man wearing white pants jumping off a wall, which is a close-up ……

Chat-UniVi: The person in white is seen outdoors in the video.

Figure 9: The illustrative sample of the generated responses from different Video-LLMs for Activitynet-QA.

what are racers running down? A.Track B.Field C.Trail D.Road. Among the four options A, B, C, D above, the one closest to the correct 

answer is:

🦜Video-Chat: The video shows people running on a track during a race. Based on the given descriptions and the clues, it can 

be inferred that the runners are running in a track meet or a track race. The closest option to the correct answer is option C……

Video-ChatGPT: The racers are running down a track.

🦦Otter: Racers are running down a track.

Panda-GPT: The racers are running down a track, not a trail, field, or road. In the image, there are several people running in 

different directions, and they are all on a track. This is evident from the presence of multiple runners……

⛰️Valley: The racers are running down a track.

🦉mPLUG-Owl: A. Track.  Track is the correct description. In the given image, four runners, wearing different colored jerseys, 

are running down a track. This scene typically takes place on a track field or an athletics track. It is not a field, trail, or a road. 

Video-LLaMA: The racers are running down a track.

what is a man opening containing a gun? A.chest B.bag C.briefcase D.box Among the four options A, B, C, D above, the one closest 

to the correct answer is:

🦜Video-Chat: The man in the video is opening a box containing a gun. Therefore, the closest option to the correct answer is 

A.\n\nIt's difficult to see the exact contents of the box, but there is a person opening it, and they seem to be holding a gun …...

Video-ChatGPT: The man is opening a box containing a gun.

🦦Otter: The gun is likely a toy, and the man is likely opening a box containing the toy gun.

Panda-GPT: The man is opening a box containing a gun.

⛰️Valley: 1. A. The man is opening a chest containing a gun.

🦉mPLUG-Owl: The correct answer is C. The man is opening a briefcase containing a gun.

Video-LLaMA: The man is opening a box containing a gun.

Chat-UniVi:  The racers are running down a track.

Chat-UniVi:  The answer is D. The man in the cartoon is arguing with a scary rabbit, which is a common trope in cartoons.

Figure 10: The illustrative sample of the generated responses from different Video-LLMs for MSVD-QA.

who argues with a scary rabbit in a cartoon television show? A.dog B.child C.woman D.man.  Among the four options A, B, C, D above, the 

one closest to the correct answer is:

🦜Video-Chat: Based on the description, it seems that the woman is arguing with the scary rabbit in the cartoon television 

show. Therefore, the answer is C. woman . 

Video-ChatGPT: The person who argues with a scary rabbit in a cartoon television show is a man.

🦦Otter: A man is likely to be the one arguing with the scary bunny, as he is the one shown speaking to the ……

Panda-GPT: In the image, a man is arguing with a scary rabbit in a cartoon television show. The man is standing in front of a 

TV, which is displaying the cartoon. The man is not a dog, child, or woman, as the options provided suggest. Instead, ……

⛰️Valley: 100%.

🦉mPLUG-Owl: A. dog.

Video-LLaMA: The correct answer is B. The video shows a young boy holding a sign with the text \"Don't Be Afraid.\" A 

young man in a green t-shirt with the text \"You are not alone\" also appears in some frames.

A man is likely to be the one arguing with the scary bunny, as he is the one shown speaking to the camera at the beginning of
the video.

In the image, a man is arguing with a scary rabbit in a cartoon television show. The man is standing in front of a TV, which 
is displaying the cartoon. The man is not a dog, child, or woman, as the options provided suggest. Instead, the man is a 
character in the cartoon, likely a protagonist or antagonist, engaging in a conversation with the scary rabbit.

The correct answer is B. The video shows a young boy holding a sign with the text \"Don't Be Afraid.\" A young man in a green 
t-shirt with the text \"You are not alone\" also appears in some frames. Therefore, the man in the video argues with a scary 
rabbit in a cartoon television show.

what is played? A.basketball B.football C.tennis D.baseball.  Among the four options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: From the given footage, the field appears to be lined with a chain link fence and has trees growing behind it. 

There are also several baseball players in the scene, and it is likely that they are playing baseball. The men are ……

Video-ChatGPT: The video shows a group of people playing baseball on a field.

🦦Otter: The sport being played is baseball.

Panda-GPT: The image shows a group of people playing baseball on a field. There are several players on the field, and one 

of them is holding a baseball bat, indicating that they are actively engaged in the game. Baseball is a popular ……

⛰️Valley: The correct answer is A. The image shows a group of people playing a game of baseball on a field.

🦉mPLUG-Owl: B. Football.

Video-LLaMA: D. baseball. The video shows a baseball game, and the descriptions mention a baseball field, players, a 

baseball game, a boy, and a young boy playing baseball, making it clear that the sport being played is indeed baseball.

Chat-UniVi:  The answer is D. The man in the cartoon is arguing with a scary rabbit, which is a common trope in cartoons.

Chat-UniVi:  D. Baseball is the correct answer.

Figure 11: The illustrative sample of the generated responses from different Video-LLMs for MSRVTT-QA.

What does the guy do 2 times?  A.rub forehead  B.brush tooth monster  C.take steps  D.bare teeth  E.shake hips Among the five options A, 
B, C, D, E above, the one closest to the correct answer is:

🦜 Video-Chat: The guy rubs his forehead two times. Specifically, he rubs his forehead with his hand in two different instances 
in the video. This is evident from the descriptions, which specify that the guy is rubbing his forehead with his hand ….

Video-ChatGPT:  The guy rubs his forehead twice.

🦦Otter: The guy sighs and shakes his head, indicating that he is frustrated or upset about something.

Panda-GPT: The guy in the image does not do any of the actions listed in the options. Instead, he is seen talking on his cell 
phone while rubbing his forehead. This is the closest option to the correct answer, as the guy is not brushing his teeth, …..

⛰️Valley: The guy in the image is rubbing his forehead twice.

🦉mPLUG-Owl: A.

Video-LLaMA: : It looks like the man is rubbing his forehead in the video. 

Chat-UniVi: The guy rubs his forehead twice.

What does the man do 3 times? A.move shoulders B.sway body C.trot D.step E.itch neck Among the five options A, B, C, D, E above, 
the one closest to the correct answer is:

🦜Video-Chat: The man in the video is shown swaying his body at least four times, and it is unclear whether he is moving his 
shoulders, stepping, or itching his neck. However, based on the provided caption, the man is shown moving his body, but ….

Video-ChatGPT:  The man in the video does not move his shoulders, sway his body, or trot. He does, however, step out of the room 
and into the hallway.

🦦Otter: The man takes off his sunglasses.

Panda-GPT: The man in the image does not do any of the actions listed above three times. Instead, he is seen moving his 
shoulders, swaying his body, and stepping to the side. There is no evidence of him itching his neck or rotating his head.

⛰️Valley: The man in the video is seen making different gestures and movements three times. In the first instance, he is seen 
making a gesture with his hands in front of his face. In the second instance, he is seen making a gesture with his hands …..

🦉mPLUG-Owl: The man moves his shoulders 3 times. The correct answer is A.

Video-LLaMA: A. The man moves his shoulders.

Chat-UniVi: The man sways his body.

Figure 12: The illustrative sample of the generated responses from different Video-LLMs for TGIF-QA.
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What should be done after cooking the outer layer of the meat? A.Place them in a refrigerator B.Brush some soy sauce on top 
C.Sprinkle some salt and pepper D.Flip them over.    Among the four options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: A, B, and C are incorrect. D is the correct answer. After cooking the outer layer of the meat, one should flip the 
steak to ensure that it is evenly cooked. Additionally, brushing some soy sauce or other sauce on top of the meat after……

Video-ChatGPT:  After cooking the outer layer of the meat, it should be flipped over and cooked for a few more minutes.

🦦Otter: The answer is C, which is the correct spelling of the word \"brush.\".

Panda-GPT: After cooking the outer layer of the meat, the next step should be to flip them over. This ensures that the meat 
is cooked evenly and reaches the desired level of doneness. Once the outer layer is cooked, the meat can be removed ……

⛰️Valley: A. Place them in a refrigerator: This is not a recommended step after cooking the outer layer of the meat.……

🦉mPLUG-Owl: A) Place them in a refrigerator after cooking the outer layer.

Video-LLaMA: A. After cooking the outer layer of the meat, the best option would be to place them in a refrigerator. This is 
because the meat should be preserved in a cold place to prevent spoilage and bacterial growth, and to keep it fresh for……

Chat-UniVi: D. Flip them over.

What should be done after cutting the beef into square patties? A.Fry the burger patties and flip when browned  B.Toast the buns 
C.Flatten the ground beef   D.Place the patty on a bun and top with a bun. Among the four options A, B, C, D above, the one closest to the 
correct answer is:

🦜Video-Chat: Based on the provided description, the option closest to the correct answer is A: Flatten the ground beef ……

Video-ChatGPT:  After cutting the beef into square patties, the next step is to cook them on a grill or in a pan. The video shows a man 
cooking the patties on a grill.

🦦Otter: The answer is not clear from the information provided in the video. However, based on the given information, it is …..

Panda-GPT: The correct action after cutting the beef into square patties is to place the patty on a bun and top with a bun. 
This is the first step in preparing a burger. The other options, frying the burger patties and flipping when browned, ……

⛰️Valley: A. After cutting the beef into square patties, it is recommended to fry the burger patties and flip them when……

🦉mPLUG-Owl: The correct answer is B. Toast the buns. After cutting the beef into square patties, the next step is to toast…... 

Video-LLaMA: A. Fry the burger patties and flip when browned. Cutting beef into square patties before frying and flipping 
will give a good texture for a burger.

Chat-UniVi: B. Toast the buns.

Figure 13: The illustrative sample of the generated responses from different Video-LLMs for YouCook2.

Known common crime types are: 'Shooting','Arson','Arrest','Fighting','RoadAccidents’,'Stealing','Burglary','Explosion’,
'Robbery’,'Vandalism’, 'Shoplifting ','Abuse’,'Assault'. Each option below is the crime type and the start and end time of each 
criminal behavior video clip (if the video has no crime type and is normal, there is no corresponding start and end time of the 
video clip).  A.Arson 00:24 00:37 B.Arson 02:57 03:15 03:26 03:44 C.Explosion 00:14 00:27 03:07 03:27 D.Normal Among the four options 
A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: Based on the provided information, the closest option to the correct answer would be \"B.\“…….

Video-ChatGPT:  The correct answer is D. Normal. The video shows a group of people working at a desk in an office, with no visible 
signs of any criminal activity or unusual behavior.

🦦Otter: The answer is not clear from the information provided in the video. However, the video seems to show various types 
of crimes being committed, including robbery, theft, and arson.

Panda-GPT: The one closest to the correct answer is option D, which represents a normal situation without any criminal 
activity.

⛰️Valley: A. Arson 00:24 00:37\nB. Arson 02:57 03:15 03:26 03:44\nC. Explosion 00:14 00:27 03:07 03:27\nD. Normal 
\n\nPlease choose the correct answer by selecting the corresponding letter (A, B, C, or D) in the options provided.

🦉mPLUG-Owl: The correct answer is A. Arson. The crime type is arson, and the start and end times of the associated crime 
video clip are 00:24 to 00:37.

Video-LLaMA: First, the video is an aerial view of a busy office at a hospital. We can see a lot of people working on 
computers, and some are even playing video games. In addition, there is a counter and a lot of tables, and people …….

Chat-UniVi: The correct answer is D. Normal.

Known common crime types are: 'Shooting','Arson','Arrest','Fighting','RoadAccidents','Stealing','Burglary','Explosion’,
'Robbery','Vandalism','Shoplifting ','Abuse','Assault'. Each option below is the crime type and the start and end time of each 
criminal behavior video clip (if the video has no crime type and is normal, there is no corresponding start and end time of the 
video clip).  A.Fighting 00:12 00:24 00:27 00:34 B.Fighting 00:17 00:25 00:28 00:39 C.Shooting 00:01 00:05 D.Normal Among the four 
options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: The closest option to the correct answer is option A, which is a fight that starts at 00:12 and ends at 00:24, with 
a duration of 00:02.\n\nThe other three options B, C, and D do not represent any specific crime type, and there are ……

Video-ChatGPT:  The correct answer is C. Shooting.

🦦Otter: The correct answer appears to be option A, which is the correct spelling of the word \"robbing\".

Panda-GPT: None of the four options provided match the correct answer. The image shows a dog running in the yard, and 
there is no indication of any crime taking place, such as a shooting, arson, or theft. The other options, such as fighting,……

⛰️Valley: 1. A. Shooting 00:01 00:05 00:09 00:12

🦉mPLUG-Owl: The correct answer is A. Fighting. The fight starts at 00:12 and ends at 00:24, as indicated in the video clip.

Video-LLaMA: First, the video shows a person standing at the entrance to a street. There is a brown door and a brown 
fence in the background, and a white car can be seen passing by. In the background, there is a wooden fence and a ……

Chat-UniVi: The correct answer is D. The video shows a normal scene of a group of people walking down a street.

Figure 14: The illustrative sample of the generated responses from different Video-LLMs for UCF-Crime.

In the video, how many pedestrians can be recognized as different individuals? A.114 B.176 C.52 D.26 E.88 F.140 Among the six 

options A, B, C, D, E, F above, the one closest to the correct answer is:

🦜Video-Chat: There are indeed 176 pedestrians in the video. They are walking around in the city, riding in cars, crossing the 

street, and standing on the sidewalk. Some of them are wearing business clothes, and some are dressed in casual clothes…..

Video-ChatGPT: The correct answer is 176.

🦦Otter: The video mentions that at least 144 people are seen walking in the area, but it is unclear how many of them are 

individuals and how many are part of a group.

Panda-GPT: The correct answer is A. 114 pedestrians can be recognized as different individuals in the video.

⛰️Valley: 114: There are multiple pedestrians in the video, but it is difficult to identify them as different individuals without more 

context or information.

🦉mPLUG-Owl: The correct answer is A. A total of 114 different individuals can be recognized in the video.

Video-LLaMA: D. A group of people walking on a busy street in a city at night.\nIn this option, the caption describes that the 

video shows a group of people walking on a busy street at night in a city. There are 140 people in the video, ……

Chat-UniVi: The correct answer is D. 26 pedestrians can be recognized as different individuals in the video.

How many individuals walking can be distinguished in the video?  A.76 B.121 C.98 D.152 E.22 F.45 Among the six options A, B, C, 

D, E, F above, the one closest to the correct answer is:

🦜Video-Chat: The correct answer is A, with 76 individuals walking to be distinguished in the video. In the video, there are a 

total of 76 people walking in the mall, and they can be clearly seen from the moment when they start walking to the ……

Video-ChatGPT:  The correct answer is A. There are 76 individuals walking in the video.   

🦦Otter: The exact number of individuals walking is not mentioned, but the video shows multiple individuals walking.

Panda-GPT: The correct answer is C. 98. In the video, there are 98 individuals walking through the mall.

⛰️Valley: A.76 B.121 C.98 D.152 E.22 F.45

🦉 mPLUG-Owl: The correct answer is A. There are 76 individuals walking in the video.

Video-LLaMA: B. There are approximately 121 individuals in the video.

Chat-UniVi: The correct answer is B. 121 individuals walking can be distinguished in the video.

Figure 15: The illustrative sample of the generated responses from different Video-LLMs for MOT.
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Why does Howard say they're late after walking in ? A. They got lost. B. They went out to dinner. C. There was a lot of traffic. D. They had 
to swing by the lab. E. Bernie took forever getting ready. Among the four options A, B, C, D, E , the one closest to the correct answer is:

🦜Video-Chat: The option closest to the correct answer would be D. There was a lot of traffic. In the video, a woman wearing a 
blue jacket and a man are sitting in a kitchen, and Howard says \"We're late\" as he is greeting them…….

Video-ChatGPT: Howard says they are late because they had to swing by the lab.

🦦Otter: It is unclear why they are late, as there is no context provided in the video.

Panda-GPT: The correct answer is none of the options above. Howard says they are late because Bernie took forever 
getting ready. This implies that Bernie took a longer time than expected to get dressed, which caused them to arrive …….

⛰️Valley: 1. They got lost.

🦉mPLUG-Owl: They got lost.

Video-LLaMA: A. They got lost.

How does Emily react when Raj tells her about Lucy ? A.She gets up and walks out.  B.She says he does n't need to tell her who else he is 
seeing.  C.She throws her drink in his face . D.She tells him that she does n't feel good.  E.She runs to the bathroom and climbs out the window. 
Among the five options A, B, C, D, E above, the one closest to the correct answer is: 

🦜Video-Chat: Based on the given dialogue and description, the most likely reaction from Emily when Raj tells her about Lucy 
is that she will get up and walk out.\n\nIn the video, Raj says \"You can still say what you want with her. You know …… 

Video-ChatGPT: Emily reacts by telling Raj that she doesn't feel good and runs to the bathroom and climbs out the window.

🦦Otter: The woman in the video appears to be upset, but there is no physical altercation or aggression shown towards the 
man. It is possible that she is simply expressing her disappointment or frustration with his actions.

Panda-GPT: None of the options presented in the question is the correct answer. The image shows a woman sitting at a 
table with a glass of wine, and a man is telling her about another woman he is seeing. The woman does not react in ……

⛰️Valley:  A. She gets up and walks out.

🦉mPLUG-Owl: A. Emily gets up and walks out.

Video-LLaMA: According to the video descriptions, when Raj tells Emily about Lucy, Emily gets up and walks out. This 
implies that Emily is not interested in hearing more of Raj's conversation with Lucy and decides to leave the table.…...

Chat-UniVi:  B. They went out to dinner.

Chat-UniVi:  Emily gets up and walks out when Raj tells her about Lucy.

Figure 16: The illustrative sample of the generated responses from different Video-LLMs for TV-QA.

Who produced the song?  A.Sia B.All of the above C.Sean Paul Henriques D.Greg Kurstin. Among the four options A, B, C, D above, the 
one closest to the correct answer is:

🦜Video-Chat: The closest option to the correct answer is \"All of the above\". The song \"I'm Gonna
Getcha Good!\" was co-written by Sean Paul Henriques and produced by him and Greg Kurstin……

Video-ChatGPT:  The song was produced by Sean Paul Henriques.

🦦Otter: The song was co-written by Sia, Sean Paul, and Greg kurstin.

Panda-GPT: The song was produced by Greg Kurstin.

⛰️Valley: A. Sia

🦉mPLUG-Owl: A. Sia

Video-LLaMA: A. Sean Paul Henriques. Sia is not credited for this song. Greg Kurstin and Sean Paul 
Henriques are also not credited.

Chat-UniVi: The song was produced by Greg Kurstin.

What is one use of the song in media? A.Theme song for wrestling events  B. Commercial for Omega SA featuring Rory McIlroy C.Theme
song for a Disney Princess series D.All of the above Among the four options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: Based on the lyrics of the song, it could be used in media as a theme song for a sports-
related event or a commercial for a brand. The lyrics mention sports and competition, ……

Video-ChatGPT:  The correct answer is A. The song is used as a theme song for wrestling events.

🦦Otter: One use of music in media is to create a mood or atmosphere, as demonstrated in the video when 
the woman begins to dance with the man while the song plays in the background.

Panda-GPT: The correct answer is none of the above. The song is not being used for any of …..

⛰️Valley: 100

🦉mPLUG-Owl: The correct answer among the four options is D. The song is a theme song for ……

Video-LLaMA: The song in media can be used in several contexts, including music production, 
advertising, and film soundtracks. In the given video, there is no clear indication of ……

Chat-UniVi: The correct answer is A. The song is used as the theme song for wrestling events.

Figure 17: The illustrative sample of the generated responses from different Video-LLMs for MV-QA.

How many offensive attempts were shown in the highlights and what were the results? A.One attempt, made B.Two attempts, both missed 
C.One attempt, missed D.Two attempts, one made and one missed. Among the four options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: The video shows multiple offensive attempts in the game, including a made basket and a missed shot. However, 
there is no direct mention of the number of offensive attempts in the highlights, as the focus is on the basketball action. Based 
on the given information, the correct answer is B: Two attempts, both missed. 

Video-ChatGPT: One attempt, made.

🦦Otter: One attempt, miss.

Panda-GPT: The correct answer is none of the options above. The image shows a basketball game in progress, but it does 
not provide any information about the number of offensive attempts shown in highlights and their results.

⛰️Valley: A. One attempt was made, and it was successful.

🦉mPLUG-Owl: D - Two attempts, one made and one missed. The highlights show two attempts, one missed and one made. 
The correct answer is D.

Video-LLaMA: C. One attempt, missed. The highlights showed a basketball player throwing an offensive foul and missing 
the ball. However, it was not clear if he made multiple attempts.

Who was the defender on the scored basket? A.Johnson B.Jordan C.Anthony D.Smith Among the four options A, B, C, D above, the 
one closest to the correct answer is:

🦜Video-Chat: As there is no clear information in the video about the defender on the scored basket, it is difficult to determine 
who was the defender. However, the closest possible option to the correct answer might be option C - LeBron James,……

Video-ChatGPT: The defender on the scored basket was Anthony.

🦦Otter: The answer is not clear from the given information. However, it is possible that the answer is either A or B, as they are 
the only players mentioned in the sentence.

Panda-GPT: The correct answer is none of the options above. The image shows a basketball game in progress, but it does 
not provide any information about the number of offensive attempts shown in highlights and their results.

⛰️Valley: A. John Stockton

🦉mPLUG-Owl: The correct answer is A: Johnson. The Miami Heat's Dwyane Wade made the scored basket against the 
Chicago Bulls, and Johnson was the defender on him when the shot was made.

Video-LLaMA: A.Johnson, since he was the player defending the scored basket.

Chat-UniVi: The defender on the scored basket was A. Johnson.

Which game is this? A.2014 NBA All-Star Game.  B.2014 NBA Finals G6 . C.2014 NBA Western Conference First Round G6.  D.2014 NBA 
Eastern Conference Finals G6.      Among the four options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: The basketball game depicted in the video is likely the 2014 NBA Finals Game 6, as the players and the 
environment are consistent with a professional basketball game. Specifically, the basketball players are wearing……

Video-ChatGPT: The game shown in the video is the 2014 NBA Western Conference First Round G6.

🦦Otter: The correct answer appears to be option C, which states that the man is playing basketball in a stadium.

Panda-GPT: The closest option to the correct answer is A.2014 NBA All-Star Game. The image shows a basketball game 
with a crowd of people watching, and the players are wearing their respective team uniforms. The other options, ……

⛰️Valley: "100"

🦉mPLUG-Owl: The image depicts a basketball game, which is likely an NBA All-Star Game, given the presence of multiple 
NBA players, the court setup, and the overall atmosphere of the event. However, it is not a game of the NBA Finals, ……

Video-LLaMA: The video is a 2014 NBA All-Star Game.

Chat-UniVi: The correct answer is D. 2014 NBA Eastern Conference Finals G6.

Figure 18: The illustrative sample of the generated responses from different Video-LLMs for NBA-QA.

17



how many illegal acts are there in video 8? A. Four illegal acts B. Three illegal acts C. Two illegal acts D. An illegal act Among the four 

options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: Based on the given video, there are no illegal acts visible in the video. There are cars 
driving on a road, but no cars are speeding, driving on the wrong side of the road, or violating……

Video-ChatGPT:  There is one illegal act in the video, which is a red car speeding down the road.

🦦Otter: I am not certain about the exact number of illegal acts, but it is mentioned that there are 
multiple instances of cars running the red light in the video.

Panda-GPT: The correct answer is none. There are no illegal acts in the video 8.

⛰️Valley:  There are four illegal acts in the video.

🦉mPLUG-Owl: The one closest to the correct answer is B: Three illegal acts. The video shows……

Video-LLaMA: The correct answer is option A. There are three illegal acts in the video - one is 
driving without a license, another is using a handheld device, and a third is crossing……

Chat-UniVi:   D. An illegal act.

As shown in the video, is the driving behavior of ‘car A’ correct when the motor vehicle is driving on the highway? A. correct 

B. error. Among the two options A, B above, the one closest to the correct answer is:

🦜Video-Chat: Based on the video, there are several cars driving on the highway, including a yellow car 
and a white car. From the context, it is difficult to determine whether the driving behavior of car……

Video-ChatGPT:  The driving behavior of car A is incorrect when driving on the highway……

🦦Otter: It is not clear from the information provided whether the behavior of Car A is correct or not.

Panda-GPT: In the video, car A is driving on a highway and appears to be changing lanes. However, 
the correct answer cannot be determined solely based on the video. It is essential to consider……

⛰️Valley:  A.The driving behavior of car A is correct when the motor vehicle is driving on the highway.

🦉mPLUG-Owl: A. As shown in the video, car A is driving in the correct lane and has the appropriate 
speed for a highway, which is a correct driving behavior on a highway……

Video-LLaMA: The correct answer is option A. There are three illegal acts in the video - one is 
driving without a license, another is using a handheld device, and a third is crossing ……

Chat-UniVi:   B. error. The video shows that the car A is driving on the left lane of the highway, but 
the driving behavior of car A is not correct when the motor vehicle is driving on the highway.

Figure 19: The illustrative sample of the generated responses from different Video-LLMs for Driver’s License
Examination.

Was there an accident in the video?  A.Yes B.No . Among the two options A, B above, the one closest to the correct answer is:

🦜Video-Chat: Based on the video, it is not clear if there was an accident in the video. While there is a motorcycle on the 

ground, it is not clear if it is the cause of any accidents or incidents. From the video, it appears that there are some ……. 

Video-ChatGPT: Yes, there was an accident in the video. A man was hit by a car while crossing the street.

🦦Otter: There is no mention of an actual accident happening, but the man does swerve to avoid something on the road.

Panda-GPT: Yes, there was an accident in the video. The accident involved a car and a motorcycle, and it occurred on a 

busy city street. The video shows a car and a motorcycle colliding, and the motorcycle rider is seen lying on the ground…….

⛰️Valley: 1. Yes, there was an accident in the video.

🦉mPLUG-Owl: Yes, there was an accident in the video.

Video-LLaMA: A. Yes, there was an accident in the video. The cars in the video were involved in a minor accident.

Chat-UniVi:   No, there was no accident in the video. The video shows a car following a man on a motorcycle, and the car…...   

Were there any traffic signals or signs present? A.No. B.Yes.   Among the two options A, B above, the one closest to the correct 

answer is: 

🦜Video-Chat: Based on the video, it is not clear if there was an accident in the video. While there is a motorcycle on the 

ground, it is not clear if it is the cause of any accidents or incidents. From the video, it appears that there are ……

Video-ChatGPT: No.

🦦Otter: Yes, there were traffic signals and signs present in the video.

Panda-GPT: The image shows a nighttime view of a city street with traffic lights and signs. There are multiple traffic lights 

visible, indicating that the street is well-regulated for traffic flow. However, there are no visible signs in the image……

⛰️Valley: Yes, there were traffic signals or signs present in the video.

🦉mPLUG-Owl: No, there were no traffic signals or signs present in the nighttime driving scene in the video.

Video-LLaMA: A. Yes, there was an accident in the video. The cars in the video were involved in a minor accident.

Chat-UniVi:   B. Yes, there were traffic signals and signs present in the video.

Figure 20: The illustrative sample of the generated responses from different Video-LLMs for Driving Decision-
Making.

What can you find on top of the couch that is at 1 o'clock? A.Blanket B.Cushion C.Throw D.Pillow. Among the four options A, B, C, D above, 
the one closest to the correct answer is:

🦜Video-Chat: It appears that there is a pillow on top of the couch at 1 o'clock. You can see that it is lying on the couch in the 
corner near the arm of the couch.

Video-ChatGPT: The correct answer is Pillow.

🦦Otter: The cushion is located at the 12:00 position on the circular couch.

Panda-GPT: There is no object on top of the couch that is at 1 o'clock. The couch is empty.

⛰️Valley: The correct answer is option B, which is a cushion.

🦉mPLUG-Owl: The correct answer is A - a blanket is on top of the couch at 1 o'clock.

Video-LLaMA: A. Blanket. The blanket is the item found on top of the couch that is at 1 o'clock.

When trying to see the mirror in the bathroom, which way should you look? A.look up B.look down C.look left D.look right Among the four 
options A, B, C, D above, the one closest to the correct answer is:

🦜Video-Chat: Looking up is the correct way to see the mirror in the bathroom. This is because the mirror is mounted on the 
wall above the sink and you would need to look up to see it. Looking down or looking left or right would not ……

Video-ChatGPT: To see the mirror in the bathroom, you should look up.

🦦Otter: The direction you should look to find the mirror is up, as shown in the video.

Panda-GPT: When trying to see the mirror in the bathroom, you should look down. In the image, the mirror is located below 
the sink, which is why looking up would not be effective in seeing the mirror……

⛰️Valley: A. Look up.

🦉mPLUG-Owl: The correct answer is A: look up. In the bathroom, you should look up to the mirror to see your reflection.

Video-LLaMA: A.look up. If you are in a restroom and you need to see your own face, it would be best to look up.

Chat-UniVi:  The correct answer is Pillow.

Chat-UniVi:  The correct answer is B.

Figure 21: The illustrative sample of the generated responses from different Video-LLMs for SQA3D.
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