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Abstract001

Personalized opinion summarization is crucial002
as it considers individual user interests while003
generating product summaries. Recent stud-004
ies show that although large language mod-005
els demonstrate powerful text summarization006
and evaluation capabilities without the need for007
training data, they face difficulties in personal-008
ized tasks involving long texts. To address this,009
Rehearsal, a personalized opinion summariza-010
tion framework via LLMs-based role-playing011
is proposed. Having the model act as the user,012
the model can better understand the user’s per-013
sonalized needs. Additionally, a role-playing014
supervisor and practice process are introduced015
to improve the role-playing ability of the LLMs,016
leading to a better expression of user needs.017
Furthermore, through suggestions from virtual018
users, the summary generation is intervened,019
ensuring that the generated summary includes020
information of interest to the user, thus achiev-021
ing personalized summary generation. Exper-022
iment results demonstrate our method can ef-023
fectively improve the level of personalization024
in large model-generated summaries.025

1 Introduction026

Personalized opinion summarization, which takes027

into account user characteristics and interests while028

summarizing multiple product reviews, aims to029

meet the individual needs of users. Based on gen-030

eral multi-document opinion summarization, per-031

sonalized opinion summarization needs to under-032

stand user preferences from relevant historical in-033

formation and analyze aspects of the current prod-034

uct that the user may be interested in. Then, based035

on the user’s interests, it provides a targeted sum-036

mary of product reviews, generating more content037

that the user is interested in. Due to the difficulty in038

annotation, research related to personalized opin-039

ion summarization is almost nonexistent.040

Recent studies have shown that large language041

models (LLMs), such as GPT-3.5, can achieve state-042

of-the-art, even human-level, performance on stan- 043

dard summarization benchmarks without the need 044

for large-scale training data (Korkankar et al., 2024; 045

Pu et al., 2023; Wang et al., 2024). Moreover, some 046

works have demonstrated that LLM-based sum- 047

mary evaluation metrics can more flexibly assess 048

different aspects of summary generation, show- 049

ing stronger correlations with human evaluation, 050

compared to traditional metrics (Song et al., 2024; 051

Siledar et al., 2024). However, these works are 052

mostly limited to generic summarization scenar- 053

ios. In scenarios like personalized recommenda- 054

tions(Li et al., 2023b,c; Chen et al., 2022; Yang 055

et al., 2023b), search(Baek et al.; Salemi and Za- 056

mani, 2024), and dialogue(Hudeček and Dusek, 057

2023; Hu et al., 2023; Yang et al., 2023a), some 058

studies have shown that LLMs have certain person- 059

alization capabilities. 060

However, it has also been found that personal- 061

ized LLMs also face difficulties in long-text scenar- 062

iosRichardson et al. (2023); Tseng et al. (2024). 063

On the one hand, handling long texts with ex- 064

tensive redundant information is challenging for 065

LLMs(Nayab et al., 2024; Shi et al., 2023). Exces- 066

sively long input texts easily exceed the model’s 067

input length limit. Besides, there is usually a lot 068

of redundant information from product reviews or 069

user history in multi-document opinion summariza- 070

tion, which greatly hinders LLMs from understand- 071

ing product features and users’ interests accurately. 072

On the other hand, it is highly difficult to infer 073

users’ preferences for the current product from their 074

complex historical data Richardson et al. (2023); 075

Tseng et al. (2024). Users’ shopping preferences 076

are not explicit but hidden within a large volume 077

of historical information. Moreover, their interest 078

in the current product cannot be directly equated 079

to their preferences for other products, requiring 080

intricate analysis. 081

Therefore, we propose Rehearsal, a personal- 082

ized opinion summarization framework based on 083
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Figure 1: The difference between previous work and our work, Rehearsal. The summarization system primarily
inputs the product review set and is enhanced via the retriever. The user system primarily inputs the user review set
and is enhanced using a supervisor.

LLMs role-playing. As shown in Figure 1, To084

alleviate the input pressure on the LLMs from com-085

plex user historical information and a large volume086

of product review texts, we adopt a multi-agent087

framework, which models product information and088

user information separately through the summary089

system and the user system. Via the interaction090

between these two agent systems, the personal sum-091

mary is generated. To enable the user system to092

better understand user interests, role-playing with093

supervision and practice is introduced into the user094

system.095

Specifically, the framework consists of three096

steps: generic summary generation, user sug-097

gestions based on role-playing with supervision098

and practice, and retrieval-augmented personalized099

summary generation. First, we generate a generic100

opinion summary based on product reviews. Sec-101

ond, an LLM acts as the user and proposes modifi-102

cations to the current summary. To ensure consis-103

tency in role-playing, a professional role-playing104

observer is introduced. The observer provides con-105

tinuous modification suggestions based on four di-106

mensions of user consistency, ensuring that the user107

model remains true to the role. Before formal role-108

playing, an exercise process is executed in advance,109

where the observer conducts role-playing practice110

with the user model. The results of the process111

are then used to strengthen the user model in the112

formal role-playing. Third, after receiving user113

suggestions, retrieval augmentation is applied to114

eliminate irrelevant product reviews and extract im-115

portant user reviews. The summary is then revised116

based on the retrieved text and the suggestion.117

Our main contributions are as follows:118

• We explore LLMs-based personalized opinion119

summarization generation and evaluation.120

• We improve the personality ability of LLMs121

through user role-playing based on supervi-122

sion and practice. 123

• Experiments have proven that the summaries 124

generated by Rehearse are more aligned with 125

users’ personalized needs. 126

2 Related Work 127

2.1 Personalized Opinion Summarization 128

Opinion summarization(Chu and Liu, 2019; Bražin- 129

skas et al., 2020; Amplayo and Lapata, 2020; Iso 130

et al., 2021; Zhang and Zhou, 2023a) generally 131

focuses on user reviews about products, hotels, 132

restaurants, and so on. Due to the challenges of 133

annotation and evaluation of personalized opinion 134

summarization, there has been no research on this 135

topic. Previous efforts have focused on simplifying 136

the problem into either controllable summarization 137

or user-interaction-based summarization (Zhang 138

et al., 2024b; Zhang and Zhou, 2023b; Hosking 139

et al., 2023; Carichon et al., 2024; Syed et al., 2024; 140

Benedetto et al., 2024; Yan et al., 2011; Zhang et al., 141

2025). Other works have explored personalized re- 142

view summarization in single-document settings, 143

where titles written by users serve as summaries for 144

the corresponding review texts (Xu et al., 2023a; 145

Cheng et al., 2023; Xu et al., 2023b). However, 146

those methods aim to model the personalization 147

of the review authors, while personalized opinion 148

summarization in this study focuses on understand- 149

ing the preferences of readers engaging with multi- 150

ple reviews. 151

2.2 Role playing and Multi-agent based on 152

LLMs 153

In recent years, Large Language Models have 154

demonstrated significant potential in reasoning 155

and planning capabilities, aligning perfectly with 156

human expectations for autonomous agents that 157

can perceive their surroundings, make decisions, 158

and take actions accordingly(Xi et al., 2025; 159
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WOOLDRIDGE and JENNINGS, 1995; Russell160

and Norvig, 2016; Guo et al., 2023; Liang et al.,161

2023). Building on this, some studies have pro-162

posed LLM-based multi-agent systems(Guo et al.,163

2024), leveraging the collective intelligence(Liu164

et al., 2023; Hong et al., 2023), specialized roles(Li165

et al., 2023a; Dong et al., 2024), and interactions of166

multiple agents based on the powerful capabilities167

of a single LLM agent (Du et al., 2023; Xiong et al.,168

2023; Chan et al., 2023; Mao et al., 2023; Mandi169

et al., 2024; Hong et al., 2023).170

2.3 LLMs Personalization171

Research related to personalized LLMs primar-172

ily focuses on how to meet user expectations and173

fulfill their needs. To enhance individual prefer-174

ences, personalized LLMs consider user personas175

(e.g., personal information, historical behaviors)176

and cater to customized needs(Chen et al., 2024;177

Deshpande et al., 2024). To enhance individual178

preferences, some studies explore various instruc-179

tion and framework designs(Li et al., 2023b,c; Yang180

et al., 2023a; Li et al., 2024; Hu et al., 2023), while181

others focus on fine-tuning model parameters to182

better understand the personalized demands of spe-183

cial tasks(Chen et al., 2022; Yang et al., 2023b;184

Hudeček and Dusek, 2023).185

Richardson et al. (2023); Tseng et al. (2024)186

point out that incorporating user history data into187

the prompt to personalize LLMs could lead to input188

exceeding context length and increase inference189

costs. Unlike other studies that focus purely on190

historical information retrieval (Richardson et al.,191

2023; Zhong et al., 2024; Zhang et al., 2024a; Sun192

et al., 2024), this paper enhances the LLM’s ability193

to understand personalized needs by employing194

user role-playing.195

3 Methodology196

In this section, we provide a detailed introduction197

to our method for personalized opinion summa-198

rization based on user role-playing. Given a set of199

reviews about an entity (e.g., a product) and a col-200

lection of historical comments from a specific user,201

the aim is to summarize the opinions that are of202

interest to the user, as expressed in the product re-203

views. Next, we will introduce the overall process204

of the method. In the subsequent sections, we will205

explain the three components of the method: gen-206

eral summary generation, user suggestions based207

on practice and supervision, and how to perform208

retrieval-augmented personalized summary rewrit- 209

ing based on personalized suggestions. 210

3.1 Overview 211

As shown in Figure 2, To alleviate the pressure of 212

input length on the model’s understanding ability, 213

Rehearsal follows a "generate first, rewrite later" 214

architecture to achieve personalized summarization. 215

The method mainly involves three types of mod- 216

els: (1) a summary agent that processes product 217

reviews and generates general summaries, (2) a 218

user agent and role-playing supervisor responsible 219

for modeling user information and generating and 220

evaluating personalized opinions, and (3) a histor- 221

ical filter and a product filter that primarily filter 222

product reviews and historical comments based on 223

suggestions, respectively. 224

Specifically, the method is divided into three 225

parts: general summarization, role-playing sugges- 226

tions with practice and supervision, and retrieval- 227

augmented personalized summary rewriting. In the 228

first part, the summary agent summarizes product 229

reviews to generate a general summary. Then, the 230

user agent, based on the user’s historical comment 231

information, role-plays the user and provides mod- 232

ification suggestions for the currently generated 233

summary. During this stage, the user agent first un- 234

dergoes role-playing practice. Under the guidance 235

of a professional supervisor, the user agent contin- 236

uously attempts to generate suggestions. After the 237

generated suggestions are evaluated by the super- 238

visor, the user agent will generate and modify the 239

personalized suggestions based on the suggestions 240

accumulated during the practice phase until they 241

pass the supervisor’s evaluation. Finally, retrieval- 242

augmented rewriting is performed. Since rewriting 243

the summary only requires information relevant to 244

the modification suggestions, product and histor- 245

ical reviews are filtered based on the suggestions. 246

By selecting review texts related to the suggestions, 247

redundant information that could affect the rewrit- 248

ing process and unnecessary inference overhead are 249

avoided. Ultimately, under the guidance of the mod- 250

ification suggestions provided by the user agent, the 251

summary agent revises the summary based on the 252

relevant product reviews and historical comments, 253

resulting in the final personalized summary. 254

3.2 General Summarization 255

Due to the performance of LLMs being highly sus- 256

ceptible to interference from text length, positional 257

biases, and irrelevant information (Shi et al., 2023; 258
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Yes. But you need concern ……

……

No suggestions.

Well, you need reduce ……
+

+

+

+

×N

Qualified Suggestion Set

These diabetic socks are highly comfortable and suitable for individuals with diabetes or swelling 
in the feet and ankles.  They are soft, do not constrict the legs, and are reasonably priced.  The 
socks made with soft materials, offer a good fit, without leaving marks, and are made in America.  
They provide cushioned soles, dry feet, and a loose fit top, making them a good purchase for those 
in need of relief from binding socks.

① General 
Summary

② Personal 
Suggestion

I would like to see more details on the specific design features that make these socks 
comfortable and non-constricting, such as seamless toes or breathable fabric. ……Removing the 
emphasis on price and bargain would make the summary more relevant to my needs.

These diabetic socks are highly comfortable and do not constrict the legs.  They are particularly 
suitable for individuals with diabetes or swelling in the feet and ankles. The socks are soft, offer a 
good fit, without leaving marks on the legs.  They are reasonably priced and offer a good bargain.  
Overall, these socks are recommended for their comfort, stretch, and quality.

I'm interested in …… 

OK. I want to add …… 

Figure 2: The example (up) and the execution process (below) of Rehearsal. The example includes the output of
three steps. Different colors represent different aspects of the product information. The LLMs-based pseudo-user
suggests the summary agent add comfort-related (blue) information and reduce price-related (red) information.

Nayab et al., 2024), the method follows a frame-259

work of first generating a general summary and260

then performing personalized rewriting. In the gen-261

eral summary generation phase, the summary agent262

will initially summarize the product reviews. The263

prompt used adopts the simplest structure, includ-264

ing instructions and output format specifications.265

The instruction text is: "Your task is to generate a266

summary of the current product review." The out-267

put format specification is provided in the form of268

a dictionary.269

3.3 Role-Playing Suggestions270

The user role-playing suggestions mainly rely on271

the interaction between the user agent and the role-272

playing supervisor. It consists of two phases: the273

practice phase and the formal suggestion phase.274

Specifically, the role-playing supervisor evalu-275

ates the user’s response rationality from four as-276

pects: historical exposure rate, knowledge accu-277

racy, knowledge hallucination rate, and personal278

utterance consistency(Tu et al., 2024) and provides279

modification suggestions.280

In the practice phase, the process simulates the281

formal suggestion procedure by generating quali- 282

fied personalized suggestions through the interac- 283

tion of the two models. The user agent needs to 284

adjust its responses based on the supervisor’s sug- 285

gestions until the supervisor determines that the 286

generated text aligns with role consistency and no 287

further suggestions are required. These qualified 288

personalized suggestions will serve as examples 289

for the formal suggestion phase, helping the user 290

model better understand the user’s characteristics. 291

In the formal generation process, the user agent, 292

with the assistance of the role-playing supervisor, 293

will generate and modify suggestions until the gen- 294

erated suggestions pass the supervisor’s evaluation. 295

3.3.1 User Agent Design 296

The User-Agent primarily understands the user’s 297

interests and generates suggestions based on the 298

user’s historical reviews. To help the user agent bet- 299

ter understand user interests, the agent is required 300

to first generate an analysis of "self" and the cur- 301

rent summary, followed by generating suggestion 302

text. The self-analysis includes a self-introduction, 303

mainly containing information about the product 304
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aspects the user is interested in or not interested305

in. The summary analysis identifies which parts306

of the current summary align with the user’s inter-307

ests and which do not and what additional product308

information the user would like to know. The sug-309

gestion text should be concise modification advice,310

mainly focusing on which product aspects should311

be enhanced or reduced.312

The instructions for the user agent are divided313

into four parts: task description, thought chain,314

notes, and output format specification. The task de-315

scription is: "Your task is to act as the user based on316

their historical reviews, evaluating whether the cur-317

rent summary addresses aspects you are interested318

in, and providing suggestions for modifications to319

the summary of the current product review." In the320

thought chain and output format specification, the321

content and form of the user agent’s response are322

constrained. The notes emphasize that the current323

task is role-playing, and the model should reply in324

the first person. The complete prompt content can325

be found in the Appendix D.326

3.3.2 Role-Playing Supervisor Design327

To allow the role-playing supervisor to comprehen-328

sively evaluate the user agent’s consistency with329

role-playing, following the work of A study, we330

introduce four metrics: historical exposure rate,331

knowledge accuracy, knowledge hallucination rate,332

and personal utterance consistency. Among these,333

the first three belong to Knowledge Consistency,334

and the last one belongs to Persona Consistency.335

Historical exposure rate refers to the amount of336

character-related knowledge or information present337

in the response. Knowledge accuracy refers to the338

correctness of the knowledge or information uti-339

lized in the response. Knowledge hallucination340

rate refers to the extent to which a response con-341

tains inappropriate information that the character342

should not. Personal utterance consistency refers343

to the consistency in a response with the character’s344

personality and speech habits.345

To further assist the supervisor in responding to346

the user’s reply, the thought chain in the instruc-347

tions details the evaluation process for the super-348

visor, including analyzing inputs, evaluating each349

instruction, and summarizing outputs. (1) In the350

analysis section, the LLM is required to understand351

the user’s perception of self, the summary, and the352

suggestions based on the response generated by the353

user agent. Then, the supervisor will further ana-354

lyze the aspects and sentiment of the product being355

discussed based on the general summary. Finally, 356

the supervisor will understand the user’s personal- 357

ity, shopping behavior, and interests from the user’s 358

historical comments. (2) In the evaluation section, 359

The evaluation points for the four metrics are fur- 360

ther described to guide the model in assessing these 361

metrics. (3) In the Summarization section, the ob- 362

server is required to first summarize the previous 363

evaluation results and generate brief reasons and 364

clear suggestions for any errors found. 365

The instruction design consists of five parts: task 366

description, notes, metric introduction, thought 367

chain, and output format. The task description 368

is: "You are a role review expert, skilled in identify- 369

ing and correcting any anomalous text in dialogue 370

that may not align with the user’s personality. Your 371

goal is to evaluate whether the user’s response is 372

consistent with their previous behavior based on 373

historical comments, and to offer improvement sug- 374

gestions. The suggested content should include 375

a brief reason and specific, detailed revision ad- 376

vice. IF THERE ARE NO ERRORS OR SUGGES- 377

TIONS, you must write ONLY ’No suggestions’ in 378

the suggestions section, without any explanation or 379

additional words." The complete prompt content 380

can be found in the Appendix C. 381

3.4 Retrieval-augmented Personalized 382

Rewriting 383

Since rewriting the summary does not require re- 384

browsing all the product reviews but only focuses 385

on the portions relevant to the modification sugges- 386

tions, the product reviews are filtered based on the 387

suggestions to eliminate irrelevant text. Moreover, 388

to strengthen the personalization of user informa- 389

tion, texts that are more relevant to the current 390

product, based on the user’s historical reviews and 391

modification suggestions, are selected as additional 392

personalized suggestions. Finally, the summary 393

agent modifies the previously generated general 394

summary based on the filtered product reviews, 395

personalized suggestions, and related historical re- 396

views to generate a personalized summary. The 397

instruction design for the summary agent and the 398

two filters includes a task description, notes, and 399

output format specification. Specific prompts are 400

provided in the Appendix E. 401
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4 Experiments402

4.1 Datasets403

Due to the lack of research on personalized opinion404

summarization, we have constructed PerSum, a405

personalized opinion summarization test set based406

on the Amazon dataset (Bražinskas et al., 2020).407

The data includes four categories: Clothing, Shoes408

and Jewelry, Electronics, Health and Personal Care,409

and Home and Kitchen, with a total of 666 samples.410

Each sample contains a set of product reviews, a set411

of the user’s historical reviews on products in the412

same category, and the user’s review of the current413

product.414

To ensure the quality of the dataset, three rounds415

of filtering were applied to the original Amazon416

data. First, the number and length of the user’s417

historical reviews were filtered. Only samples with418

more than five but fewer than 50 reviews and a total419

review length under 27,000 characters are retained.420

Second, the personalized review was evaluated us-421

ing ROUGE-{1, 2, L} metrics (Lin, 2004) against422

the historical and product review sets and samples423

with a total score of ROUGE-{1, 2, L} below 0.45424

were removed to ensure the quality of the personal-425

ized reviews.426

Finally, aspect coverage and sentiment consis-427

tency scores from OP-I-MISTRAL (Siledar et al.,428

2024) were introduced to further evaluate the per-429

sonalized reviews. Samples with both aspect and430

sentiment scores higher than 4 for personalized re-431

views and product reviews were categorized as high432

product-scoring samples, while those with scores433

lower by one were categorized as low-scoring sam-434

ples. For each product category, a certain number435

of samples were extracted, with both the historical436

and product reviews scoring high and others scor-437

ing low. Additionally, to increase the difficulty of438

personalization, some high-scoring historical sam-439

ples with low product scores were added. These440

samples’ personalized reviews have a higher rel-441

evance to the user’s historical reviews but differ442

from those of other users for the current product.443

More analysis is provided in the Appendix A.444

4.2 Evaluation Metrics and Baselines445

We use evaluation metrics based on LLMs, in-446

cluding aspect coverage and sentiment consistency447

from OP-I-MISTRAL (Siledar et al., 2024), as the448

evaluation metric. For the generated personalized449

summaries, we measure the extent to which the450

summary captures product information by calculat-451

ing its aspect coverage and sentiment consistency 452

with the product review set. Similarly, we calcu- 453

late two scores between the summary and historical 454

reviews, as well as the personalized review, to eval- 455

uate how well the summary aligns with the user’s 456

interests. Experiments have shown that the aver- 457

age score of completely irrelevant texts exceeds 458

2. Therefore, we expanded the scoring range from 459

1-5 to 0-100, and the prompt was adjusted to evalu- 460

ate at a more granular sentence level. The specific 461

prompt can be found in the Appendix F. 462

To evaluate the effectiveness of the framework 463

we designed, we have utilized five models that are 464

readily accessible through public APIs, including 465

GPT-3.5, GPT-4o, GPT-4(Achiam et al., 2023), 466

CharacterGLM(Zhou et al., 2023), and Qwen(Bai 467

et al., 2023). Our experiments include the follow- 468

ing baselines: 469

PerSum: Inputs both the product review set and 470

the user review set into the model, with instructions 471

for personalized summary generation. 472

Ana+PerSum: First, the model is instructed to 473

analyze the user’s interests based on the user re- 474

view set and then generate a personalized summary 475

based on the user’s interests and the product review 476

set. 477

OnlySum: Generates a general summary using 478

only the product reviews. The model will not re- 479

ceive any personalized instruction or input from 480

the user’s historical reviews. 481

Sum+PerChan: Builds on the general summary 482

generated by OnlySum and asks the model to mod- 483

ify the summary based on the user’s historical re- 484

views to make it personalized. 485

4.3 Implementation Details 486

All summary generation experiments were carried 487

out via API. For the GPT series, we used GPT- 488

3.5-turbo, GPT-4o, and GPT-4-turbo. For Charac- 489

terGLM, we used GLM-4-Air-0111. For Qwen, 490

we used qwen-turbo. Apart from using the results 491

generated during the training process as demon- 492

strations in the user role-playing, no output exam- 493

ples were included in any prompts, only output 494

format instructions. For each summary generation 495

experiment, the same LLM was used throughout 496

the process, including the summary generator, user 497

model, supervisor model, extractor, and models in 498

the relevant baseline methods. 499

In the role-playing suggestion process, all sug- 500

gestions that pass the check will be used as demon- 501

strations in the formal suggestion stage. If all sug- 502
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Model Method
Product History User

AVG
AC SC AC SC AC SC

GPT-3.5-turbo

PerSum 82.19 78. 14 74.00 71.99 73.93 66.32 74.43
Ana+PerSum 82.63 77.91 83.81 80.85 80.26 72.75 79.70
OnlySum 88.43 82.66 79.18 75.83 77.77 69.27 78.86
Sum+PerChan 82.56 77.94 88.59 86.31 80.51 75.41 81.89
Rehearsal 91.87 86.41 88.92 85.34 89.78 81.60 87.32

GPT-4o

PerSum 92.88 88.73 86.57 82.45 86.75 76.66 85.67
Ana+PerSum 92.40 87.81 93.22 89.49 93.40 84.67 90.16
OnlySum 91.64 86.00 87.50 82.35 89.60 80.15 84.87
Sum+PerChan 88.91 84.52 90.83 88.10 93.68 88.22 89.04
Rehearsal 94.05 88.45 92.58 87.19 96.46 87.82 91.07

GPT-4-turbo

PerSum 90.33 85.98 84.38 80.99 83.41 73.99 83.18
Ana+PerSum 92.03 86.92 92.15 88.54 92.74 83.62 89.34
OnlySum 88.53 84.46 81.62 78.00 78.82 69.78 80.20
Sum+PerChan 87.27 83.54 84.62 82.22 82.89 76.39 82.82
Rehearsal 94.37 88.19 92.66 86.51 96.26 86.82 90.80

CharacterGLM-4

PerSum 92.19 87.10 85.86 82.48 85.57 76.13 84.89
Ana+PerSum 89.44 85.24 90.93 88.13 91.59 83.91 88.21
OnlySum 93.52 88.14 88.96 83.71 91.42 81.07 87.80
Sum+PerChan 90.36 85.42 88.43 86.27 89.54 82.36 87.07
Rehearsal 92.27 87.67 92.84 89.35 93.56 85.98 90.28

Qwen-turbo

PerSum 88.53 84.46 81.62 78.00 78.82 69.78 80.20
Ana+PerSum 92.65 88.62 92.35 89.24 94.13 86.19 90.53
OnlySum 93.30 87.96 88.94 85.06 91.70 81.72 88.13
Sum+PerChan 92.58 89.18 91.59 88.97 92.87 87.99 90.53
Rehearsal 93.48 87.97 93.79 89.82 94.98 87.45 91.25

Table 1: Results from experiments for different models on PerSum. The bold scores denote the best scores.

gestions in the practice rounds for a sample fail,503

they will all be used to avoid the model being504

affected by a single erroneous example. In the505

Retrieval-augmented Rewriting process, different506

filtering methods are applied to the product and his-507

torical review sets. For product reviews, the total508

character count of the review set is required to be509

less than 10,000. For historical reviews, only the510

most relevant historical review is chosen. More511

details can be found in Appendix B.512

4.4 Results513

As shown in Table 1, our framework Rehearsal514

outperforms all baseline methods in terms of over-515

all scores across the five base models, especially516

the User-base scores and average scores, which517

are higher than all baselines. This indicates that518

Rehearsal enhances the personalization of the sum-519

maries while maintaining the general summariza-520

tion capabilities. Specifically, Rehearsal shows sig-521

nificant improvements over the two-stage methods,522

Ana+PerSum and Sum+PerChan, when compared523

to the User-base scores, demonstrating that the per-524

formance improvement is not solely due to using 525

multiple agents for modeling user and product re- 526

views separately. 527

A comparison between the results of OnlySum 528

and PerSum shows that when the input length is 529

too long, the summary scores generated by all 530

base models significantly decrease, both in product- 531

related and user-related metrics. Even if the length 532

does not exceed the limit, large amounts of informa- 533

tion put substantial pressure on the model’s genera- 534

tion performance. Not only does the personaliza- 535

tion performance decline, but the general summary 536

generation capability is also affected. 537

4.5 Analysis 538

To evaluate the impact of each improvement on 539

model performance, we conducted fine-grained ab- 540

lation experiments on GPT-3.5 and GPT-4o. Over- 541

all, the addition of each component design to the 542

baseline and Sum+PerChan methods led to cer- 543

tain performance improvements. Among them, 544

+RoleChange introduces only the user role-playing 545

suggestion modification step without using RAG or 546
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Model Method
Product History User

AVG
AC SC AC SC AC SC

GPT-3.5-turbo

Sum+PerChan 82.56 77.94 88.59 86.31 80.51 75.41 81.89
+RoleChange 90.32 85.54 83.24 79.53 81.79 72.66 82.18
+Retriever 92.98 87.07 88.64 84.69 86.74 77.43 86.26
+Supervisor 92.05 86.96 84.94 81.51 83.98 75.19 84.11
+ICL-Super 92.64 87.57 86.80 82.80 86.16 76.58 85.43

ALL 91.87 86.41 88.92 85.34 89.78 81.60 87.32

GPT-4o

Sum+ PerChan 88.91 84.52 90.83 88.10 93.68 88.22 89.04
+RoleChange 93.70 88.71 91.12 85.63 93.73 83.01 89.32
+Retriever 94.34 88.90 92.64 87.54 95.95 86.63 91.00
+Supervisor 93.86 91.07 91.77 87.40 92.76 86.93 90.63
+ICL-Super 93.60 89.84 91.33 86.58 92.33 86.48 90.03

ALL 94.07 88.33 92.25 87.49 96.46 87.82 91.07

Table 2: Ablation results for different models on PerSum. The bold scores denote the best scores.
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Figure 3: Relationship between pass rate and iteration count for different models, with and without ICL in user
role-playing.

the supervisor. This method shows some improve-547

ment over the baseline, Sum+PerChan, indicating548

that introducing user role-playing helps the LLMs549

better understand user interests than directly per-550

forming personalized modifications. When compar-551

ing RAG with supervisor-based user role-playing552

enhancement, RAG shows a more noticeable im-553

provement in summary generation. Additionally,554

comparing the results of GPT-3.5 and GPT-4o re-555

veals that the performance improvement brought556

by ICL-enhanced user role-playing is not stable.557

To further explore the impact of using In-Context558

Learning (ICL) on LLMs role-playing, we com-559

pared the pass rates of LLMs role-playing with560

and without ICL. It is evident that after using ICL,561

the pass rates of all base models in role-playing im-562

prove with the increase in iteration count. The most563

notable improvement was observed in the Qwen564

model, which required 16 rounds to reach nearly565

85% pass rate before using ICL, while after using566

ICL, it exceeded 95% in just three iterations. This567

proves that ICL can enhance the performance ceil-568

ing of role-playing. However, the gain from ICL 569

is limited for the GPT series models. Specifically, 570

GPT-4 and GPT-4o reach around 95% pass rate 571

within 1-2 iterations, indicating that the GPT series 572

models already have a strong capability foundation 573

for role-playing. 574

5 Conclusion 575

We explored a personalized opinion summarization 576

generation method based on LLMs and collected a 577

test set to evaluate the level of personalization in the 578

generated summaries using LLMs-based metrics. 579

In the design of the personalized opinion summa- 580

rization method, we adopted a multi-agent frame- 581

work where personalized summaries are generated 582

through the interaction between the summariza- 583

tion system and the user system. To help the user 584

system better understand the user’s interests, role- 585

playing was introduced into the user system, along 586

with supervision and practice. Experimental results 587

demonstrate the effectiveness of this method. 588
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6 Limitation589

Although experiments have shown that having the590

LLMs play the role of the user in the instructions591

helps it better understand user needs, user role-592

playing still slightly lags behind RAG in improv-593

ing summarization performance. In the relevant594

experiments, it was observed that for GPT-4, the595

user role-playing pass rate reached over 90% in596

the initial iterations, significantly higher than the597

other four models. This suggests that the model598

is unlikely to gain general improvements from the599

supervisor. However, in terms of summary perfor-600

mance, the results for GPT-4 were lower than those601

for GPT-4o and Qwen. This may indicate that al-602

though the model has a higher user role-playing603

pass rate, it has not captured truly valuable user604

information, or it may suggest that the model is605

unable to fully utilize the personalized information606

captured during summary generation. We hypoth-607

esize that the quality of the suggestions obtained608

through user role-playing may be limited by the su-609

pervisor’s evaluation capability, and there may be610

room for improvement in how the summarization611

model utilizes user suggestions.612

During the experiments, we also found that al-613

though the LLMs-based evaluation metrics can614

assess the personalization capability of the sum-615

maries without personalized summary labels, they616

often result in overly lenient ratings. While we617

made some adjustments to the evaluation metrics,618

alleviating this issue to a certain extent, we still619

found that the overall evaluation metrics tended620

to score too high in small-scale manual evalua-621

tions. This issue also occurred in the supervisor’s622

evaluation of user role-playing. More reasonable623

evaluation metrics or more controllable supervisor624

methods based on LLMs will be a key focus in our625

future work.626
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High*2 Low*2 HHPL
Clothing 100 50 46

Elec 100 24 52
Home 100 32 27
Health 100 21 14

Table 3: Analysis of the PerSum dataset. HHPL refers
to samples with a high historical score but a low product
score.
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A Dataset947

Since the sentiment in personalized reviews does948

not necessarily align with the overall sentiment of949

historical reviews. When evaluating the historical950

score, only aspect coverage is considered, exclud-951

ing sentiment consistency. The quantity of samples952

in each category is displayed in Table 3. Due to953

the implementation of two filtering processes, the954

majority of the samples possess both high histori-955

cal ratings and high product ratings. Consequently,956

the number of high-rating samples is randomly se-957

lected, with one hundred entries per category. The958

number of samples with low ratings is relatively959

small after filtering, which are included.960

B Implementation Details 961

During the experience, the temperature coefficient 962

and other hyperparameters for all models were set 963

to their default settings at the time of access, with 964

no modifications. In cases where some models 965

encountered input length limitations and could not 966

process certain steps, the output for those steps was 967

recorded as ’None’. 968

In the role-playing suggestion process, whether 969

during the training or formal role-playing stages, 970

when the supervisor generates “No suggestions,” it 971

is considered that the current generated suggestion 972

has passed the check. The iteration stops when one 973

of the following three conditions is met. (1) When 974

the iteration count does not exceed 5 and the pass 975

rate reaches over 95%. (2) when the iteration count 976

exceeds 5 and the pass rate reaches over 85%. (3) 977

when the iteration count exceeds 15. Three practice 978

rounds will be performed before generating the 979

role-play. 980

In the Retrieval-augmented Rewriting pro- 981

cess, multiple irrelevant reviews are removed 982

at once for extraction efficiency.The extrac- 983

tion quantity is calculated as (lengthreview − 984

10, 000)/lengthreview,avg. In cases where the re- 985

view set exceeds the model’s length limit, the re- 986

view set is randomly divided into two parts for two 987

extractions. If the target number of reviews can- 988

not be obtained (due to the model generating too 989

few, too many, or wrong numbers greater than the 990

input text length), retries will be attempted. If the 991

number of retries exceeds 5 and the target is still 992

not reached, the process continues with additional 993

retries until the goal is achieved or the retry thresh- 994

old (set to 8) is reached. If the target is still not met 995

after reaching the retry threshold, the remaining 996

reviews will be randomly selected until the require- 997

ments are met. For historical reviews, if too many 998

reviews are generated, a retry will be performed. If 999

the retry count reaches 5, the first generated num- 1000

ber in the next set will be selected as the target. 1001

During the final revision process, multiple modifi- 1002

cations will be made using user suggestions, set to 1003

5 iterations, and the highest result will be recorded 1004

to ensure that the suggestions are fully utilized. 1005
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C Supervisor Prompt 1006

You are a ChatGPT role review expert, skilled in identifying and correcting any anomalous text in
dialogue that may not align with the user’s personality. Your goal is to evaluate whether the user’s
response is consistent with the their previous behavior based on historical comments, and to offer
improvement suggestions.

The suggested content should include a brief reason and specific, detailed revision advice. IF
THERE ARE NO ERRORS OR SUGGESTIONS, you must write ONLY "No suggestions." in the
suggestions section, without any explanation or additional words.

# Attention
1. The user’s response aims to assess whether the product review summary they have seen addresses

the aspects they are interested in, and to provide suggestions for modifying the current summary.
2. The user’s response should first summarize the product information they care about, then

describe the relevant information in the current summary that matches their interests, and finally
explain what additional information they would like to see included or what should be omitted.

3. The user’s response should maintain role consistency while meeting basic readability and
fluency requirements in the dialogue.

# Metric
The consistency of a user’s response includes historical exposure rate, accuracy, hallucination rate,

and personal utterance consistency.
1. The historical exposure rate refers to how much information from the user’s past comments is

included in the response.
2. Accuracy refers to whether the information presented about the user’s is correct.
3. The hallucination rate indicates whether the response includes information that doesn’t belong

to the user’s.
4. Personal utterance consistency refers to whether the content of the response aligns with the

user’s personality and language style.

# Steps
You will check the user’s response through the following steps:
1. First, you should understand and analyze the userś response, the product summary, and the

user’s historical reviews.
1.1 For the input user’s response, analyze the user’s understanding of both themselves and the

summary, as well as the modification suggestions they offer.
1.2 For the input product summary, analyze the described product, its related aspects, and the

emotional tone conveyed.
1.3 Based on the input user’s historical reviews, analyze the user’s personality traits, expression

habits, shopping behavior, and aspects of products they are interested in.
2. Based on your analysis, check the consistency of the user’s response with the product summary

and historical reviews, including historical exposure rate, accuracy, hallucination rate, and Personal
utterance consistency.

2.1 For the historical exposure rate check, focus on how the user’s response mentions product
information they care about or are interested in. Then, based on other parts of the response, judge
whether the user has clearly and concisely introduced their preferences, making subsequent requests
for adding or reducing information in the summary reasonable and easy to understand.

2.2 For the accuracy check, pay attention to whether the personal information mentioned in the
user’s response is consistent with their historical information, and whether the summary information
matches the provided product summary.
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2.3 For the hallucination rate check, focus on whether there is any personal information mentioned
in the user’s response that was not present in their historical comments, or whether there is product
information in the response that was not mentioned in the summary.

2.4 For the personal utterance consistency check, pay attention to whether the tone of the user’s
response is consistent with their personality, and whether the grammar and expression align with their
usual communication style.

3. Output a summary of the above check results. If you find any errors or have any suggestions,
clearly state them in the suggestions section. The suggested content should include a brief reason and
specific, detailed revision advice. IF THERE ARE NO ERROR OR SUGGESTIONS, you must write
ONLY "No suggestions" in the suggestions section.

# Format example
Your final output should ALWAYS in the following format:
## Thought
you should always think about if there are any errors or suggestions for user’s response, NOT FOR

SUMMARY.
## Suggestions
1. ERROR1/SUGGESTION1
2. ERROR2/SUGGESTION2
2. ERROR3/SUGGESTION3

# User’s Response { }

# Summary { }

# User History Reviews { }

D User Prompt1007

The following demonstrates the instructions used by the user for generating and revising suggestions1008

through role-playing.1009

Your task is to act as the user based on their historical reviews, evaluating whether the current
summary addresses aspects you are interested in, and providing suggestions for modifications to the
summary of the current product review.

Your output format should be:
## Response:
{
"Analysis": ANALYSIS
"Suggestions": SUGGESTIONS
}

Here are some examples for you.
{ }

# Previous reviews: { }

# Summary: { }
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Your task is to act as the user based on previous reviews to evaluate whether the current summary
addresses aspects you are interested in. However, there may have been some issues with your
previous response, so please revise it based on the expert’s recommendations.

The response consists of two parts: the analysis and the suggestions.
In the Analysis part, you should first briefly introduce yourself based on previous reviews, including

aspects of the product that may interest you as well as those that do not. Then, identify which aspects
of the current summary align with your interests, and what additional product details you would like
to see. Additionally, you should point out which parts of the current summary are of no interest to
you.

In the Suggestions part, you should provide clear and concise revision suggestions regarding what
aspects should be added or reduced in the description .

ATTENTION: You are acting as the user, so you should use the first person for analysis and
suggestions.

Your output format should be:
## Response:
{
Änalysis:̈ ANALYSIS
S̈uggestions:̈ SUGGESTIONS
}
# Previous reviews:{ }
# Summary:{ }
# Previous Response:{ }
# Expert Recommendations:{ }

E RAG Prompt 1010

Please evaluate the relevance of the following reviews and provided text modification suggestions.
Our goal is to identify reviews related to the current suggestions from the past reviews.
Output the most relevant review number without explanation. ONLY ONE NUMBER IS NEEDED,

and output format should be.
{
"Numbers": [NUMBER]
}
Suggestions:{ }
Review:{ }

F Evaluation Prompt 1011

The original prompt for aspect coverage is the following. 1012

Task Description:
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You will be given a set of reviews using which a summary has been generated. Your task is to
evaluate the summary based on the given metric. Evaluate to which extent does the summary follows
the given metric considering the reviews as the input. Use the following evaluation criteria to judge
the extent to which the metric is followed. Make sure you understand the task and the following
evaluation metric very clearly.

Evaluation Criteria:
The task is to judge the extent to which the metric is followed by the summary.
Following are the scores and the evaluation criteria according to which scores must be assigned.
<score>1</score> - The metric is not followed at all while generating the summary from the

reviews
<score>2</score> - The metric is followed only to a limited extent while generating the summary

from the reviews
<score>3</score> - The metric is followed to a good extent while generating the summary from

the reviews.
<score>4</score> - The metric is followed mostly while generating the summary from the reviews.
<score>5</score> - The metric is followed completely while generating the summary from the

reviews.

Metric:
Aspect Coverage - The summary should cover all the aspects that are majorly being discussed in

the reviews. Summaries should be penalized if they miss out on an aspect that was majorly being
discussed in the reviews and awarded if it covers all.

Reviews:
{}
Summary:
{}

Evaluation Steps:
Follow the following steps strictly while giving the response:
1. First write down the steps that are needed to evaluate the summary as per the metric. Reiterate

what metric you will be using to evaluate the summary.
2. Give a step-by-step explanation if the summary adheres to the metric considering the reviews as

the input. Stick to the metric only for evaluation.
3. Next, evaluate the extent to which the metric is followed.
3. Use the previous information to rate the summary using the evaluation criteria and assign a

score within the <score></score> tags.

Note: Strictly give the score within <score></score> tags only e.g Score- <score>5</score>.
First give a detailed explanation and then finally give a single score following the format: Score-

<score>5</score>

THE EVALUATION AND SCORE MUST BE ASSIGNED STRICTLY ACCORDING TO THE
METRIC ONLY AND NOTHING ELSE!

Response:

The current prompt for aspect coverage is the following.1013
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Task Description:
You will be given a set of reviews using which a summary has been generated. Your task is to

evaluate the summary based on the given metric. Evaluate to which extent does the summary follows
the given metric considering the reviews as the input. Use the following evaluation criteria to judge
the extent to which the metric is followed. Make sure you understand the task and the following
evaluation metric very clearly.

Evaluation Criteria:
The task is to judge the extent to which the metric is followed by the summary.
Following are the scores and the evaluation criteria according to which scores must be assigned.
<score>0</score> - The metric is not followed at all while generating the summary from the

reviews.
<score>20</score> - The metric is followed only to a limited extent while generating the summary

from the reviews.
<score>40</score> - The metric is partially followed while generating the summary, but there are

noticeable deficiencies.
<score>60</score> - The metric is followed to some extent while generating the summary, but

there are several areas that require improvement.
<score>80</score> - The metric is followed mostly while generating the summary from the reviews.
<score>100</score> - The metric is followed completely while generating the summary from the

reviews.

Metric:
Aspect Coverage - The summary should cover all the aspects that are majorly being discussed in

the reviews. Summaries should be penalized if they miss out on an aspect that was majorly being
discussed in the reviews and awarded if it covers all.

Reviews:
{}
Summary:
{}

Evaluation Steps:
Follow the following steps strictly while giving the response:
1. First write down the steps that are needed to evaluate the summary as per the metric. Reiterate

what metric you will be using to evaluate the summary.
2. Give a step-by-step explanation if the summary adheres to the metric considering the reviews as

the input. Stick to the metric only for evaluation.
3. Next, evaluate the extent to which the metric is followed.
4. Use the previous information to rate the summary using the evaluation criteria and assign a

score within the <score></score> tags.

Note: Strictly give the score within <score></score> tags only e.g Score- <score>100</score>.
First give a detailed explanation and then finally give a single score following the format: Score-

<score>100</score>
THE EVALUATION AND SCORE MUST BE ASSIGNED STRICTLY ACCORDING TO THE

METRIC ONLY AND NOTHING ELSE!

Response:
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