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Abstract

Deception detection has attracted increasing001
attention due to its importance in real-world002
scenarios. Its main goal is to detect deceptive003
behaviors from multimodal clues such as ges-004
tures, facial expressions, prosody, etc. How-005
ever, these bases are usually subjective and re-006
lated to personal habits. Therefore, we extend007
deception detection to deception reasoning, fur-008
ther providing objective evidence to support009
subjective judgment. Specifically, we provide010
potential lies and basic facts and then analyze011
why this sentence may be a lie by combining012
factual inconsistencies and intent behind them.013
Compared with deception detection, this task is014
more applicable to real-world scenarios. For ex-015
ample, in interrogation, the police should judge016
whether a person is lying based on solid evi-017
dence. This paper presents our initial attempts018
at this task, including constructing a dataset019
and defining evaluation metrics. Meanwhile,020
this task can serve as a benchmark for evaluat-021
ing the complex reasoning capability of large022
language models. Code and data are provided023
in the supplementary material.024

1 Introduction025

Deception is defined as an intentional attempt to026

mislead others (DePaulo et al., 2003). Detecting027

deceptive behaviors is challenging even for humans,028

generally requiring specialized knowledge. Despite029

its difficulties, deception detection is an important030

research topic due to its widespread applications,031

such as airport security screening, court trials, and032

personal credit risk assessment (Masip, 2017).033

Deception detection aims to identify deceptive034

behavior from multimodal clues (such as blinking,035

stuttering, etc.). Current research mainly focuses036

on laboratory-controlled or in-the-wild scenarios037

(Karnati et al., 2021; Speth et al., 2021). The for-038

mer recruits subjects and triggers their deceptive be-039

haviors in well-designed psychological paradigms040

(Abouelenien et al., 2016). However, some re- 041

searchers question the practicality of laboratory- 042

controlled datasets because they are different from 043

real deceptive behaviors (Vrij, 2008; Fitzpatrick 044

et al., 2022; Fornaciari et al., 2020). Therefore, in 045

recent years, researchers have paid more attention 046

to real-life datasets (Şen et al., 2020). 047

However, such judgment is usually subjective 048

and related to personal habits. In real applications, 049

we need to provide solid evidence to support the 050

judgment. Therefore, we extend deception detec- 051

tion and propose a new task called “deception rea- 052

soning”. In this task, we provide a potential lie and 053

basic facts and try to figure out why this sentence 054

may be a lie by considering factual inconsistencies 055

and the intent behind them. 056

In this task, our main goal is not to improve the 057

authenticity of deception but to focus on the ratio- 058

nality of reasoning. Therefore, to reduce the cost 059

of data collection, we use GPT-4 to synthesize dia- 060

logues with deceptive behaviors. Besides datasets, 061

we define four metrics to comprehensively evalu- 062

ate the reasoning results: accuracy, completeness, 063

logic, and depth. The main contributions of this 064

paper are summarized as follows: 065

• We propose a new task, deception reasoning. 066

Different from deception detection, we further 067

provide objective evidence for potential lies. 068

• To facilitate subsequent research, we construct 069

a dataset and evaluation metrics for this task. 070

• This task can also serve as a benchmark to 071

evaluate the complex reasoning capability of 072

large language models (LLMs). 073

The rest is organized as follows: Section 2 re- 074

views some recent works. In Section 3, we intro- 075

duce our data generation pipeline. In Section 4, 076

we define evaluation metrics and report the perfor- 077

mance of various LLMs on deception reasoning. 078

Finally, we conclude this paper in Section 5. 079
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2 Related Works080

In this section, we first review existing works on081

deception detection and LLMs. Since we focus on082

deception reasoning, we further review some works083

on evaluating reasoning capabilities.084

2.1 Deception Detection085

Deception detection aims to identify deceptive be-086

havior based on multimodal clues. Current works087

in this field are mainly conducted in laboratory-088

controlled or in-the-wild scenarios.089

In laboratory-controlled setups, researchers of-090

ten use well-designed psychological paradigms091

to induce deception. For example, Derrick et al.092

(2010) asked participants to commit mock crimes.093

They were rewarded if they could convince the094

professional interviewer of their innocence. Pérez-095

Rosas et al. (2014) and Abouelenien et al. (2016)096

collected data using three scenarios: mock crime,097

best friend, and abortion. In mock crime, partic-098

ipants can choose to take or not take the money099

in the envelope. They were rewarded if they took100

the money without raising doubts from interview-101

ers. For best friend and abortion, participants can102

discuss these topics using true or fake opinions.103

Besides laboratory-controlled scenarios, there104

are many works focusing on in-the-wild scenar-105

ios. For example, Şen et al. (2020) collected106

videos from public court trials and used trial out-107

comes to indicate whether the subject was decep-108

tive. Bachenko et al. (2008) analyzed criminal109

narratives, interrogations, and legal testimony and110

provided a method to assess whether a statement is111

truthful or deceptive. Fornaciari and Poesio (2013)112

attempted to identify deceptive statements in hear-113

ings collected in Italian courts. Pérez-Rosas et al.114

(2015) collected videos from TV shows. The par-115

ticipants were considered to be lying if they gave116

an opinion about a non-existent movie.117

Deception detection mainly uses multimodal118

clues to identify deceptive behavior. However, such119

judgment is related to personal habits. Different120

from deception detection, deception reasoning aims121

to provide objective evidence for subjective judg-122

ment, which has greater value in practical scenarios.123

For example, during interrogation, these analytical124

results can provide guidance to the police officer.125

2.2 Large Language Model126

Recently, LLMs have shown strong text understand-127

ing and generation capabilities, which have been128

widely used in various tasks and domains. For 129

example, Gan et al. (2023) and Qiu et al. (2023) 130

explored the promise of LLMs in education and 131

mental health support. Wang et al. (2023) used 132

LLMs to learn character-specific language patterns 133

and behaviors to enhance role-playing realism and 134

interactive experiences. Park et al. (2023) exploited 135

LLMs to create multiple characters and let them 136

live in a virtual environment. These characters 137

were able to engage in dialogues and spontaneous 138

social activities. Among existing LLMs, GPT-4 139

shows strong role-playing ability and can generate 140

more human-like behaviors (Guo et al., 2023; Gui 141

and Toubia, 2023). Therefore, we use GPT-4 to 142

synthesize dialogues for deception reasoning. 143

2.3 Reasoning Performance Evaluation 144

Reasoning is a necessary ability to solve sophisti- 145

cated problems. For example, mathematical rea- 146

soning is the ability to reason about math word 147

problems (Mishra et al., 2022a,b). Logical reason- 148

ing is a cognitive process of applying general rules 149

or principles to reach specific conclusions (Flach 150

and Hadjiantonis, 2013). In logical reasoning, three 151

elements are usually included: rule, case, and result. 152

These three elements constitute three types of logi- 153

cal reasoning: deductive (rule+ case ⇒ result), 154

inductive (case+ result ⇒ rule), and abductive 155

(result+Rule ⇒ case). Commonsense reasoning 156

enables computers to understand and apply com- 157

mon knowledge from humans, more effectively 158

simulating human thought processes and decision- 159

making behaviors (Storks et al., 2019). 160

Existing reasoning datasets mainly use a form of 161

multiple-choice (Geva et al., 2021) or open-ended 162

questions (Weston et al., 2016). For the former, the 163

answer is predefined and the evaluation process is 164

straightforward. For the latter, the model needs to 165

generate the answer, rather than choosing from a 166

given set of options. In our deception reasoning, 167

it is difficult to provide candidate answers and the 168

multiple-choice form may also limit the model’s 169

creativity. Therefore, we evaluate this task in the 170

form of open-ended questions. 171

Previous open-ended questions mainly use the 172

similarity between predicted answers and standard 173

answers (Yang et al., 2018). Considering the com- 174

plexity of deception reasoning, this paper proposes 175

a more comprehensive evaluation strategy covering 176

four dimensions: accuracy, completeness, logic, 177

and depth. More details can be found in Section 4. 178
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Figure 1: Pipeline of dialogue generation based on legal instruments.

3 Data Generation179

In deception reasoning, we pick a potential lie and180

analyze why this sentence may be a lie by consider-181

ing factual inconsistencies and the intent behind it.182

In this task, we focus on the rationality of reasoning183

rather than the authenticity of deceptive behaviors.184

Therefore, to reduce the cost of dataset collection,185

we use GPT-4 to synthesize dialogues containing186

deceptive behaviors. Specifically, we choose one of187

the most widely used scenarios in previous works,188

mock crime (Derrick et al., 2010; Pérez-Rosas et al.,189

2014). We ask GPT-4 to simulate the role-playing190

between a suspect and a police officer. During in-191

terrogation, the suspect should deceive the police192

officer and escape the crime and the police officer193

should find out the truth and seize evidence.194

We first clarify the definition of three important195

notations: legal instrument, target content, and196

action. Then, we introduce the data generation197

process (see Figure 1 for more details). This section198

mainly uses GPT-3.5 (“gpt-3.5-turbo-0613”) and199

GPT-4 (“gpt-4-1106-preview”).200

3.1 Notation Definition201

In this paper, we ask GPT-4 to conduct mock inter-202

rogation around the crime facts between a suspect203

and a police officer. To obtain crime facts, we turn204

our attention to legal instruments, which include205

but are not limited to, details of the prosecution’s206

charges, descriptions of the defendant’s criminal207

behavior, arrests, the evidence presented, explicit208

charges, and stages of the judicial process.209

To mimic real interrogation, the suspect should210

know the complete crime facts while the police211

officer should miss some details. However, legal212

instruments contain contents that can reduce uncer-213

tainty during interrogation, such as explicit charges214

and convictions. Hence, in legal instruments, we215

only select the target content, which denotes a se-216

ries of behaviors involving multiple people, places,217

Figure 2: Distribution of lengths after selection (the
length refers to the number of Chinese characters).

and times. The target content contains multiple 218

actions, where an action refers to a continuous and 219

specific behavior performed by subjects within a 220

period of time. Table 1 provides examples of the 221

legal instrument, target content, and action. 222

3.2 Legal Instrument Selection 223

CAIL2018 (Xiao et al., 2018) encompasses 2.68 224

million criminal law documents, spanning 202 225

types of charges and 183 legal provisions. In 226

this dataset, legal instruments are written by legal 227

experts, with rigorous wording and standardized 228

forms. These high-quality legal instruments bring 229

great convenience to our work. 230

Proper legal instruments are important for di- 231

alogue generation. On the one hand, short legal 232

instruments contain insufficient content, leading 233

to unclear descriptions of details and generating 234

low-quality dialogues. On the other hand, long le- 235

gal instruments may contain complex crime facts, 236

increasing the difficulty of dialogue generation. 237

Therefore, we select legal instruments with a length 238

ranging from 400 to 2,000. The length distribution 239

after selection is shown in Figure 2, where the 240

length refers to the number of Chinese characters. 241
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Legal Instrument
The Tangshan Fengnan District People’s Procuratorate accuses: On July 16, 2011, at around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan
District, the defendant Zhang, along with Xie Mou (already sentenced), Wang Mou (separate case), and others, demanded the phone number from Feng Mou.
After being rejected, they continued to verbally harass. Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and
feet to assault Ma Mou, Tao Mou, Xue Mou, and others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries,
and Tao Mou minor injuries. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a
license plate), was found at the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the Fengnan District Billiard
Hall. The incident was immediately reported to the Fengnan District Public Security Bureau, notifying police officer Xue Mou. At the south entrance of
Dexin Garden in Fengnan District, when police officer Xue Mou and two colleagues intercepted the defendant Zhang in a car, the defendant Zhang stabbed
Xue Mou with a knife and fled, causing minor injuries to Xue Mou. In response to the alleged facts, the public prosecution submitted corresponding evidence.
The public prosecution authorities believe that the actions of Defendant Zhang constitute the crimes of xxx and xxx and request sentencing according to the
provisions of the Criminal Law of the People’s Republic of China xxx and xxx.

Target Content
1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou (already
sentenced), Wang Mou (separate case), and others, demanded the phone number from Feng Mou. After being rejected, they continued to verbally harass.
Later, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou, Xue Mou, and
others who tried to intervene. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.
2. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found
at the Lights KTV in Fengnan District, suspected of being involved in the January 31, 2012 case at the Fengnan District Billiard Hall. The incident was
immediately reported. At the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled, causing
minor injuries to Xue Mou.

Complete Actions
1. On July 16, 2011, around 21:00, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie Mou and Wang
Mou, demanded the phone number from Feng Mou but was refused.
2. On July 16, 2011, the defendant Zhang and Wang Mou used roller skates, while Xie Mou and others used fists and feet to assault Ma Mou, Tao Mou, Xue
Mou. This resulted in Ma Mou sustaining light injuries, Xue Mou minor injuries, and Tao Mou minor injuries.
3. On the evening of February 11, 2012, at around 19:00, the defendant Zhang, driving a black Santana 3000 sedan (without a license plate), was found at the
Lights KTV in Fengnan District. Someone suspected that he was involved in a previous case and immediately reported it to the Fengnan District Public
Security Bureau, notifying police officer Xue Mou.
4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used a knife to injure Xue Mou and fled. This
attack caused minor injuries to Xue Mou.

Incomplete Actions
1. At an unknown time, on the west side of the Pedestrian Street Plaza in Fengnan District, the defendant Zhang, along with Xie and Wang, demanded Feng’s
phone number, but was refused.
2. On July 16, 2011, the defendant Zhang and Wang, using unknown tools, along with Xie and others using fists and feet, assaulted Ma, Tao, Xue. This
assault resulted in Ma suffering minor injuries, Xue having minor injuries, and Tao having minor injuries.
3. On February 11, 2012, around 7:00 PM, the defendant Zhang drove a black Santana 3000 sedan (without a license plate), and at an unknown location, was
found by someone who immediately reported it to Fengnan District Public Security Bureau police officer Xue, suspecting involvement in a previous case.
4. On February 11, 2012, at the south entrance of Dexin Garden in Fengnan District, the defendant Zhang used unknown tools to injure Xue and then fled.
This attack caused Xue to suffer minor injuries.

Table 1: Examples of the legal instrument, target content, and action.

3.3 Target Content and Action Extraction242

In this section, we aim to extract the target content243

from legal instruments and further disassemble it244

into multiple actions. Specifically, we rely on GPT-245

4 and adopt a two-stage strategy to achieve this246

goal. In the first stage, we extract the target content247

from legal instruments; in the second stage, we248

disassemble it into multiple actions. To achieve249

better performance, each stage uses one-shot and250

chain-of-through prompts (Wei et al., 2022).251

In this paper, we also analyze the performance of252

the one-stage strategy, i.e., merging target content253

and action extraction into one stage. Experimental254

results demonstrate that the two-stage strategy is255

more effective than the one-stage strategy. Mean-256

while, GPT-4 performs better than GPT-3.5. More257

details can be found in Section 4.5.258

3.4 Incomplete Action Generation259

During the interrogation, the police officer may not260

have complete crime facts and try to find missing261

parts from the suspect. To mimic this process, we262

generate incomplete actions for the police officer.263

Sunday afternoon, Chen shot Wu with a gun in the park.
Time Agent Patient Instrument Location

At unknown time, Chen shot Wu with a gun in the park.
Mask Time Agent Patient Instrument Location

Figure 3: Example of time masking process.

An action mainly involves the following seven 264

items: (1) agent is the entity that performs the ac- 265

tion; (2) patient is the entity affected by the action; 266

(3) instrument is the object used to perform the ac- 267

tion; (4) goal is the direction or destination of the 268

action; (5) source is the place where the action orig- 269

inates; (6) time is the time when the action occurs; 270

(7) location is the place where the action occurs. 271

To generate incomplete actions, we randomly 272

mask an item in the action. Specifically, we replace 273

the agent and patient with unknown people, the 274

instrument with unknown tool, the location with 275

unknown place, and the specific time with unknown 276

time. We provide an example in Figure 3. Table 277

1 shows the generated incomplete actions. This 278

masking process is also realized by GPT-4. 279
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Deception Reasoning:
In the dialogue with the suspect, when the police asked about the tools used during the conflict, the suspect replied, "I remember someone might have 
used roller skates." This statement has several potential issues, indicating that the suspect may be lying or at least attempting to downplay his 
responsibility:
1.Vague expression: The use of phrases like "I remember" and "might have" makes the statement very vague, suggesting that the suspect is attempting
an uncertain assertion, perhaps to avoid directly admitting knowledge of specific actions or participants. In reality, if he was indeed involved in the 
incident, he should have a clearer understanding of what exactly happened.
2.Lack of specific details: The suspect did not provide any specific details, such as who used roller skates and how they were used as tools. This 
avoidance of providing concrete information may indicate an attempt to conceal facts or mitigate his own culpability.
3.Responsibility shifting: By saying "someone might have used," the suspect seems to be trying to shift the responsibility onto others, rather than 
directly admitting that he or a specific person used roller skates. This wording allows him to technically avoid direct accountability for the actions while 
keeping the legal responsibility vague.
4.Contradiction with known facts: According to the police statement, there seems to be clear evidence or witness testimony indicating that roller skates 
were used as tools in the incident. The complete facts reveal that the suspect also used roller skates. The suspect's response contradicts these facts, 
suggesting that he may be trying to downplay his actions.
In summary, the suspect's statement exhibits signs of evasion, vagueness, and responsibility shifting, all of which are potential indicators of deception. 
This needs to be verified through further investigation and evidence collection.

Hello, I am the investigator in charge of this case. Please first 
tell me your full name and what day of the week it is today.

My name is Zhang, and today is Friday.

Zhang, what did you have for breakfast this morning?

I had some bread and milk.

Understood. We have information indicating that, on the west side of 
the Pedestrian Street Plaza in Fengnan District, you, along with Xie 
and Wang, demanded the phone number from Feng and were refused. 
How do you respond to this?

Yes, we did ask for his phone number, but he refused to give it.

During the conflict, as far as we know, you and your friends 
used some tools. Specifically, what tools were used?

I remember someone might have used roller skates.

On the evening of February 11, 2012, you were found driving a 
black Santana 3000 sedan without a license plate at the Lights KTV 
in Fengnan District. Can you explain the situation with this car?

I borrowed that car, and indeed, it 
didn't have a license plate at the time.

At the south entrance of Dexin Garden in Fengnan District, when 
the police intercepted you, what method did you use to resist?

I... I used a knife, but I just wanted to 
escape and didn't intend to harm them.

In these two incidents, how did you coordinate with 
Xie and Wang? Was there any premeditation?

We didn't have a specific plan; it was just a momentary impulse.

Did you notice any other witnesses or people trying to stop you?

Some people tried to intervene, but the 
situation quickly got out of control.

Have you had similar behavior in the past?

No, this is the first time.

How do you typically resolve conflicts?

I usually try to avoid conflicts.

Why did you choose to use violence on that evening?

I was feeling very angry at that time and didn't think much.

Okay, Zhang. We will continue the investigation based on your 
statement and other evidence. Thank you for your cooperation.

Figure 4: Generated dialogue, potential lie (in the red box), and reasoning results using examples in Table 1.

3.5 Mock Interrogation280

We simulate the interrogation process between the281

suspect and the police officer. To enhance authen-282

ticity, complete and incomplete actions serve as283

the information held by the suspect and the police284

officer, respectively. To enhance the professional-285

ism of the police officer, we further provide him286

with additional interrogation techniques. Figure 4287

provides the generated dialogue for examples in288

Table 1. Specifically, we require the police officer289

to ask some typical questions (Leo, 1994):290

• Control questions: These questions are used291

to establish a baseline response from the inter-292

rogatee. Generally, the interrogatee is honest293

with these questions. For example, what is294

your name? What day of the week is it today?295

Answers to these questions should be truthful 296

so that they can be compared with answers to 297

subsequent questions. 298

• Relevant questions: They are related to the 299

core of the crime and are often questions to 300

get to the truth. For example, were you in- 301

volved in an event at a certain time and place? 302

How did you do this? The answers to these 303

questions are the focus of the interrogation. 304

• Comparison questions: These questions are 305

similar to control questions, but they are usu- 306

ally designed to be more challenging to show 307

a distinct physical or psychological response. 308

These questions should be answered in the af- 309

firmative. For example, have you ever done 310

anything dishonest? Do you lie often? 311
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Metric Value
# of dialogues 191

max/min/avg # of turns per dialogue 54/23/34.93
max/min/avg # of words per utterance 180/2/19.3

max/min/avg # of words per police’s utterance 180/7/24.23
max/min/avg # of words per suspect’s utterance 99/7/20.77

max/min/avg police word count divided by suspect word count per turn 9.0/0.17/1.27

Table 2: Statistics of our generated deception dataset.

(a) target content length (b) number of actions (c) dialogue turns

Figure 5: Distribution of target content length, number of actions, and dialogue turns.

• Neutral questions: These questions are often312

used to relieve tension or provide an opportu-313

nity for the interrogatee to relax. They are not314

related to the subject of the interrogation. For315

example, what did you have for breakfast this316

morning? What are your hobbies?317

• Randomness and variability: Interrogators318

usually randomize the order of questions to319

avoid forming a fixed pattern, thereby reduc-320

ing the chances that the interrogatee will be321

able to prepare for or adapt to a particular322

type of questioning, but neutral and control323

questions often come first in interrogation.324

In this section, we propose two strategies for325

dialogue generation: (1) we use two GPT-4s play-326

ing two roles; (2) we use one GPT-4 to directly327

generate a multi-round dialogue between two roles.328

For the first strategy, the output gradually spirals329

out of control as the dialogue progresses, resulting330

in a significant drop in quality at the end of the331

dialogue. Therefore, we turn our attention to the332

second strategy. We find this strategy can maintain333

the logic and coherence of the dialogue.334

3.6 Post-filtering and Statistics335

In deception reasoning, we pick a potential lie and336

analyze why this sentence may be a lie by consider-337

ing factual inconsistencies and the intent behind it.338

Figure 4 gives an example to illustrate this process.339

Specifically, we manually select a potential lie that340

is more representative of humans (in the red box)341

and generate analysis results. To ensure the corpus342

quality, we further conduct post-filtering to remove 343

some dialogues that contain unnatural parts. 344

Totally, we generate 191 dialogues, and their 345

statistics are summarized in Table 2. In this table, 346

we observe that the average number of turns per 347

dialogue is 34.93, which is sufficient for a short 348

interrogation. In Figure 5, we also provide the 349

distribution of target content length, number of 350

actions, and dialogue turns. 351

Meanwhile, we analyze the cost of data collec- 352

tion. On average, we spend less than $2 per dia- 353

logue. Compared with existing datasets, subject 354

recruitment and data annotation often require a lot 355

of money, and the cost varies from country to coun- 356

try. But in our country, it costs more than $2 per 357

dialogue. Therefore, this paper provides a cheaper 358

way to collect data. 359

4 Deception Reasoning Evaluation 360

In this section, we first define evaluation metrics 361

and evaluators. Then, we assess different LLMs 362

and report evaluation results. After that, we prove 363

the naturalness of synthetic dialogues. Finally, we 364

conduct an ablation study and reveal the rationality 365

of our target content and action extraction strategy. 366

This section mainly uses GPT-3.5 (“gpt-3.5-turbo- 367

0613”) and GPT-4 (“gpt-4-1106-preview”). 368

4.1 Evaluation Metrics 369

In deception reasoning, we need to figure out why 370

a sentence may be a lie by considering factual in- 371

consistencies and the intent behind it. To provide a 372

more comprehensive evaluation, we propose four 373

metrics for deception reasoning: 374
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Model
Cost

(×10−3$)
Accuracy Completeness Logic Depth Sum

ChatGLM2-6B 1.3 4.00 3.56 4.33 3.44 15.33
WizardLM-13B 3.6 5.20 4.87 6.00 4.38 20.45
Baichuan2-13B 2.1 5.24 5.00 6.25 4.62 21.11

ERINE3.5 0.1 5.40 5.00 6.10 5.10 21.60
Llama2-70B 12.4 5.20 5.65 6.65 5.65 23.15
Qwen-14B 2.2 6.00 5.60 6.70 5.20 23.50

Claude3-Haiku 0.9 6.33 5.89 6.89 5.33 24.44
GPT-3.5 4.2 6.00 5.87 6.87 5.75 24.49

ERINE4.0 3.6 6.60 6.30 7.30 5.80 26.00
GLM-4-9B 2.8 6.67 6.44 7.33 6.33 26.77

Gemini-1.5-Pro 0.7 6.11 6.89 7.67 6.56 27.23
Qwen2-7B 1.8 6.56 6.72 7.72 6.39 27.39

Table 3: Deception reasoning performance of different LLMs. We also provide the inference cost per sample.

• Accuracy: It is used to check whether the375

reasoning is consistent with the basic facts. If376

the reasoning is based on the facts, the model377

should receive a high score in this dimension.378

• Completeness: It is used to evaluate whether379

the model takes into account all details. A380

good model should be comprehensive and not381

miss any key information.382

• Logic: It is used to evaluate whether the rea-383

soning is logically coherent and well orga-384

nized. The model is required to have common385

sense and world knowledge, with deductive,386

inductive, abductive, and other reasoning abil-387

ities. If the reasoning is logically confused or388

contradictory, the model should receive a low389

score in this dimension.390

• Depth: It is used to evaluate whether a model391

provides an in-depth analysis or only scratches392

the surface. This metric is different from com-393

pleteness. Some reasoning merely restates394

facts and gives a conclusion, which can be395

complete but not deep. High-quality reason-396

ing should be able to dig deeper into the rea-397

sons and motivations behind it.398

4.2 Evaluator399

Considering that previous works (Zheng et al.,400

2023; Lian et al., 2023) have demonstrated the con-401

sistency between GPT-4 and human assessments,402

this paper directly uses GPT-4 as the evaluator. To403

test its stability, we run GPT-4 multiple times. We404

observe relatively small differences between dis-405

tinct runs, showcasing the stability of GPT-4 in406

evaluating the deception reasoning ability.407

4.3 Main Results 408

In this section, we evaluate the deception reasoning 409

performance of different LLMs. Specifically, we se- 410

lect mainstream LLMs, such as Llama2-70B (Tou- 411

vron et al., 2023) and WizardLM-13B (Xu et al., 412

2023). Since our dataset is in Chinese, we also 413

select some LLMs that perform well in Chinese, 414

including Qwen-14B (Bai et al., 2023), ChatGLM2- 415

6B (Du et al., 2021), and Baichuan2-13B (Yang 416

et al., 2023). Experimental results are shown in Ta- 417

ble 3. We observe that existing LLMs can deal with 418

deception reasoning to some extent, among which 419

Qwen2 performs the best. Meanwhile, we can also 420

see the development of Chinese LLMs. For exam- 421

ple, Qwen2 is better than Qwen and ERINE4.0 is 422

better than ERINE3.5. These results demonstrate 423

the progress of LLMs in reasoning ability. 424

Meanwhile, Table 3 reports the inference cost 425

per sample for different LLMs. For closed-source 426

models provided by OpenAI, Google, etc., we cal- 427

culate the inference cost based on the number of 428

tokens and the price per token. For open-source 429

models such as GLM-4-9B and Qwen2-7B, we cal- 430

culate the inference cost based on the model infer- 431

ence time and the daily price of the machine usage. 432

Specifically, we use Azure Standard_NC12s_v3 433

(equipped with 2 V100 GPUs) based on the pay- 434

as-you-go pricing in December 2023. Although 435

these costs are not accurate due to price changes, 436

they provide a rough estimate of the inference cost. 437

We find that for open-source LLMs, Llama2-70B is 438

expensive due to its large model size and long infer- 439

ence time. For close-source LLMs, Gemini-1.5-Pro 440

is cheaper than GPT-3.5. 441
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Now you need to rate a conversation. Please ignore its format and focus on the content. The more the conversation
resembles a real dialogue, the higher the score. The maximum score is five points. The rating criteria are as follows:
1 point - Very unnatural: The conversation appears very stiff and unnatural, possibly containing numerous grammar
errors, incoherent sentences, or content that is completely unrelated to the context. This type of conversation is difficult
to understand and gives off a mechanical or robotic feel, lacking the natural fluency of human communication.
2 points - Somewhat unnatural: Although the conversation conveys basic information, it still seems somewhat unnatural.
There may be some linguistic or logical inconsistencies that make the conversation lack the smoothness of natural
communication. The conversation may occasionally contain content that is unrelated to the context, requiring further
improvement to enhance its naturalness.
3 points - Moderately natural: The conversation is somewhat fluent but still has some issues. There may be some lack of
coherence in some places, or occasional unnatural expressions. The conversation can generally stay on topic but still has
room for improvement to better simulate natural language communication.
4 points - Fairly natural: The conversation is generally fluent and can convey meaning and emotions well. Although
there may be occasional minor unnatural aspects, overall, it closely resembles real human dialogue. The conversation is
coherent, able to closely follow the topic, and demonstrates good adaptability and understanding.
5 points - Very natural: The conversation is extremely fluent and natural as if it were a real interaction with a person.
There are no language or logical inconsistencies throughout the conversation, maintaining consistency and relevance
to the topic. The expression is precise, and adaptable, closely simulating human communication habits and emotional
responses, giving a very authentic and comfortable feeling.

Table 4: Prompt for evaluating the dialogue naturalness.

Strategy Target (↑) Action (↓)
one-stage + GPT-3.5 47 36
two-stage + GPT-3.5 83 9
one-stage + GPT-4 69 2
two-stage + GPT-4 98 0

Table 5: Performance comparison of different strategies
for target content and action extraction.

4.4 Dialogue Naturalness Evaluation442

In this section, we test the naturalness of our syn-443

thetic dialogues. Considering that we use GPT-4444

to generate dialogues, we choose another power-445

ful LLM Claude3-Haiku for naturalness evaluation.446

Specifically, we randomly select 10 real dialogues447

from a dialogue dataset IEMOCAP (Busso et al.,448

2008) and 10 synthetic dialogues from our dataset.449

We use the prompts in Table 4 to score the natu-450

ralness. Experimental results demonstrate that the451

average score of real dialogue can reach 4.00 and452

the average score of synthetic dialogue can reach453

3.88. These results reflect the naturalness of our454

synthetic dialogues for deception reasoning.455

4.5 Ablation Study456

This paper uses a two-stage strategy and GPT-4 for457

target content and action extraction (see Section458

3.3). In this section, we compare the performance459

between one-stage and two-stage strategies, as well460

as GPT-3.5 and GPT-4. For target content extrac-461

tion, we use the target accuracy as the evaluation462

metric. If the system extracts non-target content463

from legal instruments, it will have a low score in464

this metric. For action extraction, we use the action465

complexity as the metric. If the system cannot ac-466

curately realize action decomposition, it will have 467

high action complexity. Therefore, a good model 468

should have high target accuracy and low action 469

complexity. Experimental results of different strate- 470

gies are shown in Table 5. 471

From this table, we observe that the two-stage 472

strategy achieves better performance than the one- 473

stage strategy. The reason lies in that if we merge 474

target content and action extraction into one stage, 475

it increases the task difficulty, making it more likely 476

that the output does not meet the requirements. 477

Meanwhile, GPT-4 can achieve better perfor- 478

mance than GPT-3.5. Target content and action 479

extraction require the model to understand not only 480

the literal meaning of the text but also its structure 481

and semantic content. Since GPT-4 can achieve bet- 482

ter performance than GPT-3.5 in text understand- 483

ing, it can also achieve better performance in target 484

content and action extraction. 485

5 Conclusions 486

This paper extends deception detection to deception 487

reasoning, further providing objective evidence to 488

support subjective judgment. To facilitate subse- 489

quent research, we build a dataset, define evalua- 490

tion metrics, and open-source data and code. In 491

this paper, we reveal the performance of main- 492

stream LLMs in deception reasoning and show 493

the progress of Chinese LLMs in reasoning ability. 494

Meanwhile, we prove the rationality of our dataset 495

construction strategy and the naturalness of our 496

synthetic dialogues. Moreover, this task can also 497

serve as a reasoning benchmark for current LLMs. 498
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Limitations499

There are several limitations that can be addressed500

in future research. First, our deception dataset501

relies on GPT-4, which requires API call costs.502

Therefore, we only select a part of legal instru-503

ments from CAIL2018 instead of using the entire504

dataset. Future research will consider using all le-505

gal instruments for dialogue generation. Secondly,506

this paper evaluates the performance of mainstream507

LLMs but does not cover all LLMs. In the future,508

we will expand the evaluation scope. Thirdly, we509

focus on the rationality of reasoning rather than the510

authenticity of deceptive behaviors. Therefore, to511

reduce the cost of data collection, this paper mainly512

uses synthetic dialogues. In the future, we will513

also do some experiments on real interrogation di-514

alogues. Fourthly, video generation has become515

increasingly popular. In the future, we will synthe-516

size multimodal data and expand text-based decep-517

tion reasoning to multimodal deception reasoning.518

Societal Impacts519

This paper uses legal instruments for dataset con-520

struction. On the one hand, legal instruments may521

provide guidance to criminals. But on the other522

hand, legal instruments can also remind people not523

to commit crimes. This paper has similar potential524

societal impacts as legal instruments. Although our525

research revolves around deception, our main goal526

is to detect deception and provide evidence to sup-527

port the judgment. This tool is of great significance528

for the police to improve integration efficiency and529

strengthen social security.530

References531

Mohamed Abouelenien, Verónica Pérez-Rosas, Rada532
Mihalcea, and Mihai Burzo. 2016. Detecting decep-533
tive behavior via integration of discriminative fea-534
tures from multiple modalities. IEEE Transactions535
on Information Forensics and Security, 12(5):1042–536
1055.537

Joan Bachenko, Eileen Fitzpatrick, and Michael Schon-538
wetter. 2008. Verification and implementation of539
language-based deception indicators in civil and crim-540
inal narratives. In Proceedings of the 22nd Inter-541
national Conference on Computational Linguistics542
(COLING 2008), pages 41–48.543

Jinze Bai, Shuai Bai, Yunfei Chu, Zeyu Cui, Kai Dang,544
Xiaodong Deng, Yang Fan, Wenbin Ge, Yu Han, Fei545
Huang, et al. 2023. Qwen technical report. arXiv546
preprint arXiv:2309.16609.547

Carlos Busso, Murtaza Bulut, Chi-Chun Lee, Abe 548
Kazemzadeh, Emily Mower, Samuel Kim, Jean- 549
nette N Chang, Sungbok Lee, and Shrikanth S 550
Narayanan. 2008. Iemocap: Interactive emotional 551
dyadic motion capture database. Language resources 552
and evaluation, 42:335–359. 553

Bella M DePaulo, James J Lindsay, Brian E Mal- 554
one, Laura Muhlenbruck, Kelly Charlton, and Harris 555
Cooper. 2003. Cues to deception. Psychological 556
bulletin, 129(1):74. 557

Douglas C Derrick, Aaron C Elkins, Judee K Burgoon, 558
Jay F Nunamaker, and Daniel Dajun Zeng. 2010. 559
Border security credibility assessments via hetero- 560
geneous sensor fusion. IEEE Intelligent Systems, 561
25(03):41–49. 562

Zhengxiao Du, Yujie Qian, Xiao Liu, Ming Ding, 563
Jiezhong Qiu, Zhilin Yang, and Jie Tang. 2021. 564
Glm: General language model pretraining with 565
autoregressive blank infilling. arXiv preprint 566
arXiv:2103.10360. 567

Eileen Fitzpatrick, Joan Bachenko, and Tommaso Forna- 568
ciari. 2022. Automatic detection of verbal deception. 569
Springer Nature. 570

Peter A Flach and Antonis Hadjiantonis. 2013. Ab- 571
duction and Induction: Essays on their relation and 572
integration, volume 18. Springer Science & Business 573
Media. 574

Tommaso Fornaciari, Leticia Cagnina, Paolo Rosso, 575
and Massimo Poesio. 2020. Fake opinion detection: 576
how similar are crowdsourced datasets to real data? 577
Language Resources and Evaluation, 54:1019–1058. 578

Tommaso Fornaciari and Massimo Poesio. 2013. Au- 579
tomatic deception detection in italian court cases. 580
Artificial intelligence and law, 21:303–340. 581

Wensheng Gan, Zhenlian Qi, Jiayang Wu, and Jerry 582
Chun-Wei Lin. 2023. Large language models in edu- 583
cation: Vision and opportunities. In 2023 IEEE Inter- 584
national Conference on Big Data (BigData), pages 585
4776–4785. IEEE. 586

Mor Geva, Daniel Khashabi, Elad Segal, Tushar Khot, 587
Dan Roth, and Jonathan Berant. 2021. Did aristotle 588
use a laptop? a question answering benchmark with 589
implicit reasoning strategies. Transactions of the 590
Association for Computational Linguistics, 9:346– 591
361. 592

George Gui and Olivier Toubia. 2023. The challenge 593
of using llms to simulate human behavior: A causal 594
inference perspective. Available at SSRN 4650172. 595

Zishan Guo, Renren Jin, Chuang Liu, Yufei Huang, Dan 596
Shi, Linhao Yu, Yan Liu, Jiaxuan Li, Bojian Xiong, 597
Deyi Xiong, et al. 2023. Evaluating large language 598
models: A comprehensive survey. arXiv preprint 599
arXiv:2310.19736. 600

9



Mohan Karnati, Ayan Seal, Anis Yazidi, and Ondrej601
Krejcar. 2021. Lienet: A deep convolution neural602
network framework for detecting deception. IEEE603
Transactions on Cognitive and Developmental Sys-604
tems, 14(3):971–984.605

Richard A Leo. 1994. Police interrogation and social606
control. Social & Legal Studies, 3(1):93–120.607

Zheng Lian, Licai Sun, Mingyu Xu, Haiyang Sun,608
Ke Xu, Zhuofan Wen, Shun Chen, Bin Liu, and Jian-609
hua Tao. 2023. Explainable multimodal emotion610
reasoning. arXiv preprint arXiv:2306.15401.611

Jaume Masip. 2017. Deception detection: State of the612
art and future prospects. Psicothema, 29(2):149–159.613

Swaroop Mishra, Matthew Finlayson, Pan Lu, Leonard614
Tang, Sean Welleck, Chitta Baral, Tanmay Rajpuro-615
hit, Oyvind Tafjord, Ashish Sabharwal, Peter Clark,616
et al. 2022a. Lila: A unified benchmark for mathe-617
matical reasoning. In Proceedings of the 2022 Con-618
ference on Empirical Methods in Natural Language619
Processing, pages 5807–5832.620

Swaroop Mishra, Arindam Mitra, Neeraj Varshney,621
Bhavdeep Sachdeva, Peter Clark, Chitta Baral, and622
Ashwin Kalyan. 2022b. Numglue: A suite of funda-623
mental yet challenging mathematical reasoning tasks.624
In Proceedings of the 60th Annual Meeting of the625
Association for Computational Linguistics (Volume626
1: Long Papers), pages 3505–3523.627

Joon Sung Park, Joseph O’Brien, Carrie Jun Cai, Mered-628
ith Ringel Morris, Percy Liang, and Michael S Bern-629
stein. 2023. Generative agents: Interactive simulacra630
of human behavior. In Proceedings of the 36th An-631
nual ACM Symposium on User Interface Software632
and Technology, pages 1–22.633

Verónica Pérez-Rosas, Mohamed Abouelenien, Rada634
Mihalcea, Yao Xiao, CJ Linton, and Mihai Burzo.635
2015. Verbal and nonverbal clues for real-life de-636
ception detection. In Proceedings of the 2015 Con-637
ference on Empirical Methods in Natural Language638
Processing, pages 2336–2346.639

Verónica Pérez-Rosas, Rada Mihalcea, Alexis Narvaez,640
and Mihai Burzo. 2014. A multimodal dataset for641
deception detection. In LREC, pages 3118–3122.642

Huachuan Qiu, Hongliang He, Shuai Zhang, Anqi643
Li, and Zhenzhong Lan. 2023. Smile: Single-644
turn to multi-turn inclusive language expansion via645
chatgpt for mental health support. arXiv preprint646
arXiv:2305.00450.647
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