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Abstract001

Currently, natural language processing (NLP)002
is still in the early stages of exploration in one003
of the world’s oldest industries, maritime, and004
to date, there is no large-scale dataset avail-005
able. To fill this gap, we construct the first large006
scale maritime-focused dataset encompassing007
eight crew positions with approximately 90,000008
question-answer pairs to comprehensively eval-009
uate LLMs’ domain knowledge and response010
capabilities. Our experiments on this dataset011
revealed: mainstream LLMs lack maritime012
knowledge, where even state-of-the-art mod-013
els like GPT-4o and Qwen-Max achieved only014
passing scores, showing the significant room015
for improvement of current LLMs in the do-016
main of maritime affairs. To promote the de-017
velopment of large language models in the mar-018
itime field, we will open-sourcing the proposed019
dataset.020

1 Introduction021

Question 1: Why build a QA dataset in the do-022

main of maritime affairs?023

Answer: The maritime industry plays a crucial024

role in global trade, transportation, and economic025

development. Maritime shipping is the most cost-026

effective and efficient mode of transporting large027

volumes of goods across continents. As the back-028

bone of international commerce, it facilitates the029

movement of goods, raw materials, and energy re-030

sources across vast distances. Approximately 90%031

of global trade is carried by sea, making it an es-032

sential component of the global supply chain 1.033

The sector also supports millions of jobs world-034

wide, ranging from shipbuilding and port manage-035

ment to logistics and navigation. In addition to036

its economic significance, the maritime industry037

contributes to the development of global connec-038

tivity, enabling nations to maintain interdependent039

1https://unctad.org/publication/
review-maritime-transport-2024

relationships and promoting international coopera- 040

tion (Hoffmann et al., 2017). 041

Recently, there have been several efforts to lever- 042

age natural language processing (NLP) techniques 043

to address some issues in the maritime affairs. 044

Specifically, Teske et al. (2018); Mackenzie et al. 045

(2021) leverage document segmentation algorithm 046

and named entity recognition model to extract in- 047

formation about piracy from unstructured maritime 048

news articles. Hodne et al. (2024) employ some 049

NLP techniques, such as dialog management and 050

response generation, to build a conversational user 051

interface, which allows Maritime Autonomous Sur- 052

face Ships (MASS) to communicate via radio with 053

ships and shore stations. However, NLP is still in 054

the early stages of exploration in one of the world’s 055

oldest industries, maritime, and to date, there is no 056

large-scale dataset available. 057

Question 2: How to build MariQA, a large-scale 058

QA dataset about maritime affairs? 059

Answer: To construct such a large-scale dataset, 060

we collect the exam questions for the fitness exam- 061

ination of maritime crew members in the People’s 062

Republic of China and performed corresponding 063

data noise removal and deduplication. 064

Question 3: What are the characteristics of 065

MariQA? 066

Answer: (1) Large-scale: MariQA comprises 067

90,000 question-answer pairs; (2) Well-structured: 068

MariQA is structured according to a tree-like hier- 069

archical taxonomy. The taxonomy is two-layered: 070

the first layer covers 8 crew positions, and the sec- 071

ond layer covers the exam subjects corresponding 072

to each position. (3) Niche knowledge demand- 073

ing: To address the question in MariQA, highly 074

specialized knowledge is required, covering all as- 075

pects of maritime affairs, such as ship handling 076

and collision avoidance, marine electrical systems 077

and so on. Two examples of MariQA is shown in 078

Figure 1. For the powerful large language models 079
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The main reason why vacuum boiling seawater desalination devices should not use
steam for direct heating is to avoid ______.

A: Excessive boiling
B: Rapid scaling, forming hard scale
C: High heat consumption, uneconomical
D: High salt content in the produced water

Options

Options

Questrion

Analysis B. Large heat exchange temperature difference, rapid scaling, forming hard scale

When a power-driven vessel underway sees a vessel with both power and sail approaching from the port side astern and
posing a risk of collision, the vessel should ______.

Questrion

A: Turn to starboard and give way
B: Stop the engine
C: Turn to port and pass astern of the other vessel
D: Maintain course and speed

Analysis

D. When a power-driven vessel sees a sailing vessel with machinery approaching from the port side abeam and a risk of
collision exists, the correct action is to maintain the current course and speed, i.e., "maintain course and speed." Such
action helps avoid exacerbating the risk of collision due to sudden changes in course or speed. Therefore, the correct
answer is D, maintain course and speed.

Figure 1: Two examples of MariQA. In the dataset, Analysis includes the correct answers and the evidence to
answer the question.

(LLMs) of today, MariQA is an excellent testing080

ground to evaluate the breadth of knowledge of081

these LLMs.082

Question 4: What are the findings from the ex-083

periments?084

Answer: We test 6 mainstream LLMs on MariQA,085

including GPT-4o, GPT-3.5 turbo, Qwen2.5-Max086

and so on. Passing all 90,000 questions and their087

corresponding options to these LLMs, we find that088

Qwen2.5-max can achieve the best results, slightly089

higher than the passing score (70%), and mean-090

while, most other LLMs struggle. The results re-091

veal that currently mainstream LLMs lack maritime092

knowledge, as maritime knowledge rarely appears093

during both pre-training and supervised fine-tuning094

stages.095

2 MariQA Dataset096

MariQA is a specialized dataset for evaluating097

LLMs’ maritime knowledge. It spans 8 professions098

(e.g., Captain and Chief Officer) and 40 subjects,099

comprising 90,000 question-answer pairs.100

2.1 Data Construction101

To construct such a large-scale dataset, we collect102

the exam questions for the fitness examination of103

maritime crew members in the People’s Republic104

of China. The fitness examination is designed to105

assess and verify whether the crew members pos-106

sess the professional knowledge, skills, and abili-107

ties required to perform maritime navigation tasks.108

Besides, the fitness examination is conducted in109

accordance with the relevant regulations of the In-110

ternational Maritime Organization (IMO) and the 111

requirements of national maritime authorities, with 112

the aim of ensuring the safe navigation of ships, 113

preventing accidents, and safeguarding the safety 114

of crew members and the environment. 115

After collection, we further leverage string sim- 116

ilarity to remove duplicates and avoid data repe- 117

tition. The data in MariQA are presented in the 118

form of multiple-choice questions. Each question- 119

answer pair consists of an ID, topic content, op- 120

tions, answer, and analysis. The topic content 121

refers to questions related to a specific position 122

and subject, while the options provide several po- 123

tential answers. The answer represents the correct 124

solution to the question. In addition, we have col- 125

lected explanations for each question from various 126

resources, which are stored in the analysis section. 127

2.2 Data Taxonomy 128

In maritime operations, the responsibilities and re- 129

quired knowledge vary significantly across differ- 130

ent seafarer roles. To address this, we have orga- 131

nized our dataset based on a tree-like hierarchical 132

taxonomy, which is shown in the Figure 2. Besides, 133

the statistical information about the taxonomy is 134

shown in the Appendix Table 2. 135

Position Division. The maritime occupations 136

we selected encompass a variety of critical roles 137

essential to the efficient operation of a vessel, in- 138

cluding Captain, Chief Officer, Chief Engineer, 139

Second Engineer, Third Officer, Third Engineer, 140

Able Seaman and Electrician. These positions rep- 141

resent key responsibilities in the maritime industry, 142

each contributing to the safe navigation, technical 143
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MariQA

Third Officer Third Engineer Chief Officer Captain

Nautical Science Maritime English
Ship Handling and

Collision Avoidance
Ship Management

Second Engineer Able Seaman Electrician Chief EngineerCrew Positions

Exam Subject …… ……

Figure 2: The tree-like hierarchical taxonomy of MariQA. Note that, there are a total of 40 exam subjects, due to
page limitations, we only present 4 subjects corresponding to the captain position."
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Figure 3: Accuracy of all tested LLMs on the Captain and Chief Mate test dataset.

maintenance, and overall functionality of a ship.144

Acquiring a comprehensive understanding of the145

duties and skills required for these roles is crucial146

for individuals aspiring to work in maritime sec-147

tors.148

Subject Division. We also categorized the sub-149

jects required for each occupation. For example,150

the subjects that a captain needs to study include151

nautical science, maritime English, ship handling152

and collision avoidance, and ship management,153

among others. Such categorization helps to clarify154

the educational path and training required for each155

occupation, ensuring a comprehensive understand-156

ing of the maritime industry.157

3 Experiments158

3.1 Tested LLMs159

We evaluate 6 LLMs capable of handling Chi-160

nese input on MariQA, including GPT-4o (OpenAI161

et al., 2024), GPT-3.5 turbo2, Qwen2.5-Max (Team,162

2024), Claude 3.5 Haiku3, Baichuan3-Turbo and163

Doubao-pro-128k4.164

2https://platform.openai.com/docs/models/
gpt-3-5-turbo

3https://www.anthropic.com/claude/haiku
4https://www.volcengine.com/product/doubao

The input prompt consists of a question and its 165

corresponding four options, and the tested LLM is 166

required to output the corresponding answer based 167

on the prompt. 168

3.2 Experimental Results 169

Table 1 shows the overall perfomance of tested 170

LLMs on MariQA. From the table, we could find 171

that: (1) Qwen2.5-max performs the best, scoring 172

78.59% accuracy on the dataset. The reason Qwen 173

performs so well could be that it incorporated some 174

maritime data during the pre-training or supervised 175

fine-tuning process; (2) GPT-3.5 turbo performs the 176

worst, only achieving 50.51% accuracy. Consider- 177

ing that sailors typically need to score above 70% 178

to pass the exam, there is still significant room for 179

improvement in the performance of current LLMs. 180

Furthermore, we make a statistic on the perfor- 181

mance of these LLMs across various positions and 182

subjects. The results are shown in the Figure 4 and 183

Appendix Table 3. From the results, we find that: 184

the models exhibit varying levels of accuracy, but 185

overall, none of them significantly exceed the pass- 186

ing threshold. For instance, in the subjects of Nau- 187

tical Science and Maritime English for the Captain 188

profession, Qwen2.5-Max achieves accuracy rates 189

3
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Chemical reaction films are suitable for ______ working conditions.

A. Moderate load, speed, and temperature
B. Normal temperature, low speed, and light load
C. Heavy load, high speed, and high temperature
D. Normal temperature, medium speed, and high temperature

Options

Questrion

Analysis

C. Chemical reaction films, such as oxide films and phosphating films, possess exceptional wear resistance, high-temperature
resistance, and load-bearing capabilities due to their unique chemical properties and structure. Under extreme working conditions
involving heavy loads, high speeds, and high temperatures, these films effectively protect the substrate material, reduce wear and
frictional heat, and ensure stable operation and extended service life of equipment. Therefore, chemical reaction films are
particularly suitable for heavy load, high speed, and high-temperature working conditions.

C. Chemical reaction films are typically suitable for heavy load, high speed, and high-temperature working conditions, as such
films form protective layers through chemical reactions and are ideal for harsh environments.

A. Chemical reaction films are generally suitable for moderate load, speed, and temperature working conditions, as these conditions
ensure the stability and performance of the film. Option A best aligns with the general application characteristics of chemical
reaction films.

B. Chemical reaction films are typically suitable for normal temperature, low speed, and light load conditions.

A. Chemical reaction films are typically suitable for moderate load, speed, and temperature conditions, as such conditions ensure
the stability and performance of the film.

A. Chemical reaction films are suitable for moderate load, speed, and temperature working conditions, as such conditions facilitate
the formation of stable chemical reaction films, providing effective lubrication and protection.

Qwen2.5-Max

Claude 3.5 Haiku

GPT-3.5 turbo

GPT-4o

Doubao-pro-128k

C. Heavy load, high speed, and high temperature. Chemical reaction films are usually formed under extreme working conditions,
such as heavy load, high speed, and high temperature, which promote chemical reactions and result in the formation of protective
film layers. Such films provide better wear resistance and corrosion resistance.

Baichuan3-Turbo

Figure 4: A case in the subject of Main Propulsion Plant of testing Third Engineer. From the case, we could find
that Qwen and Baichuan give the correct answer, while the other LLMs fail. But when analyzing the evidence of
the result provided by LLMs, we find that current LLMs still cannot match the performance of professionals on
MariQA.

LLMs Accuarcy(%)↑

GPT-4o 68.39
GPT-3.5 turbo 50.51
Qwen2.5-Max 78.57
Baichuan3-Turbo 73.82
Claude 3.5 Haiku 54.37
Doubao-pro-128k 70.06

Table 1: Overall Performance of tested LLMs on
MariQA

of 75.61% and 84.06%, respectively. Baichuan3-190

turbo ranks second in these subjects, with accuracy191

rates of 71.83% and 80.51%, while GPT-4o per-192

forms poorly, with accuracy rates of only 66.11%193

and 81.21% for the aforementioned subjects. How-194

ever, GPT-4o’s accuracy in Maritime English ranks195

higher than in other subjects. For example, it196

ranked fourth in Ship Management, and Ship Han-197

dling & Collision Avoidance, but ranked second in198

Maritime English. Details are listed in the Table 3.199

Additionally, GPT-3.5 turbo and Claude 3.5 Haiku200

exhibit poor performance, with average accuracy201

rates are 50.51% and 54.37%. This observation202

suggests that as the model size increases, the per-203

formance in handling specific, specialized tasks 204

improves (Dong et al., 2024). In the maritime do- 205

main, the task performance varies across different 206

crew position and exam subjects. Larger, updated 207

models generally demonstrate greater advantages, 208

but this also indicates that existing LLMs still have 209

shortcomings in the domain of maritime affairs. 210

4 Conclusion 211

We propose MariQA, a specialized dataset de- 212

signed to assess the proficiency of LLMs in mar- 213

itime knowledge. Our dataset covers 8 crew po- 214

sitions across approximately 40 distinct subjects, 215

containing roughly 90,000 question-answer pairs. 216

Our experiments on MariQA show that Qwen2.5- 217

max can achieve the best results, slightly higher 218

than the passing score (70%), and meanwhile, most 219

other LLMs struggle. The results reveal that cur- 220

rently mainstream LLMs lack maritime knowledge, 221

as maritime knowledge rarely appears during both 222

pre-training and supervised fine-tuning stages. This 223

work highlights the current limitations of LLMs in 224

maritime knowledge and underscores the need to 225

improve both training data and model architectures 226

for better domain-specific understanding. 227
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Limitations228

Although this study offers valuable contributions,229

we acknowledge the following limitations:230

1. In this article, we only evaluated six main-231

stream LLMs and analyzed their performance,232

without proposing new methods to improve233

the performance of LLMs on this dataset.234

2. The data we used are mainly collected from235

the China Maritime Safety Administration,236

which may encounter compatibility issues237

when extended to maritime issues in other238

countries.239
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Role Subject Total Num.

Captain

Nautical Science 5373
Maritime English 2102
Ship Handling and Collision Avoidance 8419
Ship Management 10704

Chief Officer

Nautical Science 7363
Maritime English 4987
Ship Handling and Collision Avoidance 11798
Ship Management 6378
Ship Construction and Cargo 8926

Chief Engineer
Marine Power Plant 14116
Ship Management 4402
Marine Engineering English 3554

Second Engineer

Main Propulsion Plant 9564
Marine Electrical and Automation 5714
Ship Management 8265
Marine Auxiliary Machinery 5632
Marine Engineering English 3493

Third Officer

Nautical Science 11519
Maritime English 2530
Ship Handling and Collision Avoidance 9696
Ship Management 5066
Ship Construction and Cargo 7083

Third Engineer

Main Propulsion Plant 5054
Marine Engines 944
Marine Electrical and Automation 5446
Ship Management 6175
Marine Auxiliary Machinery 6134
Marine Engineering English 624

Able Seaman

Motorman Watchkeeping Duties 1133
Able Seaman Watchkeeping Duties 1617
Watchkeeping Duties for Able Seaman (Under 500 GT) 605
Watchkeeping Duties for Motorman (Under 750 KW) 692
Electro-Technical Officer Duties 1128

Electrician

Information Technology and Communication Navigation 1199
Electro-Technical Officer English 749
Ship Engine Room Automation 1381
Marine Electrical Systems 2906
Ship Management 2821

Table 2: The achievement rate of abstract goals, the achievement rate of specific goals and the preference index of
each model in inductive reasoning (evaluated by humans).
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Role Subject Doubao Claude GPT-4o GPT-3.5 BC Qwen

Captain

Nautical Science 63.43 51.23 66.11 45.99 71.83 75.61
Maritime English 75.01 66.06 81.21 60.52 80.51 84.06
SH & CA 61.78 42.67 53.75 41.74 68.86 72.73
Ship Management 75.37 52.92 69.05 47.84 76.79 78.84

Chief
Officer

Nautical Science 63.38 50.00 64.57 46.05 69.14 74.02
Maritime English 74.30 66.48 80.64 63.77 79.67 82.78
SH & CA 63.20 43.87 54.91 41.74 67.03 75.09
Ship Management 73.16 53.35 69.01 50.20 73.46 80.49
SC & CH 56.79 41.19 52.83 39.96 59.48 68.66

Chief
Engineer

Marine Power Plant 58.02 46.48 54.18 41.47 62.15 65.06
Ship Management 74.88 52.73 69.09 46.54 75.67 78.98
Marine Engineering English 75.49 67.03 81.54 63.79 81.67 85.60

Second
Engineer

Main Propulsion Power Plant 65.88 46.75 62.60 44.84 69.58 75.32
ME & AS 73.21 56.19 70.01 51.36 75.51 81.21
Ship Management 73.93 52.82 68.60 51.32 73.03 79.46
Marine Auxiliary Machinery 66.39 46.42 62.32 43.42 69.21 74.93
Marine Engineering English 76.07 66.45 81.25 65.47 81.02 85.09

Third
Officer

Nautical Science 62.35 49.30 65.09 45.89 70.85 78.77
Maritime English 78.09 72.27 85.88 68.98 85.98 88.50
SH & CA 64.08 46.67 59.16 44.71 70.58 78.92
Ship Management 75.80 55.17 72.61 55.75 80.30 86.19
SC & CH 65.83 46.37 61.39 45.36 69.69 78.40

Third
Engineer

Main Propulsion Power Plant 69.14 49.26 63.45 45.21 72.12 81.69
Marine Main Engine 69.25 48.25 63.94 49.05 68.33 76.72
ME & AS 79.83 58.05 76.23 54.38 80.29 86.87
Ship Management 75.48 52.59 69.38 50.45 76.79 84.41
Marine Auxiliary Machinery 71.11 48.28 66.03 46.78 72.57 82.27
Marine Engineering English 81.89 73.35 86.63 72.71 86.04 89.11

Able
Seaman

Watchkeeping Engineer Duties 65.87 51.16 63.64 43.38 71.77 73.65
Watchkeeping Seaman Duties 51.76 39.83 51.40 37.91 54.88 56.65
WSDV Under 500 GT 55.87 47.00 54.96 41.16 57.88 61.76
WEDV Under 750 KW 51.81 38.17 48.86 33.98 55.83 58.23
Electro-Technical Officer Duties 88.09 68.37 87.31 62.30 88.36 92.36

Electrician

IT & CN 73.76 61.25 74.96 51.83 78.57 82.55
Electro-Technical Officer English 84.91 87.11 85.52 82.04 86.85 91.58
Electrical Engineering English 85.96 88.42 85.77 84.65 86.69 91.90
Electrical Appliances English 87.61 89.42 86.59 85.60 88.65 93.12
Electro-Technical Officer Skills 89.15 86.88 87.53 85.99 88.46 94.15

Table 3: The table above shows the performance of various models across different subjects for maritime roles, with
scores representing the proficiency of each model in specific areas.Below is an explanation of the abbreviations:

Abbreviation Explanation
SH&CA Ship Handling and Collision Avoidance
SC&CH Ship Construction and Cargo Handling
ME&AS Marine Electrical and Automation Systems
WSDV Watchkeeping Seaman Duties for Vessels
WEDV Watchkeeping Engineer Duties for Vessels
IT & CN Information Technology and Communication Navigation
BC Baichuan
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