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Abstract

Product sustainability reports provide valuable001
insights into the environmental impacts of a002
product and are often distributed in PDF for-003
mat. These reports often include a combina-004
tion of tables and text, which complicates their005
analysis. The lack of standardization and the006
variability in reporting formats further exacer-007
bate the difficulty of extracting and interpreting008
relevant information from large volumes of doc-009
uments. In this paper, we tackle the challenge010
of answering questions related to carbon foot-011
prints within sustainability reports available in012
PDF format. Unlike previous approaches, our013
focus is on addressing the difficulties posed014
by the unstructured and inconsistent nature of015
text extracted from PDF parsing. To facilitate016
this analysis, we introduce CarbonPDF-QA,017
an open-source dataset containing question-018
answering pairs for each document, along with019
human-annotated answers. Our evaluation of020
GPT-4 on this dataset reveals its inadequacy in021
answering questions based on inconsistent data.022
To address this limitation, we propose Carbon-023
PDF, an LLM-based technique specifically de-024
signed to answer carbon footprint questions on025
such datasets. We develop CarbonPDF by fine-026
tuning Llama 3 with our training data. Our027
results show that our technique outperforms028
current state-of-the-art techniques, including029
question-answering (QA) systems finetuned on030
table and text data.031

1 Introduction032

As the climate crisis becomes more urgent, sus-033

tainability reporting has become increasingly im-034

portant, compelling companies and organizations035

to disclose their environmental impacts and sus-036

tainability efforts (Olivier M. Schwab, 2022; Ro-037

driguez, Isabel and Caglio, Ariela, 2023). This038

reporting is essential not only for regulatory compli-039

ance but also for demonstrating corporate responsi-040

bility and transparency to stakeholders. To conduct041

thorough analyses, stakeholders like regulators and042

consumers rely on these reports to engage in car- 043

bon footprint assessments and compliance checks. 044

These analyses help evaluate the environmental 045

impact of products and ensure that companies ad- 046

here to sustainability commitments and standards. 047

However, the lack of standardization and the com- 048

plex format of these reports containing hybrid data 049

— a mix of tables and text — presents significant 050

challenges for effective analysis. Disparities in how 051

data is presented make it difficult to perform numer- 052

ical reasoning and make it challenging to compare 053

and assess sustainability metrics across different 054

companies or even within the same organization 055

over time in an automated manner. 056

Recent studies have investigated the use of 057

question-answering (QA) techniques for analyzing 058

numerical information in hybrid data by framing 059

data-related analysis as questions (Zhu et al., 2021; 060

Chen et al., 2022). These approaches use language 061

models to interpret the hybrid data and perform 062

numerical reasoning to streamline the analysis pro- 063

cess. A common approach involves feeding the 064

hybrid data and specific questions into language 065

models to generate answers (Zhu et al., 2024). 066

However, analyzing hybrid data in carbon sus- 067

tainability reports presents significant challenges. 068

These difficulties arise because reports are often 069

available as Portable Document Format (PDF) doc- 070

uments, and extracting hybrid data from PDFs is of- 071

ten error-prone. For instance, although tables may 072

appear structured, PDF does not encode this infor- 073

mation as tables, unlike HTML or spreadsheets. 074

Instead, PDFs represent tables as a collection of 075

text and lines placed at specific coordinates with- 076

out any explicit information about rows or columns. 077

This lack of inherent structure makes it difficult to 078

extract and reconstruct tables accurately, as extrac- 079

tion algorithms must infer relationships between 080

text elements based on their positions, which can 081

be complex and unreliable. As shown in Figure 1, 082

the data extracted from a PDF may appear in a 083
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Product Carbon Footprint Veriton  Vero 6000/4000 
Mini VVN4720GT, VVN6720GT Estimated carbon 
footprint 275 +/- 58†kgCO2e Product carbon 
footprint by percentag  e % 35.2% 21.3% 19.1% 
7.5% 4.8%   4.0% 4.0% 2.7% 0.8% 0.7% 0.0% 
0.0% General Information 2.2 kg Tiny/Mini 29.6 
kWh 4 years About the Data Disclaimer 2023/Oct 
0.00 0.00 … The information contained herein is 
subject to change without notice and Acer Inc. shall 
not be liable for technical or editorial errors or 
omissions contained herein. Product breakout 
Mainboard (and other boards) Use Power 
Supply Unit(s) Chassis Optical Drive(s) Solid 
State Drive(s) Hard Drive(s) Transport 
Packaging End of Life Manufacturing  75.3% End 
of Life 0.7% Use  21.3% Transport 2.7% 

Spurious data

Formatting issues

R
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or
t A

 (2
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)

Table content spread across 
different paragraphs

Product Carbon Footprint Report 21-Aug-2023 HP 
280/280 Pro G5/290 G3 Small Form Factor PC 
ENERGY STAR GHG Emissions Manufacturing 
Breakout Mainboard and other boards 69% 
Solid State Drive (SSD) 12% Chassis 8% Power 
Supply Unit & External Cables 5% Others* 3% 
External components (Keyboard & Mouse) 2% 
Packaging 1% … HP shall not be liable for 
technical or editorial errors or omissions contained 
herein.705 705kg CO 2 eq. eq. Manufacturing 
34% Distribution 0% Use 66% End of Life 0% 
Value chain  carbon footprint

R
ep

or
t B

Inconsistent data

Question needs to combine data from 
different sources (e.g., table and chart)

Content across 
multiple pages

Reasoning Question Answer Derivation

Word 
Matching

What are the carbon footprint 
percentages of the power 
supply unit and packaging in 
the VVN4720GT laptop?

[19.1%,0.8%] N/A

Max/Min

What is the component with 
the lowest carbon footprint 
percentage in the 
manufacturing breakdown of 
the VVN4720GT desktop?

{"Packaging":0.7%}
Collect all 
percentages;
Call min( );

Top 3/5

What are the top 3 
components with the highest 
carbon footprint percentages 
in the manufacturing 
breakdown of the 
VVN4720GT laptop?

[{“Mainboard”:35.2
%}, 
{“Power”:19.1%}, 
{"Chassis":7.5%}]

Collect all 
percentages;
Sort;
Show top 3;

Calculation
What is the carbon footprint 
of chassis in the VVN4720GT 
laptop?

20.625 275×7.5%

Figure 1: CarbonPDF-QA dataset is collected from product carbon reports. Examples highlight the challenges of
extracting table content from PDF documents. The table provides an overview of the different question types over
the unstructured tabular and text data in the dataset.

different order than expected, even if it looks se-084

quential in the document. This happens because085

the visual layout of the table does not always match086

a clear, structured format within the PDF file.087

The problem is further complicated by variations088

in how different documents represent tables inter-089

nally. Content may be spread across different pages090

or sections, making connections between related091

data loose or unclear. Additionally, hidden text092

and numbers encoded within the PDF may not be093

visible but can be read using programs, resulting in094

spurious or inconsistent data. Existing state-of-the-095

art QA systems that handle hybrid data generally096

assume a structured table format, where the con-097

tent is free from such anomalies (Zhu et al., 2024).098

Thus, these systems may struggle when presented099

with inconsistent content extracted from PDF doc-100

uments, where table and text data are represented101

for visual presentation rather than data analysis.102

Moreover, most QA systems are typically designed103

to handle reasoning questions over a single table.104

This limits their effectiveness when dealing with105

content that spans multiple tables.106

In this paper, we address the challenges associ-107

ated with the problem of hybrid data extracted from108

sustainability report PDF documents. Our goal is109

to answer carbon footprint-related questions based110

on this extracted data from PDF, tackling the chal-111

lenges posed by inconsistent and loosely connected112

table and text content. We refer to this data as in-113

consistent because we do not modify it to remove114

spurious information. Additionally, numbers and115

text often misalign and can be scattered across mul-116

tiple paragraphs, complicating direct question an- 117

swering. To facilitate analysis, we present the Car- 118

bonPDF dataset — an open-domain carbon product 119

report in PDF format. This dataset includes a va- 120

riety of carbon assessment numerical reasoning 121

questions that require extracting information from 122

text, tables, and graphical charts. We developed 123

this dataset through a combination of automated 124

processes and human verification to ensure its accu- 125

racy and reliability. To the best of our knowledge, 126

CarbonPDF-QA is the first dataset specifically de- 127

signed to include inconsistent data, addressing the 128

unique challenges of analyzing unstructured tabular 129

and text content. 130

We also explore how LLMs can effectively man- 131

age complex and inconsistent data from sources 132

such as PDFs. We propose CarbonPDF, built on 133

Llama 3, which not only extracts evidence from 134

retrieved documents but also generates executable 135

workflows to address a variety of questions. This 136

approach improves the system’s reasoning capabil- 137

ities, allowing it to focus on relevant evidence and 138

deliver more accurate answers. In summary, we 139

make the following contributions. 140

• We introduce CarbonPDF-QA dataset, an 141

open-domain question-answering benchmark 142

for carbon product PDF documents that con- 143

tain unstructured table and text data. The 144

dataset was created using reports from dif- 145

ferent companies, with ground truth answers 146

that were manually verified by humans. 147

• We develop the CarbonPDF model, a QA sys- 148
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Table 1: Statistics of the CarbonPDF-QA dataset

PDF Statistic QA Dataset Summary
Type Ques. Type Train Test

# Company 4 Word Match 8681 1959
# File 1737 Max/Min 1934 487
Avg.char./file 3772 Top 3/5 1245 369
Avg.words/file 563 Calculation 7648 2062
Avg.pages/file 1.74 Total Ques. 19508 4877

tem designed to handle the complexities of149

inconsistent or spurious data extracted from150

PDF documents.151

• We conduct extensive experiments and demon-152

strate that our model outperforms existing153

state-of-the-art techniques, including RAG154

and QA systems. Additionally, we perform155

detailed analyses to showcase the model’s ca-156

pabilities in handling complex numerical rea-157

soning on unstructured table and text data.158

2 CarbonPDF-QA Dataset159

2.1 Data Collection160

Our datasets are derived from computing products’161

carbon footprint reports, as shown in the left part162

of Table 1. We collected 1,737 PDF reports from163

the websites of HP (HP Inc., 2024), Dell (Dell Inc.,164

2024), Acer (Acer Inc., 2024), and Lenovo (Lenovo165

Inc., 2024). Each file contains, on average, around166

4,000 characters and 2 pages. To process these re-167

ports, we utilized the PyMuPDF library (PyMuPDF168

Developers, 2024) to open, parse, and convert the169

PDF files into text. We developed custom parsers170

to extract both product specifications, such as prod-171

uct name, display size, and product weight, as well172

as carbon-related information, including the total173

product carbon footprint (PCF) and the carbon foot-174

print percentage of each component in the manu-175

facturing carbon footprint breakdown. The extract176

text and values are stored in CSV files.177

2.2 Dataset Preparation178

Question Generation The dataset includes various179

question types, shown in the right part of Table 1.180

These range from word-matching questions, where181

answers can be directly extracted from the PDF file,182

such as the total product carbon footprint or the car-183

bon footprint percentage of a specific component,184

to more complex questions. The latter requires not185

only evidence extraction from the PDF document186

that spans different sections but also arithmetic cal-187

culations to derive the final answers. The evidence 188

extraction annotations help to determine whether 189

the model correctly identifies and uses the neces- 190

sary information to answer the question accurately. 191

The questions in the dataset focus on various as- 192

pects of product carbon footprints, including those 193

related to individual components or multiple com- 194

ponents of a product. For each product document, 195

we generate, on average, at least 14 questions that 196

can be answered using information from the PDFs. 197

As a result, each question is paired with at least 198

one reference document that provides the neces- 199

sary context to answer the question. 200

Reference Relevance The CarbonPDF-QA dataset 201

samples also include reference text that may not 202

be relevant to answering the questions. These sce- 203

narios are included to reflect real-world challenges 204

where not all documents are pertinent, requiring 205

the model to focus on the relevant data to answer 206

the questions accurately. To do so, the dataset in- 207

cludes a relevance token that indicates whether the 208

reference text is pertinent to the given question. 209

When generating the dataset, we set the relevance 210

token to True for reference texts that can be used 211

to answer the questions. To create irrelevant refer- 212

ences, we developed a program that selectively re- 213

moves key information necessary for answering the 214

questions. For example, some product component 215

breakdowns might be removed. These modified 216

texts are then annotated as irrelevant. The irrele- 217

vant samples make up approximately 30% of the 218

entire dataset. 219

Evidence Annotation For each question, the 220

dataset also includes the location of the information 221

within the reference text needed to answer the ques- 222

tions. To achieve this, we treat the entire reference 223

text as a character array and use the array index 224

to pinpoint the relevant evidence. This approach 225

helps mitigate spurious or inconsistent text issues 226

when extracting content from PDFs. For example, 227

the PDF parser may extract inconsistent data, such 228

as "705 705kg CO2 eq. eq." instead of "705kg CO2 229

eq." (see Figure 1). Thus, evidence location can 230

be used to extract the relevant information and ig- 231

nore any spurious text. We represent the evidence 232

information as follows. For each question-text pair, 233

we create a JSON object to store the evidence. The 234

keys in this object correspond to the start and end 235

indices of the evidence within the character array, 236

and the value is the evidence text. 237

Program Generation For all the questions, the 238

dataset includes a program script to generate the 239
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output. To achieve this, we manually write a240

Python script for each question-text pair, using241

simple arithmetic expressions to compute the final242

answer. These scripts are designed to be straight-243

forward and do not require any external library244

imports. Our dataset also includes questions that245

may yield multiple answers, such as queries about246

the carbon footprint of both an HDD and a chassis.247

In such cases, the final answer is structured as a248

list, with the order of components corresponding to249

the sequence specified in the question. Finally, the250

entire dataset is split into a training set and a test251

set with an 80/20 ratio.252

Data Validation To validate the data quality, we253

enlisted five students to verify the ground truth data.254

These students conducted the data validation as part255

of their class projects, which also involved develop-256

ing tools for analyzing carbon reports. We divided257

the students into two teams, distributing the PDFs258

equally, and extracted content among them for vali-259

dation. The verification process was a combination260

of automated checks and manual review. First, we261

used programs to ensure that extracted values fell262

within reasonable ranges — such as percentages263

not exceeding 100% or carbon footprint values not264

being excessively high. Each team, consisting of265

at least two students, was tasked with verifying266

each extracted value. To further ensure accuracy,267

we plotted the data to visually identify potential268

errors, such as outliers. If outliers were detected,269

we revisited the original PDF files and manually270

verified the data. We also checked that the evidence271

aligned with the questions being asked. To verify272

the accuracy of the ground truth indices, we printed273

out the extracted text alongside their corresponding274

indices from the document and conducted a visual275

inspection for any errors. Finally, we executed all276

the generated programs and compared their results277

with the ground truth to verify the accuracy of the278

programs. If the results matched, the program is279

deemed correct.280

3 CarbonPDF Design281

3.1 Overview282

A key design goal of CarbonPDF is to provide283

accurate, fact-based answers to user queries. How-284

ever, previous research shows that state-of-the-art285

LLMs often struggle with maintaining factual ac-286

curacy (Mallen et al., 2022). To mitigate this issue,287

we incorporate Retrieval Augmented Generation288

(RAG) techniques into our design strategy, lever-289

aging their success in reducing factual errors in 290

knowledge-intensive tasks. Note that unlike prior 291

reasoning methods, such as TAT-LLM (Zhu et al., 292

2024), which assume that the correct context is 293

always provided, our approach recognizes that real- 294

world scenarios often involve ambiguous or even 295

misleading context — a challenge we address in 296

this work. 297

Figure 2 illustrates our approach’s key compo- 298

nents and overall workflow. For a given question, 299

CarbonPDF first retrieves relevant context from the 300

PDF database. The retriever finds the most relevant 301

PDF document that might contain the answer. The 302

retrieved reference text, which includes unstruc- 303

tured PDF data, is then combined with the question 304

and a set of instructions to guide CarbonPDF in its 305

reasoning process to derive the final answer. For ad- 306

ditional details on the instruction prompt template, 307

please refer to the Appendix A.1. 308

The reasoning process involves several key steps 309

to derive the final answer. Initially, CarbonPDF 310

assesses the relevance of the retrieved reference to 311

the question by generating a relevance token, which 312

helps determine whether the content provided can 313

effectively answer the question. The relevance to- 314

ken is binary, with a True or False value. If the ref- 315

erence text is irrelevant, CarbonPDF returns with 316

no answer. Although the system can be configured 317

to retry by retrieving a different reference, we do 318

not exhaustively search through all possible refer- 319

ences. This provides a lower bound on our system’s 320

performance. 321

Conversely, if the reference text is found to be 322

relevant, CarbonPDF proceeds with evidence ex- 323

traction. In this step, CarbonPDF identifies the 324

specific portions of the reference text necessary to 325

answer the question. The evidence includes text 326

and array indices that pinpoint the locations of rel- 327

evant text within the reference’s character array. 328

With this extracted evidence, CarbonPDF generates 329

a program to produce the final answer. A program 330

interpreter then executes the necessary calculations 331

and generates the final response. 332

3.2 Retriever 333

Document retrieval has traditionally identified rel- 334

evant documents through keyword matching. Re- 335

cently, neural network-based approaches, such as 336

Contriever (Izacard et al., 2021), which utilize neu- 337

ral embeddings for retrieval, have been introduced 338

and employed in models like Self-RAG (Asai et al., 339

2023). However, in our work, we chose to use Term 340
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Question: What is the carbon 
footprint of SSD in product A? Retriever

PDF Dataset

Instructions:  
I. Check Relevant or Not; II. Extract Evidence; III.Program-Based Reasoning.
Question:  …
Reference: …

LLM

Is Reference Text Relevant?: True
Evidence:  {"[10, 16]": "SSD 10%", "[18, 29]": "200 kgCO2eq."}
Program:
total_carbon = 200
ssd_percent = 0.1
ssd_carbon = total_carbon * ssd_percent

Answer: 20 kgCO2eq. 

Execute

Reference: Product A SSD 10% 
200 kgCO2eq. …

CarbonPDF

Figure 2: Our main design

Frequency-Inverse Document Frequency (TF-IDF)341

embedding because we found them to be both effi-342

cient and effective for our use case. Although we343

currently use TF-IDF, our approach is flexible and344

can integrate other retrieval techniques, including345

models like Contriever.346

To retrieve the relevant documents, we first con-347

vert the entire document corpus into TF-IDF em-348

beddings using the sklearn.TfidfVectorizer func-349

tion. This function transforms each document into350

a vector of numerical values, where each dimen-351

sion represents a term in the corpus, and the value352

in each dimension corresponds to the term’s TF-353

IDF score. When CarbonPDF receives a question,354

it also converts this question into a TF-IDF vec-355

tor. We then compute the cosine similarity between356

the question vector and the TF-IDF vectors of the357

documents in our corpus. This similarity metric358

produces a ranking of documents based on their359

relevance to the question. The system then selects360

the document with the highest similarity score as361

the closest match to the query.362

3.3 Program-based Reasoning363

LLMs often struggle with reasoning questions that364

involve complex calculations (Lewkowycz et al.,365

2022). Recently, program-aided language mod-366

els have demonstrated effectiveness in overcoming367

these challenges by leveraging programmatic rea-368

soning (Gao et al., 2023). This approach improves369

the model’s ability to perform complex calculations 370

and produce accurate answers. Building on this in- 371

sight, we finetune CarbonPDF LLM to generate a 372

Python program to compute the results based on 373

the extracted evidence. 374

The final program generated by CarbonPDF 375

varies based on the type of question and the docu- 376

ment’s content. Some carbon documents provide 377

the total carbon footprint along with lifecycle break- 378

downs (e.g., manufacturing, end-of-life, and trans- 379

port) and detailed breakdowns for individual com- 380

ponents (e.g., HDDs, chassis). Other documents 381

may report the carbon footprint of individual com- 382

ponents directly without offering a comprehensive 383

lifecycle breakdown. 384

Similarly, the complexity of the questions may 385

also affect the program generated. For instance, 386

questions requiring detailed calculations for indi- 387

vidual components, which depend on factors like 388

the manufacturing process, involve more complex 389

reasoning. To handle such complexity, CarbonPDF 390

employs a multistep approach in its generated pro- 391

grams. Unlike single-step calculations, we store 392

intermediate values in variables and then perform 393

necessary multiplications to derive the answer. In 394

situations with multiple answers, CarbonPDF pro- 395

duces the final answers as a list, maintaining the 396

specified question order. 397

3.4 Training 398

We train our CarbonPDF model by fine-tuning 399

Llama 38B (Meta AI, 2023) using two NVIDIA 400

RTX 6000 Ada GPUs for 2.5 days. The learning 401

rate is set to 2.5e-5, with a per-device training batch 402

size of 8 and gradient accumulation steps of 4. The 403

total number of training epochs is 4. We employ 404

Low-Rank Adaptation (LoRA) (Hu et al., 2021) 405

during training, with 4-bit quantization. The paged 406

Adam optimizer (Kingma, 2014), adapted for quan- 407

tization, is used to further optimize the training 408

process. To prepare the inputs for training, we 409

compute the largest token length in our dataset and 410

create custom tokenization with left padding. We 411

set the End-of-Sequence token as the pad token to 412

ensure compatibility with causal language models. 413

4 Evaluation Methodology 414

4.1 Baseline Techniques 415

Baselines without LLM. ACT (Gupta et al., 2022) 416

and CaML (Balaji et al., 2023) are model-based car- 417

bon estimation techniques that do not rely on large 418
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language models (LLMs). ACT calculates the car-419

bon footprint of each component within computer420

systems using detailed product manufacturing in-421

formation. On the other hand, CaML associates422

product names with North American Industry Clas-423

sification System (NAICS) codes to estimate a car-424

bon footprint per dollar at the industry sector level.425

Given that CaML consistently provides the same426

estimate for ‘Electronic Computer Manufacturing,’427

we assume a default price for computing products428

to calculate the overall carbon footprint. These429

models are evaluated by estimating and compar-430

ing the total carbon footprint of products against431

ground truth values.432

Baselines without RAG We use Gemini-433

1.5-flash (Google DeepMind, 2023) and434

Llama 38B (Meta AI, 2023) as our base-435

lines without RAG. These powerful open-source436

LLMs are included to analyze the carbon reasoning437

capabilities of LLMs without data augmentation.438

Baselines with RAG We evaluate Self-RAG (Asai439

et al., 2023), TAT-LLM (Zhu et al., 2024), Gemini-440

1.5-flash and GPT-4 (OpenAI, 2023) as baselines441

with RAG. Self-RAG retrieves relevant documents442

and guides the LLM to generate the best possi-443

ble answer. TAT-LLM emphasizes using LLMs444

to answer questions based on well-formatted ta-445

bles and texts. Additionally, we provide the exact446

reference text along with the question to Gemini-447

1.5-flash and GPT-4 to assess their performance on448

CarbonPDF-QA dataset without fine-tuning.449

4.2 Metrics450

We adopt the Mean Squared Error (MSE) and Mean451

Absolute Error (MAE) to measure the numerical452

accuracy of the predicted answers from the gold453

answers. We also use Exact Match (EM) to mea-454

sure how often the predicted values match the gold455

exactly (Rajpurkar et al., 2016). For questions with456

multiple answers, the model is required to match457

all gold answers exactly, including their order, to458

be considered correct.459

5 Results460

5.1 Baseline Performance461

Table 2 compares CarbonPDF with other baseline462

techniques. Our technique consistently outper-463

forms all baselines. Model-based approaches such464

as ACT and CaML show high MSE and MAE due465

to their reliance on general carbon estimates and de-466

fault values, which lack customization for specific467

Table 2: Baseline performance comparison.

Techniques MSE MAE EM

Baselines without LLM
ACT
(Gupta et al., 2022) 2.37e5 323.80 0.00

CaML
(Balaji et al., 2023) 1.90e5 230.70 0.28

Baselines without RAG
Gemini-1.5-flash 7.40e6 163.49 9.56
Llama 38B 1.45e33 1.18e14 5.23

Baselines with RAG
Self-RAG
(Asai et al., 2023) 7.22e6 173.03 16.79

TAT-LLM
(Zhu et al., 2024) 9.96e9 2584.14 0.152

Gemini-1.5-flash 4.35e6 111.03 28.50
GPT-4 1.25e4 33.01 51.47
CarbonPDF 81.02 0.35 98.48

Table 3: CarbonPDF performance on different question
types

Type #Question MSE MAE EM

Word Match 1959 2.35 0.08 98.11
Max/Min 487 0 0 100.00
Top 3/5 369 0.03 0.01 99.46
Calculation 2062 189.39 0.74 98.30

questions. Consequently, their Exact Match (EM) 468

scores are close to zero. LLM baselines without 469

RAG — Gemini-1.5-flash and Llama 38B — also 470

exhibit significant errors, with EM values below 471

10%. This underscores the need for data augmenta- 472

tion to improve the accuracy of model predictions. 473

While RAG-based approaches show improved 474

performance, they still have lower performance 475

compared to our model. GPT-4 outperforms 476

Gemini-1.5-flash with higher EM and lower MAE 477

values, though it still makes significant errors on 478

some questions. We also compared our technique 479

to Self-RAG, which uses text to answer ques- 480

tions. However, the technique struggles with com- 481

plex reasoning questions. Additionally, our model 482

surpasses reasoning-based models like TAT-LLM, 483

which rely on well-formatted tables and text input. 484

This highlights the challenges current QA models 485

face in handling complex and inconsistent data in 486

CarbonPDF-QA dataset. 487

5.2 Performance on Different Question Types 488

Table 3 summarizes our CarbonPDF performance 489

across different question types shown in Figure 1. 490

The model performs well across all these question 491

types. Max/min and top-3/5 questions yield slightly 492

better results, likely due to their simpler reasoning 493
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Table 4: Performance on multi-answer questions

#Answer #Question MSE MAE EM

0 1088 0.00 0.00 100.00
1 1165 71.31 0.38 98.97
2 878 81.49 0.50 98.41
3 849 54.97 0.32 97.88
4 712 272.26 0.75 95.93
5 185 1.08e-5 1.08e-4 99.46

Table 5: Ablation analysis of CarbonPDF.

Task MSE MAE EM

Few-shot 7.47e6 193.54 10.29
Program-based Reasoning 3.19e3 3.65 75.35
CarbonPDF 81.02 0.35 98.48

and fewer question variants, which reduce the po-494

tential for errors. Word matching questions exhibit495

similar EM compared to calculation questions but496

have much lower MSE values in comparison. This497

is because word-matching questions require Car-498

bonPDF to extract relevant evidence and provide499

an answer, whereas calculation questions involve500

more complex reasoning, increasing the potential501

for errors.502

5.3 Performance on Multi-answer Questions503

We now analyze the impact of questions requiring504

multiple answers. Table 4 shows the results as we505

vary the number of answers per question. For ques-506

tions with irrelevant references, where no answer507

is expected, our model accurately identifies these508

references and provides no answers. As the num-509

ber of required answers increases, the Exact Match510

(EM) score gradually decreases due to the added511

complexity in evidence extraction and carbon mod-512

eling. Most multi-answer questions involve a mix513

of calculation and word-matching types, which can514

reduce accuracy. However, questions requiring five515

answers still perform well because they primarily516

consist of top-5 question types that CarbonPDF517

handles effectively. In summary, CarbonPDF per-518

forms well across questions with varying numbers519

of answers. Nonetheless, complex questions with520

fewer answers tend to show better performance.521

5.4 Ablation Study522

We conduct an ablation study to evaluate the impact523

of various components. First, we analyze the effec-524

tiveness of few-shot learning in our pipeline. Few-525

shot learning involves providing a small number526

of examples at inference time to guide the desired527

Table 6: Errors sources in CarbonPDF.

Error Type Number Percentage %
Evidence 74 100.00
Program Reasoning 53 71.62
Relevant Token 23 31.08
PDF File Parsing 9 12.16

completion, which has been shown to perform well 528

in some tasks (Brown, 2020; Gautier et al., 2022). 529

Thus, we replace the fine-tuning step in Carbon- 530

PDF with a few-shot approach, where we provide 531

two examples to derive the final result. Table 5 532

shows the results of this approach. We observe that 533

the few-shot technique does not perform well on 534

our dataset. This is consistent with prior work that 535

indicates few-shot methods struggle with complex 536

reasoning tasks (Brown, 2020; Asai et al., 2023). 537

In addition to evaluating the few-shot approach, 538

we also evaluated CarbonPDF without the program- 539

based reasoning step. In this variation, we trained 540

CarbonPDF to generate the final answer directly 541

without using the program. This approach showed 542

improved performance compared to the few-shot 543

technique. However, even with this modification, 544

the performance did not surpass the CarbonPDF 545

model. 546

5.5 Error Analysis 547

We now analyze the sources of error in Carbon- 548

PDF’s outputs. To identify these errors, we analyze 549

the questions that were answered incorrectly and 550

determine the underlying causes. We classify errors 551

into four categories: (i) Evidence Errors, where the 552

evidence index or text retrieved by the system dif- 553

fers from the ground truth, indicating that incorrect 554

evidence was identified; (ii) Program Reasoning 555

Errors, which occur when the program’s execution 556

results in incorrect outputs due to flaws in logic 557

or reasoning; (iii) Relevant Token Errors, where 558

the predicted relevant tokens do not align with the 559

ground truth, often leading to irrelevant text be- 560

ing incorrectly selected as relevant; and (iv) PDF 561

Parsing Errors, which arise from inconsistencies or 562

spurious data during the PDF extraction process, 563

resulting in inaccuracies. Note that an output may 564

belong to multiple error categories. 565

Table 6 provides a summary of the errors in Car- 566

bonPDF, including their respective counts and per- 567

centages. We observe that all the incorrect answers 568

have issues with extracting the evidence. These 569

errors often occur due to the large size of the PDF 570
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document and the separation of name-value pairs571

across different locations, making it more challeng-572

ing to accurately locate the relevant evidence. The573

second largest source of errors is program genera-574

tion, which is impacted by all other errors since it575

is the final step in the process. Additionally, 31%576

of the incorrect answers result from wrongly pre-577

dicted relevant tokens. This error often occurs due578

to the complexity and size of unstructured PDF579

documents, making it difficult for the model to580

understand and identify the relevant keywords. Ap-581

proximately one-tenth of the errors are related to582

PDF file parsing, which can lead to misinterpreta-583

tions during evidence location or carbon modeling.584

Detailed examples for each error type are discussed585

in Appendix A.3.586

6 Related Work587

QA Datasets There are numerous existing QA588

datasets. For structured data, such as Knowl-589

edge Base (KB) and tables, notable examples in-590

clude Complex Web Questions (Talmor and Berant,591

2018) and TabFact (Chen et al., 2019). Text-based592

QA datasets include SQuAD (Rajpurkar et al.,593

2016), SearchQA (Dunn et al., 2017), and DROP594

(Dua et al., 2019). For multi-hop QA, there are595

HOTPOTQA (Yang et al., 2018) and HybridQA596

(Chen et al., 2020). Hybrid datasets also include597

TAT-QA (Zhu et al., 2021), which integrates tabu-598

lar and textual content in the financial domain, and599

TAT-LLM (Zhu et al., 2024), which utilizes well-600

formatted tabular and textual data to train LLMs601

on discrete reasoning. Our CarbonPDF-QA dataset602

stands apart by including inconsistent or spurious603

data extracted from PDFs, reflecting the challenges604

of real-world document processing. Furthermore,605

the tables in our dataset are not well-structured,606

with column values that may span different para-607

graphs, complicating data analysis.608

QA Reasoning Numerous studies have explored609

question-answering (QA) systems, including those610

that use Retrieval-Augmented Generation (RAG)611

approaches to guide large language models (LLMs)612

in answering questions (Wei et al., 2022; Gao et al.,613

2023; Guu et al., 2020; Lewis et al., 2020; Asai614

et al., 2023). Despite these advancements, LLMs615

often struggle with complex reasoning tasks, par-616

ticularly numerical reasoning. Recent research has617

focused on numerical reasoning over tabular and618

textual data (Zhu et al., 2021; Li et al., 2022; Zhu619

et al., 2022; Zhou et al., 2022; Li et al., 2023; Wei620

et al., 2023), including financial reports (Chen et al., 621

2021; Yuan et al., 2024). However, the application 622

of these techniques to real-world hybrid data, such 623

as that extracted from PDFs, remains relatively un- 624

explored. Our work addresses this gap by focusing 625

on the challenges posed by inconsistent data in the 626

context of sustainability reports. 627

Carbon Footprint Analysis Companies frequently 628

employ Lifecycle Assessment (LCA) methodolo- 629

gies to evaluate the environmental impact of their 630

products across the entire lifecycle, from raw mate- 631

rial extraction to disposal (Hauschild et al., 2018). 632

Tools like GaBi and SimaPro are widely used for 633

conducting these assessments, producing detailed 634

analyses that are often integrated into sustainability 635

reports (Silva et al., 2017). However, LCA meth- 636

ods require significant manual effort and depend 637

heavily on detailed input data, which companies of- 638

ten do not publicly disclose. Recent advancements 639

have focused on automating carbon footprint anal- 640

ysis through data-driven approaches (Gupta et al., 641

2022; Balaji et al., 2023). These approaches typi- 642

cally utilize publicly available data, such as indus- 643

try averages or estimates, which tend to be less 644

accurate than the more precise, company-specific 645

data used in traditional LCA methods. The appli- 646

cation of question-answering (QA) systems within 647

the sustainability domain is relatively nascent. To 648

the best of our knowledge, our work is the first to 649

apply QA systems for carbon footprint assessments 650

within sustainability reports. 651

7 Conclusion 652

In this work, we introduce CarbonPDF-QA, 653

an open-source product carbon footprint QA 654

dataset with comprehensive annotations, compris- 655

ing around 25,000 questions of various types. We 656

leverage this dataset to fine-tune CarbonPDF, en- 657

abling it to perform reasoning with reference aug- 658

mentation and generate accurate results through our 659

program-based reasoning approach. We demon- 660

strate its effectiveness through extensive experi- 661

ments and show that CarbonPDF outperforms the 662

best baseline on all metrics. We anticipate that 663

the CarbonPDF-QA dataset and CarbonPDF model 664

will serve as valuable benchmarks and baselines, 665

fostering the development of more advanced QA 666

models for PDF documents and carbon footprint 667

estimation. 668
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8 Limitations669

One key limitation of current PDF parsing meth-670

ods is their difficulty in handling data presented in671

graphical forms, such as pie charts or bar graphs.672

These visual elements are often used to convey673

complex data, but traditional parsing techniques674

that focus on text extraction struggle with purely675

graphical content. This limitation poses a signifi-676

cant challenge, as crucial information within these677

visual elements can be missed or misinterpreted.678

Since CarbonPDF primarily relies on text data, it679

cannot effectively answer questions based on con-680

tent that combines graphs and text. However, our681

technique remains useful when numerical data is682

presented alongside these graphs, as it can still ex-683

tract and analyze this information. In the future,684

we plan to explore multimodal large language mod-685

els (LLMs) to perform reasoning on both text and686

visual data.687

Although CarbonPDF can handle various types688

of questions, there are still limitations. For ex-689

ample, if CarbonPDF is asked about the carbon690

footprint of processors, but the exact term "proces-691

sor" does not appear in the text, the system might692

incorrectly deem the reference as irrelevant, even693

if related terms like "mainboard" are present. This694

occurs because the model is not capable of un-695

derstanding synonyms or recognizing that certain696

components are subsets of larger systems. A key697

question for future research is whether large lan-698

guage models (LLMs) can be trained to handle699

such nuances, improving their reasoning ability to700

understand related terms and components within a701

broader context.702

9 Ethics Statement703

In this work, we first highlight the challenges of704

processing PDF documents using examples from705

our dataset. We then discuss how we collected and706

processed our CarbonPDF-QA dataset. Following707

this, we propose our CarbonPDF model, which fine-708

tunes an LLM (Llama 38B) to perform program-709

based reasoning on unstructured PDF data. Our710

model is developed using open-source tools and711

datasets to aid in understanding and processing of712

product sustainability reports. Therefore, we do713

not anticipate any potential risks or negative ethical714

issues associated with this work.715

9.1 Data Collection and Licensing 716

We collected the product carbon footprint reports 717

that are publicly available. Our CarbonPDF-QA 718

dataset consists of content extracted from these 719

reports. We plan to release the data under CDLA- 720

Permissive1 license. This will allow broad access 721

and use of our dataset, allowing recipients to mod- 722

ify and share the data freely. 723

9.2 Potential Risk 724

CarbonPDF may produce inaccurate results for cer- 725

tain questions. This may lead to misleading conclu- 726

sions or errors in evaluating environmental impacts. 727
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A Appendix908

A.1 Prompt templates909

The template for CarbonPDF training prompt is910

shown in Listing 1. For testing, we use the prompt911

in Listing 2 and ask the model to complete it. List912

3 displays the few-shot prompt template used to913

obtain the results in Table 5. List 4 and List 5 are914

the prompt templates designed to train and test the915

model without carbon modeling.916

A.2 Evidence Locating Examples917

Table 7 presents examples of evidence locating918

during the testing of CarbonPDF across different919

question types. Generally, CarbonPDF success-920

fully identifies the correct evidence text, though it921

occasionally makes mistakes in predicting the pre- 922

cise evidence index (with blue text representing the 923

ground truth and red text indicating errors in pre- 924

diction). However, since the carbon modeling step 925

relies on the text itself rather than the index, our 926

goal of guiding the LLM to find the evidence loca- 927

tions is effectively achieved. It is also worth noting 928

that in the Word Match example, there are two start- 929

end index pairs for each evidence text. This occurs 930

because the percentage value and the associated 931

name are separated into different positions within 932

the text, requiring the use of two start-end pairs to 933

accurately locate them. 934

A.3 Carbon PDF Error Examples 935

Table 8 provides examples of errors in CarbonPDF. 936

In the evidence locating error example, the pre- 937

diction incorrectly identifies a percentage of 7.1% 938

(highlighted in red) instead of the correct value of 939

14.8% (highlighted in blue) located just before it, 940

leading to an incorrect final answer. In the pro- 941

gram generation error example, the LLM generates 942

two unnecessary lines of code, which result in the 943

correct carbon footprint of the power supply unit 944

being incorrectly calculated as the total carbon foot- 945

print. In the example for relevant token prediction 946

error, although both the product name and the com- 947

ponents are present in the reference, CarbonPDF 948

incorrectly classifies it as irrelevant. For the PDF 949

file parsing error example, the blue text in the cor- 950

rected reference indicates where the red text in the 951

original raw reference should be. After converting 952

a PDF file into raw text, issues such as spurious 953

data (like the duplicated "0.0%") and formatting 954

problems (such as the long space between "g" and 955

"e" in "percentage") can be introduced, leading to 956

misinterpretations. 957
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Listing 1: CarbonPDF Training Prompt Template
1 You 'll be provided with some questions and a reference. First , you must check

whether the reference is relevant to the question and generate a token. If the
reference is relevant , identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes , generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets
. The program is enclosed by triple backticks. The final answer in the program
is of list type.

2 ### Question: {question}
3 ### Reference: {reference text}
4 ### Is Reference Text Relevant ?: {True/False}
5 ### Evidence: {[index ]:" evidence text"}
6 ### Program:
7 ```
8 {program}
9 ```

Listing 2: CarbonPDF Testing Prompt Template
1 You 'll be provided with some questions and a reference. First , you must check

whether the reference is relevant to the question and generate a token. If the
reference is relevant , identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes , generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets
. The program is enclosed by triple backticks. The final answer in the program
is of list type.

2 ### Question: {question}
3 ### Reference: {reference text}
4 ### Is Reference Text Relevant ?:

Question Type Evidence

Word Match

G:{"[1014,1018], [1643,1649]": "47.7%, Display", "[1032,1035], [1684,1703]": "7.1%, Power Supply
Unit(s)", "[1062,1065], [1809,1817]": "0.5%, Packaging"}
P:{"[1014,1018], [1643,1649]": "47.7%, Display", "[1030,1033], [1684,1703]": "7.1%, Power Supply
Unit(s)", "[1059,1062], [1809,1817]": "0.5%, Packaging"}

Max/Min

G:{"[2396,2410]": "Hard Drive 3.0%", "[2430,2441]": "Battery 2.7%", "[2372,2394]": "Chassis &
Assembly 4.8%", "[2412,2428]": "Power Supply 7.0%", "[2443,2474]": "Mainboard and Other Boards
26.6%", "[2476,2488]": "Display 35.2%", "[2490,2503]": "Packaging 0.4%"}
P:{"[2396,2410]": "Hard Drive 3.0%", "[2430,2441]": "Battery 2.7%", "[2372,2394]": "Chassis &
Assembly 4.8%", "[2412,2428]": "Power Supply 7.0%", "[2443,2474]": "Mainboard and Other Boards
26.6%", "[2476,2488]": "Display 35.2%", "[2490,2503]": "Packaging 0.4%"}

Top 3/5

G:{"[138,150]": "Chassis 21.0%", "[180,219]": "Power Supply Unit & External Cables 1.7%",
"[106,136]": "Mainboard and other boards 9.6%", "[92,104]": "Display 61.6%", "[165,178]":
"Packaging 2.2%"}
P:{"[138,150]": "Chassis 21.0%", "[180,219]": "Power Supply Unit & External Cables 1.7%",
"[106,136]": "Mainboard and other boards 9.6%", "[92,104]": "Display 61.6%", "[165,178]":
"Packaging 2.2%"}

Calculation

G:{"[2925,2938]": "125kg CO 2 eq.", "[2944,2960]": "Manufacturing 69%", "[211,248]": "Power Supply
Unit & External Cables 4%", "[148,158]": "Display 33%", "[187,196]": "Chassis 7%", "[117,146]": "
Mainboard and other boards 38%"}
P:{"[2925,2938]": "125kg CO 2 eq.", "[2944,2960]": "Manufacturing 69%", "[211,248]": "Power Supply
Unit & External Cables 4%", "[147,157]": "Display 33%", "[187,196]": "Chassis 7%", "[117,146]": "
Mainboard and other boards 38%"}

Table 7: Examples of the evidence locating in our CarbonPDF. G and P represent ground truth and prediction.
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Listing 3: Few-Shot Prompt Template
1 You 'll be provided with some questions and a reference. First , you must check

whether the reference is relevant to the question and generate a token. If the
reference is relevant , identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes , generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets
. The program is enclosed by triple backticks. The final answer in the program
is of list type.

2 Here are some examples.
3

4 Example 1:
5 ### Question: {question}
6 ### Reference: {reference text}
7 ### Is Reference Text Relevant ?: {True}
8 ### Evidence: {[index ]:" evidence text"}
9 ### Program:

10 ```
11 {program}
12 ```
13

14 Example 2:
15 ### Question: {question}
16 ### Reference: {reference text}
17 ### Is Reference Text Relevant ?: {False}
18 ### Evidence: {[index ]:" evidence text"}
19 ### Program:
20 ```
21 {program}
22 ```
23

24 Now the question and reference are shown below. What are the answers to the question
?

25 ### Question: {question}
26 ### Reference: {reference text}
27 ### Is Reference Text Relevant ?:

Listing 4: CarbonPDF without Carbon Modeling Training Prompt Template
1 You 'll be provided with some questions and a reference. First , you must check

whether the reference is relevant to the question and generate a token. If the
reference is relevant , extract the essential information to answer the questions
. View the whole reference text as a character array. Output the evidence and
the locations of the evidence as start and end indexes in the character array.
Based on the evidence and indexes , compute and answer the questions. The indexes
are enclosed by square brackets. The final answer is of list type.

2 ### Question: {question}
3 ### Reference: {reference text}
4 ### Is Reference Text Relevant ?: {True/False}
5 ### Evidence: {[index ]:" evidence text"}
6 ### Answer: {answer}

Listing 5: CarbonPDF without Carbon Modeling Testing Prompt Template
1 You 'll be provided with some questions and a reference. First , you must check

whether the reference is relevant to the question and generate a token. If the
reference is relevant , extract the essential information to answer the questions
. View the whole reference text as a character array. Output the evidence and
the locations of the evidence as start and end indexes in the character array.
Based on the evidence and indexes , compute and answer the questions. The indexes
are enclosed by square brackets. The final answer is of list type.

2 ### Question: {question}
3 ### Reference: {reference text}
4 ### Is Reference Text Relevant ?:
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Error Type Example

Evidence

Q: What are the carbon footprint percentages of the manufacturing, power supply unit,
and mainboard and other boards in the VS2690G desktop?
R: 23.8% 14.8% 7.1% ... Product breakout ... Mainboard (and other boards)
Power Supply Unit(s) Chassis.. Manufacturing 53.4%
G: [53.4%, 14.8%, 23.8%]
P: [53.4%, 7.1%, 23.8%]

Program Reasoning

Q: What are the carbon footprints of power supply unit, total, and batteries
in the C723T-TCO laptop?
R: 212 +/- 40†kgCO2e ... 9.5% ... 3.4% ... Power Supply Unit(s) ... Battery
G Program:
total_carbon=212.0
power_percent=0.095
power_carbon=total_carbon*power_percent
batteries_percent=0.034
batteries_carbon=total_carbon*batteries_percent
answer=[power_carbon,total_carbon,batteries_carbon]
P Program:
total_carbon=212.0
power_percent=0.095
power_carbon=total_carbon*power_percent
power_answer=total_carbon
batteries_percent=0.034
batteries_carbon=total_carbon*batteries_percent
batteries_answer=batteries_carbon
answer=[power_answer,total_carbon,batteries_answer]
G: [20.14, 212.0, 7.208]
P: [212.0, 212.0, 7.208]

Relevant Token

Q: What are the carbon footprints of HDD, display, and batteries in the Latitude 3520 laptop?
R: Dell Latitude 3520 ... Hard Drive 3.1% ... Battery 2.6% ... Display 42.8%
G: True
P: False

PDF File Parsing

Q: What are the carbon footprint percentages of the packaging, mainboard and other boards,
chassis, and power supply unit in the VX8715GT desktop?
R: by percentag e % 43.0% 23.9% 15.8% 7.5% 3.0% 2.0% 1.7% 1.7% 0.9% 0.6% 0.0% 0.0%
... End of Life Product breakout Use Mainboard (and other boards) Power Supply Unit(s)
Chassis Transport Optical Drive(s) Hard Drive(s) Solid State Drive(s) 2023/Jun Packaging
0.00 0.00 Product Weight
R Corrected: by percentage % 43.0% 23.9% 15.8% 7.5% 3.0% 2.0% 1.7% 1.7% 0.9% 0.6%
0.0% 0.0% ... Product breakout Use Mainboard (and other boards) Power Supply Unit(s)
Chassis Transport Optical Drive(s) Hard Drive(s) Solid State Drive(s) End of Life Packaging
0.00 0.00 2023/Jun Product Weight
G:[0.6%, 23.9%, 7.5%, 15.8%]
P:[1.7%, 23.9%, 7.5%, 15.8%]

Table 8: Examples of the errors in our CarbonPDF. Q, R, G, and P represent question, reference text, ground truth,
and prediction.
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