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Abstract

Product sustainability reports provide valuable
insights into the environmental impacts of a
product and are often distributed in PDF for-
mat. These reports often include a combina-
tion of tables and text, which complicates their
analysis. The lack of standardization and the
variability in reporting formats further exacer-
bate the difficulty of extracting and interpreting
relevant information from large volumes of doc-
uments. In this paper, we tackle the challenge
of answering questions related to carbon foot-
prints within sustainability reports available in
PDF format. Unlike previous approaches, our
focus is on addressing the difficulties posed
by the unstructured and inconsistent nature of
text extracted from PDF parsing. To facilitate
this analysis, we introduce CarbonPDF-QA,
an open-source dataset containing question-
answering pairs for each document, along with
human-annotated answers. Our evaluation of
GPT-4 on this dataset reveals its inadequacy in
answering questions based on inconsistent data.
To address this limitation, we propose Carbon-
PDF, an LLM-based technique specifically de-
signed to answer carbon footprint questions on
such datasets. We develop CarbonPDF by fine-
tuning Llama 3 with our training data. Our
results show that our technique outperforms
current state-of-the-art techniques, including
question-answering (QA) systems finetuned on
table and text data.

1 Introduction

As the climate crisis becomes more urgent, sus-
tainability reporting has become increasingly im-
portant, compelling companies and organizations
to disclose their environmental impacts and sus-
tainability efforts (Olivier M. Schwab, 2022; Ro-
driguez, Isabel and Caglio, Ariela, 2023). This
reporting is essential not only for regulatory compli-
ance but also for demonstrating corporate responsi-
bility and transparency to stakeholders. To conduct
thorough analyses, stakeholders like regulators and

consumers rely on these reports to engage in car-
bon footprint assessments and compliance checks.
These analyses help evaluate the environmental
impact of products and ensure that companies ad-
here to sustainability commitments and standards.
However, the lack of standardization and the com-
plex format of these reports containing hybrid data
— a mix of tables and text — presents significant
challenges for effective analysis. Disparities in how
data is presented make it difficult to perform numer-
ical reasoning and make it challenging to compare
and assess sustainability metrics across different
companies or even within the same organization
over time in an automated manner.

Recent studies have investigated the use of
question-answering (QA) techniques for analyzing
numerical information in hybrid data by framing
data-related analysis as questions (Zhu et al., 2021;
Chen et al., 2022). These approaches use language
models to interpret the hybrid data and perform
numerical reasoning to streamline the analysis pro-
cess. A common approach involves feeding the
hybrid data and specific questions into language
models to generate answers (Zhu et al., 2024).

However, analyzing hybrid data in carbon sus-
tainability reports presents significant challenges.
These difficulties arise because reports are often
available as Portable Document Format (PDF) doc-
uments, and extracting hybrid data from PDFs is of-
ten error-prone. For instance, although tables may
appear structured, PDF does not encode this infor-
mation as tables, unlike HTML or spreadsheets.
Instead, PDFs represent tables as a collection of
text and lines placed at specific coordinates with-
out any explicit information about rows or columns.
This lack of inherent structure makes it difficult to
extract and reconstruct tables accurately, as extrac-
tion algorithms must infer relationships between
text elements based on their positions, which can
be complex and unreliable. As shown in Figure 1,
the data extracted from a PDF may appear in a
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Figure 1: CarbonPDF-QA dataset is collected from product carbon reports. Examples highlight the challenges of
extracting table content from PDF documents. The table provides an overview of the different question types over

the unstructured tabular and text data in the dataset.

different order than expected, even if it looks se-
quential in the document. This happens because
the visual layout of the table does not always match
a clear, structured format within the PDF file.

The problem is further complicated by variations
in how different documents represent tables inter-
nally. Content may be spread across different pages
or sections, making connections between related
data loose or unclear. Additionally, hidden text
and numbers encoded within the PDF may not be
visible but can be read using programs, resulting in
spurious or inconsistent data. Existing state-of-the-
art QA systems that handle hybrid data generally
assume a structured table format, where the con-
tent is free from such anomalies (Zhu et al., 2024).
Thus, these systems may struggle when presented
with inconsistent content extracted from PDF doc-
uments, where table and text data are represented
for visual presentation rather than data analysis.
Moreover, most QA systems are typically designed
to handle reasoning questions over a single table.
This limits their effectiveness when dealing with
content that spans multiple tables.

In this paper, we address the challenges associ-
ated with the problem of hybrid data extracted from
sustainability report PDF documents. Our goal is
to answer carbon footprint-related questions based
on this extracted data from PDF, tackling the chal-
lenges posed by inconsistent and loosely connected
table and text content. We refer to this data as in-
consistent because we do not modify it to remove
spurious information. Additionally, numbers and
text often misalign and can be scattered across mul-

tiple paragraphs, complicating direct question an-
swering. To facilitate analysis, we present the Car-
bonPDF dataset — an open-domain carbon product
report in PDF format. This dataset includes a va-
riety of carbon assessment numerical reasoning
questions that require extracting information from
text, tables, and graphical charts. We developed
this dataset through a combination of automated
processes and human verification to ensure its accu-
racy and reliability. To the best of our knowledge,
CarbonPDF-QA is the first dataset specifically de-
signed to include inconsistent data, addressing the
unique challenges of analyzing unstructured tabular
and text content.

We also explore how LLMs can effectively man-
age complex and inconsistent data from sources
such as PDFs. We propose CarbonPDF, built on
Llama 3, which not only extracts evidence from
retrieved documents but also generates executable
workflows to address a variety of questions. This
approach improves the system’s reasoning capabil-
ities, allowing it to focus on relevant evidence and
deliver more accurate answers. In summary, we
make the following contributions.

¢ We introduce CarbonPDF-QA dataset, an
open-domain question-answering benchmark
for carbon product PDF documents that con-
tain unstructured table and text data. The
dataset was created using reports from dif-
ferent companies, with ground truth answers
that were manually verified by humans.

* We develop the CarbonPDF model, a QA sys-



Table 1: Statistics of the CarbonPDF-QA dataset

PDF Statistic QA Dataset Summary
Type { Ques. Type | Train | Test
# Company 4 Word Match | 8681 1959
# File 1737 | Max/Min 1934 487
Avg.char./file 3772 | Top 3/5 1245 369
Avg.words/file | 563 Calculation 7648 2062
Avg.pages/file | 1.74 | Total Ques. 19508 | 4877

tem designed to handle the complexities of
inconsistent or spurious data extracted from
PDF documents.

* We conduct extensive experiments and demon-
strate that our model outperforms existing
state-of-the-art techniques, including RAG
and QA systems. Additionally, we perform
detailed analyses to showcase the model’s ca-
pabilities in handling complex numerical rea-
soning on unstructured table and text data.

2 CarbonPDF-QA Dataset

2.1 Data Collection

Our datasets are derived from computing products’
carbon footprint reports, as shown in the left part
of Table 1. We collected 1,737 PDF reports from
the websites of HP (HP Inc., 2024), Dell (Dell Inc.,
2024), Acer (Acer Inc., 2024), and Lenovo (Lenovo
Inc., 2024). Each file contains, on average, around
4,000 characters and 2 pages. To process these re-
ports, we utilized the PyMuPDF library (PyMuPDF
Developers, 2024) to open, parse, and convert the
PDF files into text. We developed custom parsers
to extract both product specifications, such as prod-
uct name, display size, and product weight, as well
as carbon-related information, including the total
product carbon footprint (PCF) and the carbon foot-
print percentage of each component in the manu-
facturing carbon footprint breakdown. The extract
text and values are stored in CSV files.

2.2 Dataset Preparation

Question Generation The dataset includes various
question types, shown in the right part of Table 1.
These range from word-matching questions, where
answers can be directly extracted from the PDF file,
such as the total product carbon footprint or the car-
bon footprint percentage of a specific component,
to more complex questions. The latter requires not
only evidence extraction from the PDF document
that spans different sections but also arithmetic cal-

culations to derive the final answers. The evidence
extraction annotations help to determine whether
the model correctly identifies and uses the neces-
sary information to answer the question accurately.
The questions in the dataset focus on various as-
pects of product carbon footprints, including those
related to individual components or multiple com-
ponents of a product. For each product document,
we generate, on average, at least 14 questions that
can be answered using information from the PDFs.
As a result, each question is paired with at least
one reference document that provides the neces-
sary context to answer the question.

Reference Relevance The CarbonPDF-QA dataset
samples also include reference text that may not
be relevant to answering the questions. These sce-
narios are included to reflect real-world challenges
where not all documents are pertinent, requiring
the model to focus on the relevant data to answer
the questions accurately. To do so, the dataset in-
cludes a relevance token that indicates whether the
reference text is pertinent to the given question.
When generating the dataset, we set the relevance
token to True for reference texts that can be used
to answer the questions. To create irrelevant refer-
ences, we developed a program that selectively re-
moves key information necessary for answering the
questions. For example, some product component
breakdowns might be removed. These modified
texts are then annotated as irrelevant. The irrele-
vant samples make up approximately 30% of the
entire dataset.

Evidence Annotation For each question, the
dataset also includes the location of the information
within the reference text needed to answer the ques-
tions. To achieve this, we treat the entire reference
text as a character array and use the array index
to pinpoint the relevant evidence. This approach
helps mitigate spurious or inconsistent text issues
when extracting content from PDFs. For example,
the PDF parser may extract inconsistent data, such
as "705 705kg CO2 eq. eq." instead of "705kg CO2
eq." (see Figure 1). Thus, evidence location can
be used to extract the relevant information and ig-
nore any spurious text. We represent the evidence
information as follows. For each question-text pair,
we create a JSON object to store the evidence. The
keys in this object correspond to the start and end
indices of the evidence within the character array,
and the value is the evidence text.

Program Generation For all the questions, the
dataset includes a program script to generate the



output. To achieve this, we manually write a
Python script for each question-text pair, using
simple arithmetic expressions to compute the final
answer. These scripts are designed to be straight-
forward and do not require any external library
imports. Our dataset also includes questions that
may yield multiple answers, such as queries about
the carbon footprint of both an HDD and a chassis.
In such cases, the final answer is structured as a
list, with the order of components corresponding to
the sequence specified in the question. Finally, the
entire dataset is split into a training set and a test
set with an 80/20 ratio.

Data Validation To validate the data quality, we
enlisted five students to verify the ground truth data.
These students conducted the data validation as part
of their class projects, which also involved develop-
ing tools for analyzing carbon reports. We divided
the students into two teams, distributing the PDFs
equally, and extracted content among them for vali-
dation. The verification process was a combination
of automated checks and manual review. First, we
used programs to ensure that extracted values fell
within reasonable ranges — such as percentages
not exceeding 100% or carbon footprint values not
being excessively high. Each team, consisting of
at least two students, was tasked with verifying
each extracted value. To further ensure accuracy,
we plotted the data to visually identify potential
errors, such as outliers. If outliers were detected,
we revisited the original PDF files and manually
verified the data. We also checked that the evidence
aligned with the questions being asked. To verify
the accuracy of the ground truth indices, we printed
out the extracted text alongside their corresponding
indices from the document and conducted a visual
inspection for any errors. Finally, we executed all
the generated programs and compared their results
with the ground truth to verify the accuracy of the
programs. If the results matched, the program is
deemed correct.

3 CarbonPDF Design

3.1 Overview

A key design goal of CarbonPDF is to provide
accurate, fact-based answers to user queries. How-
ever, previous research shows that state-of-the-art
LLMs often struggle with maintaining factual ac-
curacy (Mallen et al., 2022). To mitigate this issue,
we incorporate Retrieval Augmented Generation
(RAG) techniques into our design strategy, lever-

aging their success in reducing factual errors in
knowledge-intensive tasks. Note that unlike prior
reasoning methods, such as TAT-LLM (Zhu et al.,
2024), which assume that the correct context is
always provided, our approach recognizes that real-
world scenarios often involve ambiguous or even
misleading context — a challenge we address in
this work.

Figure 2 illustrates our approach’s key compo-
nents and overall workflow. For a given question,
CarbonPDF first retrieves relevant context from the
PDF database. The retriever finds the most relevant
PDF document that might contain the answer. The
retrieved reference text, which includes unstruc-
tured PDF data, is then combined with the question
and a set of instructions to guide CarbonPDF in its
reasoning process to derive the final answer. For ad-
ditional details on the instruction prompt template,
please refer to the Appendix A.1.

The reasoning process involves several key steps
to derive the final answer. Initially, CarbonPDF
assesses the relevance of the retrieved reference to
the question by generating a relevance token, which
helps determine whether the content provided can
effectively answer the question. The relevance to-
ken is binary, with a True or False value. If the ref-
erence text is irrelevant, CarbonPDF returns with
no answer. Although the system can be configured
to retry by retrieving a different reference, we do
not exhaustively search through all possible refer-
ences. This provides a lower bound on our system’s
performance.

Conversely, if the reference text is found to be
relevant, CarbonPDF proceeds with evidence ex-
traction. In this step, CarbonPDF identifies the
specific portions of the reference text necessary to
answer the question. The evidence includes text
and array indices that pinpoint the locations of rel-
evant text within the reference’s character array.
With this extracted evidence, CarbonPDF generates
a program to produce the final answer. A program
interpreter then executes the necessary calculations
and generates the final response.

3.2 Retriever

Document retrieval has traditionally identified rel-
evant documents through keyword matching. Re-
cently, neural network-based approaches, such as
Contriever (Izacard et al., 2021), which utilize neu-
ral embeddings for retrieval, have been introduced
and employed in models like Self-RAG (Asai et al.,
2023). However, in our work, we chose to use Term
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Frequency-Inverse Document Frequency (TF-IDF)
embedding because we found them to be both effi-
cient and effective for our use case. Although we
currently use TF-IDF, our approach is flexible and
can integrate other retrieval techniques, including
models like Contriever.

To retrieve the relevant documents, we first con-
vert the entire document corpus into TF-IDF em-
beddings using the sklearn.TfidfVectorizer func-
tion. This function transforms each document into
a vector of numerical values, where each dimen-
sion represents a term in the corpus, and the value
in each dimension corresponds to the term’s TF-
IDF score. When CarbonPDF receives a question,
it also converts this question into a TF-IDF vec-
tor. We then compute the cosine similarity between
the question vector and the TF-IDF vectors of the
documents in our corpus. This similarity metric
produces a ranking of documents based on their
relevance to the question. The system then selects
the document with the highest similarity score as
the closest match to the query.

3.3 Program-based Reasoning

LLMs often struggle with reasoning questions that
involve complex calculations (Lewkowycz et al.,
2022). Recently, program-aided language mod-
els have demonstrated effectiveness in overcoming
these challenges by leveraging programmatic rea-
soning (Gao et al., 2023). This approach improves

the model’s ability to perform complex calculations
and produce accurate answers. Building on this in-
sight, we finetune CarbonPDF LLM to generate a
Python program to compute the results based on
the extracted evidence.

The final program generated by CarbonPDF
varies based on the type of question and the docu-
ment’s content. Some carbon documents provide
the total carbon footprint along with lifecycle break-
downs (e.g., manufacturing, end-of-life, and trans-
port) and detailed breakdowns for individual com-
ponents (e.g., HDDs, chassis). Other documents
may report the carbon footprint of individual com-
ponents directly without offering a comprehensive
lifecycle breakdown.

Similarly, the complexity of the questions may
also affect the program generated. For instance,
questions requiring detailed calculations for indi-
vidual components, which depend on factors like
the manufacturing process, involve more complex
reasoning. To handle such complexity, CarbonPDF
employs a multistep approach in its generated pro-
grams. Unlike single-step calculations, we store
intermediate values in variables and then perform
necessary multiplications to derive the answer. In
situations with multiple answers, CarbonPDF pro-
duces the final answers as a list, maintaining the
specified question order.

3.4 Training

We train our CarbonPDF model by fine-tuning
Llama 3gp (Meta Al, 2023) using two NVIDIA
RTX 6000 Ada GPUs for 2.5 days. The learning
rate is set to 2.5e-5, with a per-device training batch
size of 8 and gradient accumulation steps of 4. The
total number of training epochs is 4. We employ
Low-Rank Adaptation (LoRA) (Hu et al., 2021)
during training, with 4-bit quantization. The paged
Adam optimizer (Kingma, 2014), adapted for quan-
tization, is used to further optimize the training
process. To prepare the inputs for training, we
compute the largest token length in our dataset and
create custom tokenization with left padding. We
set the End-of-Sequence token as the pad token to
ensure compatibility with causal language models.

4 Evaluation Methodology

4.1 Baseline Techniques

Baselines without LLM. ACT (Gupta et al., 2022)
and CaML (Balaji et al., 2023) are model-based car-
bon estimation techniques that do not rely on large



language models (LLMs). ACT calculates the car-
bon footprint of each component within computer
systems using detailed product manufacturing in-
formation. On the other hand, CaML associates
product names with North American Industry Clas-
sification System (NAICS) codes to estimate a car-
bon footprint per dollar at the industry sector level.
Given that CaML consistently provides the same
estimate for ‘Electronic Computer Manufacturing,’
we assume a default price for computing products
to calculate the overall carbon footprint. These
models are evaluated by estimating and compar-
ing the total carbon footprint of products against
ground truth values.

Baselines without RAG We use Gemini-
1.5-flash  (Google DeepMind, 2023) and
Llama 3gp (Meta Al, 2023) as our base-
lines without RAG. These powerful open-source
LLMs are included to analyze the carbon reasoning
capabilities of LLMs without data augmentation.
Baselines with RAG We evaluate Self-RAG (Asai
et al., 2023), TAT-LLM (Zhu et al., 2024), Gemini-
1.5-flash and GPT-4 (OpenAl, 2023) as baselines
with RAG. Self-RAG retrieves relevant documents
and guides the LLM to generate the best possi-
ble answer. TAT-LLM emphasizes using LLMs
to answer questions based on well-formatted ta-
bles and texts. Additionally, we provide the exact
reference text along with the question to Gemini-
1.5-flash and GPT-4 to assess their performance on
CarbonPDF-QA dataset without fine-tuning.

4.2 Metrics

We adopt the Mean Squared Error (MSE) and Mean
Absolute Error (MAE) to measure the numerical
accuracy of the predicted answers from the gold
answers. We also use Exact Match (EM) to mea-
sure how often the predicted values match the gold
exactly (Rajpurkar et al., 2016). For questions with
multiple answers, the model is required to match
all gold answers exactly, including their order, to
be considered correct.

5 Results

5.1 Baseline Performance

Table 2 compares CarbonPDF with other baseline
techniques. Our technique consistently outper-
forms all baselines. Model-based approaches such
as ACT and CaML show high MSE and MAE due
to their reliance on general carbon estimates and de-
fault values, which lack customization for specific

Table 2: Baseline performance comparison.

Techniques | MSE | MAE | EM
Baselines without LL.M

ACT

(Gupta et al., 2022) 2.37e5 323.80 0.00

CaML

(Balaji et al., 2023) 1.90e5 230.70 0.28
Baselines without RAG

Gemini-1.5-flash 7.40e6 163.49 9.56

Llama 3gp 1.45¢33 | 1.18el14 | 5.23

Baselines with RAG

Self-RAG

(Asai et al., 2023) 7.22e6 173.03 16.79

TAT-LLM

(Zhu et al., 2024) 9.96e9 2584.14 | 0.152

Gemini-1.5-flash 4.35¢6 111.03 28.50

GPT4 1.25e4 33.01 51.47

CarbonPDF 81.02 0.35 98.48

Table 3: CarbonPDF performance on different question
types

Type | #Question | MSE | MAE | EM
Word Match 1959 2.35 0.08 98.11
Max/Min 487 0 0 100.00
Top 3/5 369 0.03 0.01 99.46
Calculation 2062 189.39 | 0.74 98.30

questions. Consequently, their Exact Match (EM)
scores are close to zero. LLM baselines without
RAG — Gemini-1.5-flash and Llama 3gp — also
exhibit significant errors, with EM values below
10%. This underscores the need for data augmenta-
tion to improve the accuracy of model predictions.

While RAG-based approaches show improved
performance, they still have lower performance
compared to our model. GPT-4 outperforms
Gemini-1.5-flash with higher EM and lower MAE
values, though it still makes significant errors on
some questions. We also compared our technique
to Self-RAG, which uses text to answer ques-
tions. However, the technique struggles with com-
plex reasoning questions. Additionally, our model
surpasses reasoning-based models like TAT-LLM,
which rely on well-formatted tables and text input.
This highlights the challenges current QA models
face in handling complex and inconsistent data in
CarbonPDF-QA dataset.

5.2 Performance on Different Question Types

Table 3 summarizes our CarbonPDF performance
across different question types shown in Figure 1.
The model performs well across all these question
types. Max/min and top-3/5 questions yield slightly
better results, likely due to their simpler reasoning



Table 4: Performance on multi-answer questions

#Answer | #Question | MSE | MAE | EM

0 1088 0.00 0.00 100.00
1 1165 71.31 0.38 98.97
2 878 81.49 0.50 98.41
3 849 54.97 0.32 97.88
4 712 272.26 0.75 95.93
5 185 1.08e-5 | 1.08e-4 | 99.46
Table 5: Ablation analysis of CarbonPDF.

Task \ MSE \ MAE \ EM

Few-shot 7.47¢6 | 193.54 | 10.29
Program-based Reasoning | 3.19e3 | 3.65 75.35
CarbonPDF 81.02 0.35 98.48

and fewer question variants, which reduce the po-
tential for errors. Word matching questions exhibit
similar EM compared to calculation questions but
have much lower MSE values in comparison. This
is because word-matching questions require Car-
bonPDF to extract relevant evidence and provide
an answer, whereas calculation questions involve
more complex reasoning, increasing the potential
for errors.

5.3 Performance on Multi-answer Questions

We now analyze the impact of questions requiring
multiple answers. Table 4 shows the results as we
vary the number of answers per question. For ques-
tions with irrelevant references, where no answer
is expected, our model accurately identifies these
references and provides no answers. As the num-
ber of required answers increases, the Exact Match
(EM) score gradually decreases due to the added
complexity in evidence extraction and carbon mod-
eling. Most multi-answer questions involve a mix
of calculation and word-matching types, which can
reduce accuracy. However, questions requiring five
answers still perform well because they primarily
consist of top-5 question types that CarbonPDF
handles effectively. In summary, CarbonPDF per-
forms well across questions with varying numbers
of answers. Nonetheless, complex questions with
fewer answers tend to show better performance.

5.4 Ablation Study

We conduct an ablation study to evaluate the impact
of various components. First, we analyze the effec-
tiveness of few-shot learning in our pipeline. Few-
shot learning involves providing a small number
of examples at inference time to guide the desired

Table 6: Errors sources in CarbonPDF.

Error Type Number | Percentage %
Evidence 74 100.00
Program Reasoning | 53 71.62
Relevant Token 23 31.08

PDF File Parsing 9 12.16

completion, which has been shown to perform well
in some tasks (Brown, 2020; Gautier et al., 2022).
Thus, we replace the fine-tuning step in Carbon-
PDF with a few-shot approach, where we provide
two examples to derive the final result. Table 5
shows the results of this approach. We observe that
the few-shot technique does not perform well on
our dataset. This is consistent with prior work that
indicates few-shot methods struggle with complex
reasoning tasks (Brown, 2020; Asai et al., 2023).

In addition to evaluating the few-shot approach,
we also evaluated CarbonPDF without the program-
based reasoning step. In this variation, we trained
CarbonPDF to generate the final answer directly
without using the program. This approach showed
improved performance compared to the few-shot
technique. However, even with this modification,
the performance did not surpass the CarbonPDF
model.

5.5 Error Analysis

We now analyze the sources of error in Carbon-
PDF’s outputs. To identify these errors, we analyze
the questions that were answered incorrectly and
determine the underlying causes. We classify errors
into four categories: (i) Evidence Errors, where the
evidence index or text retrieved by the system dif-
fers from the ground truth, indicating that incorrect
evidence was identified; (ii) Program Reasoning
Errors, which occur when the program’s execution
results in incorrect outputs due to flaws in logic
or reasoning; (iii) Relevant Token Errors, where
the predicted relevant tokens do not align with the
ground truth, often leading to irrelevant text be-
ing incorrectly selected as relevant; and (iv) PDF
Parsing Errors, which arise from inconsistencies or
spurious data during the PDF extraction process,
resulting in inaccuracies. Note that an output may
belong to multiple error categories.

Table 6 provides a summary of the errors in Car-
bonPDF, including their respective counts and per-
centages. We observe that all the incorrect answers
have issues with extracting the evidence. These
errors often occur due to the large size of the PDF



document and the separation of name-value pairs
across different locations, making it more challeng-
ing to accurately locate the relevant evidence. The
second largest source of errors is program genera-
tion, which is impacted by all other errors since it
is the final step in the process. Additionally, 31%
of the incorrect answers result from wrongly pre-
dicted relevant tokens. This error often occurs due
to the complexity and size of unstructured PDF
documents, making it difficult for the model to
understand and identify the relevant keywords. Ap-
proximately one-tenth of the errors are related to
PDF file parsing, which can lead to misinterpreta-
tions during evidence location or carbon modeling.
Detailed examples for each error type are discussed
in Appendix A.3.

6 Related Work

QA Datasets There are numerous existing QA
datasets. For structured data, such as Knowl-
edge Base (KB) and tables, notable examples in-
clude Complex Web Questions (Talmor and Berant,
2018) and TabFact (Chen et al., 2019). Text-based
QA datasets include SQuAD (Rajpurkar et al.,
2016), SearchQA (Dunn et al., 2017), and DROP
(Dua et al., 2019). For multi-hop QA, there are
HOTPOTQA (Yang et al., 2018) and HybridQA
(Chen et al., 2020). Hybrid datasets also include
TAT-QA (Zhu et al., 2021), which integrates tabu-
lar and textual content in the financial domain, and
TAT-LLM (Zhu et al., 2024), which utilizes well-
formatted tabular and textual data to train LLMs
on discrete reasoning. Our CarbonPDF-QA dataset
stands apart by including inconsistent or spurious
data extracted from PDFs, reflecting the challenges
of real-world document processing. Furthermore,
the tables in our dataset are not well-structured,
with column values that may span different para-
graphs, complicating data analysis.

QA Reasoning Numerous studies have explored
question-answering (QA) systems, including those
that use Retrieval-Augmented Generation (RAG)
approaches to guide large language models (LLMs)
in answering questions (Wei et al., 2022; Gao et al.,
2023; Guu et al., 2020; Lewis et al., 2020; Asai
et al., 2023). Despite these advancements, LLMs
often struggle with complex reasoning tasks, par-
ticularly numerical reasoning. Recent research has
focused on numerical reasoning over tabular and
textual data (Zhu et al., 2021; Li et al., 2022; Zhu
et al., 2022; Zhou et al., 2022; Li et al., 2023; Wei

et al., 2023), including financial reports (Chen et al.,
2021; Yuan et al., 2024). However, the application
of these techniques to real-world hybrid data, such
as that extracted from PDFs, remains relatively un-
explored. Our work addresses this gap by focusing
on the challenges posed by inconsistent data in the
context of sustainability reports.

Carbon Footprint Analysis Companies frequently
employ Lifecycle Assessment (LCA) methodolo-
gies to evaluate the environmental impact of their
products across the entire lifecycle, from raw mate-
rial extraction to disposal (Hauschild et al., 2018).
Tools like GaBi and SimaPro are widely used for
conducting these assessments, producing detailed
analyses that are often integrated into sustainability
reports (Silva et al., 2017). However, LCA meth-
ods require significant manual effort and depend
heavily on detailed input data, which companies of-
ten do not publicly disclose. Recent advancements
have focused on automating carbon footprint anal-
ysis through data-driven approaches (Gupta et al.,
2022; Balaji et al., 2023). These approaches typi-
cally utilize publicly available data, such as indus-
try averages or estimates, which tend to be less
accurate than the more precise, company-specific
data used in traditional LCA methods. The appli-
cation of question-answering (QA) systems within
the sustainability domain is relatively nascent. To
the best of our knowledge, our work is the first to
apply QA systems for carbon footprint assessments
within sustainability reports.

7 Conclusion

In this work, we introduce CarbonPDF-QA,
an open-source product carbon footprint QA
dataset with comprehensive annotations, compris-
ing around 25,000 questions of various types. We
leverage this dataset to fine-tune CarbonPDF, en-
abling it to perform reasoning with reference aug-
mentation and generate accurate results through our
program-based reasoning approach. We demon-
strate its effectiveness through extensive experi-
ments and show that CarbonPDF outperforms the
best baseline on all metrics. We anticipate that
the CarbonPDF-QA dataset and CarbonPDF model
will serve as valuable benchmarks and baselines,
fostering the development of more advanced QA
models for PDF documents and carbon footprint
estimation.



8 Limitations

One key limitation of current PDF parsing meth-
ods is their difficulty in handling data presented in
graphical forms, such as pie charts or bar graphs.
These visual elements are often used to convey
complex data, but traditional parsing techniques
that focus on text extraction struggle with purely
graphical content. This limitation poses a signifi-
cant challenge, as crucial information within these
visual elements can be missed or misinterpreted.
Since CarbonPDF primarily relies on text data, it
cannot effectively answer questions based on con-
tent that combines graphs and text. However, our
technique remains useful when numerical data is
presented alongside these graphs, as it can still ex-
tract and analyze this information. In the future,
we plan to explore multimodal large language mod-
els (LLMs) to perform reasoning on both text and
visual data.

Although CarbonPDF can handle various types
of questions, there are still limitations. For ex-
ample, if CarbonPDF is asked about the carbon
footprint of processors, but the exact term "proces-
sor" does not appear in the text, the system might
incorrectly deem the reference as irrelevant, even
if related terms like "mainboard" are present. This
occurs because the model is not capable of un-
derstanding synonyms or recognizing that certain
components are subsets of larger systems. A key
question for future research is whether large lan-
guage models (LLMs) can be trained to handle
such nuances, improving their reasoning ability to
understand related terms and components within a
broader context.

9 Ethics Statement

In this work, we first highlight the challenges of
processing PDF documents using examples from
our dataset. We then discuss how we collected and
processed our CarbonPDF-QA dataset. Following
this, we propose our CarbonPDF model, which fine-
tunes an LLM (Llama 3gp) to perform program-
based reasoning on unstructured PDF data. Our
model is developed using open-source tools and
datasets to aid in understanding and processing of
product sustainability reports. Therefore, we do
not anticipate any potential risks or negative ethical
issues associated with this work.

9.1 Data Collection and Licensing

We collected the product carbon footprint reports
that are publicly available. Our CarbonPDF-QA
dataset consists of content extracted from these
reports. We plan to release the data under CDLA-
Permissive' license. This will allow broad access
and use of our dataset, allowing recipients to mod-
ify and share the data freely.

9.2 Potential Risk

CarbonPDF may produce inaccurate results for cer-
tain questions. This may lead to misleading conclu-
sions or errors in evaluating environmental impacts.
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A Appendix

A.1 Prompt templates

The template for CarbonPDF training prompt is
shown in Listing 1. For testing, we use the prompt
in Listing 2 and ask the model to complete it. List
3 displays the few-shot prompt template used to
obtain the results in Table 5. List 4 and List 5 are
the prompt templates designed to train and test the
model without carbon modeling.

A.2 Evidence Locating Examples

Table 7 presents examples of evidence locating
during the testing of CarbonPDF across different
question types. Generally, CarbonPDF success-
fully identifies the correct evidence text, though it
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occasionally makes mistakes in predicting the pre-
cise evidence index (with blue text representing the
ground truth and red text indicating errors in pre-
diction). However, since the carbon modeling step
relies on the text itself rather than the index, our
goal of guiding the LLM to find the evidence loca-
tions is effectively achieved. It is also worth noting
that in the Word Match example, there are two start-
end index pairs for each evidence text. This occurs
because the percentage value and the associated
name are separated into different positions within
the text, requiring the use of two start-end pairs to
accurately locate them.

A.3 Carbon PDF Error Examples

Table 8 provides examples of errors in CarbonPDF.
In the evidence locating error example, the pre-
diction incorrectly identifies a percentage of 7.1%
(highlighted in red) instead of the correct value of
14.8% (highlighted in blue) located just before it,
leading to an incorrect final answer. In the pro-
gram generation error example, the LLM generates
two unnecessary lines of code, which result in the
correct carbon footprint of the power supply unit
being incorrectly calculated as the total carbon foot-
print. In the example for relevant token prediction
error, although both the product name and the com-
ponents are present in the reference, CarbonPDF
incorrectly classifies it as irrelevant. For the PDF
file parsing error example, the blue text in the cor-
rected reference indicates where the red text in the
original raw reference should be. After converting
a PDF file into raw text, issues such as spurious
data (like the duplicated "0.0%") and formatting
problems (such as the long space between "g" and
"e" in "percentage") can be introduced, leading to
misinterpretations.
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Listing 1: CarbonPDF Training Prompt Template

You'll be provided with some questions and a reference. First, you must check
whether the reference is relevant to the question and generate a token. If the
reference is relevant, identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes, generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets

The program is enclosed by triple backticks. The final answer in the program
is of list type.

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?: {True/False}

### Evidence: {[index]:"evidence text"}

### Program:

{program}

Listing 2: CarbonPDF Testing Prompt Template

You'll be provided with some questions and a reference. First, you must check
whether the reference is relevant to the question and generate a token. If the
reference is relevant, identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes, generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets

The program is enclosed by triple backticks. The final answer in the program
is of list type.

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?:

Question Type | Evidence
G:{"[1014,1018], [1643,1649]": "47.7%, Display", "[1032,1035], [1684,1703]": "7.1%, Power Supply
Word Match Unit(s)", "[1062,1065], [1809,1817]": "0.5%, Packaging"}
P:{"[1014,1018], [1643,1649]": "47.7%, Display", "[1030,1033], [1684,1703]": "7.1%, Power Supply
Unit(s)", "[1059,1062], [1809,1817]": "0.5%, Packaging"}
G:{"[2396,2410]": "Hard Drive 3.0%", "[2430,2441]": "Battery 2.7%", "[2372,2394]": "Chassis &
Assembly 4.8%", "[2412,2428]": "Power Supply 7.0%", "[2443,2474]": "Mainboard and Other Boards
Max/Min 26.6%", "[2476,2488]": "Display 35.2%", "[2490,2503]": "Packaging 0.4%"}
P:{"[2396,2410]": "Hard Drive 3.0%", "[2430,2441]": "Battery 2.7%", "[2372,2394]": "Chassis &
Assembly 4.8%", "[2412,2428]": "Power Supply 7.0%", "[2443,2474]": "Mainboard and Other Boards
26.6%", "[2476,2488]": "Display 35.2%", "[2490,2503]": "Packaging 0.4%"}
G:{"[138,150]": "Chassis 21.0%", "[180,219]": "Power Supply Unit & External Cables 1.7%",
"[106,136]": "Mainboard and other boards 9.6%", "[92,104]": "Display 61.6%", "[165,178]":
Top 3/5 "Packaging 2.2%"}
P:{"[138,150]": "Chassis 21.0%", "[180,219]": "Power Supply Unit & External Cables 1.7%",
"[106,136]": "Mainboard and other boards 9.6%", "[92,104]": "Display 61.6%", "[165,178]":
"Packaging 2.2%"}
G:{"[2925,2938]": "125kg CO 2 eq.", "[2944,2960]": "Manufacturing 69%", "[211,248]": "Power Supply
Unit & External Cables 4%", "[148,158]": "Display 33%", "[187,196]": "Chassis 7%", "[117,146]": "
Calculation Mainboard and other boards 38%" }
P:{"[2925,2938]": "125kg CO 2 eq.", "[2944,2960]": "Manufacturing 69%", "[211,248]": "Power Supply
Unit & External Cables 4%", "[147,157]": "Display 33%", "[187,196]": "Chassis 7%", "[117,146]": "
Mainboard and other boards 38%" }

Table 7: Examples of the evidence locating in our CarbonPDF. G and P represent ground truth and prediction.
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Listing 3: Few-Shot Prompt Template

You'll be provided with some questions and a reference. First, you must check
whether the reference is relevant to the question and generate a token. If the
reference is relevant, identify the necessary evidence from it to answer the
questions. View the whole reference text as a character array. Output the
evidence and the locations of the evidence as start and end indexes in the
character array. Based on the evidence and indexes, generate the Python program
to compute and answer the questions. The indexes are enclosed by square brackets

The program is enclosed by triple backticks. The final answer in the program
is of list type.

Here are some examples.

Example 1:

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?: {True}
### Evidence: {[index]:"evidence text"}
### Program:

{program}

Example 2:

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?: {False}
### Evidence: {[index]:"evidence text"}
### Program:

{program}

Now the question and reference are shown below. What are the answers to the question
?

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?:

Listing 4: CarbonPDF without Carbon Modeling Training Prompt Template

You'll be provided with some questions and a reference. First, you must check
whether the reference is relevant to the question and generate a token. If the
reference is relevant, extract the essential information to answer the questions

View the whole reference text as a character array. Output the evidence and
the locations of the evidence as start and end indexes in the character array.
Based on the evidence and indexes, compute and answer the questions. The indexes

are enclosed by square brackets. The final answer is of list type.

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?: {True/False}

### Evidence: {[index]:"evidence text"}

### Answer: {answer}

Listing 5: CarbonPDF without Carbon Modeling Testing Prompt Template

You'll be provided with some questions and a reference. First, you must check
whether the reference is relevant to the question and generate a token. If the
reference is relevant, extract the essential information to answer the questions

View the whole reference text as a character array. Output the evidence and
the locations of the evidence as start and end indexes in the character array.
Based on the evidence and indexes, compute and answer the questions. The indexes

are enclosed by square brackets. The final answer is of list type.

### Question: {question}

### Reference: {reference text}

### Is Reference Text Relevant?:
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Error Type Example

Q: What are the carbon footprint percentages of the manufacturing, power supply unit,
and mainboard and other boards in the VS2690G desktop?

R: 23.8% 14.8% 7.1% ... Product breakout ... Mainboard (and other boards)

Power Supply Unit(s) Chassis.. Manufacturing 53.4%

G: [53.4%, 14.8%, 23.8%]

P: [53.4%, 7.1%, 23.8%]

Q: What are the carbon footprints of power supply unit, total, and batteries

Evidence

in the C723T-TCO laptop?
R: 212 +/- 401kgCO2e ... 9.5% ... 3.4% ... Power Supply Unit(s) ... Battery
G Program:

total_carbon=212.0

power_percent=0.095

power_carbon=total_carbon*power_percent

batteries_percent=0.034

batteries_carbon=total_carbon*batteries_percent
answer=[power_carbon,total_carbon,batteries_carbon]

Program Reasoning | P Program:

total_carbon=212.0

power_percent=0.095

power_carbon=total_carbon*power_percent

power_answer=total_carbon

batteries_percent=0.034

batteries_carbon=total_carbon*batteries_percent

batteries_answer=batteries_carbon

answer=[power_answer,total_carbon,batteries_answer]

G: [20.14, 212.0, 7.208]

P: [212.0,212.0, 7.208]

Q: What are the carbon footprints of HDD, display, and batteries in the Latitude 3520 laptop?
R: Dell Latitude 3520 ... Hard Drive 3.1% ... Battery 2.6% ... Display 42.8%

G: True

P: False

Q: What are the carbon footprint percentages of the packaging, mainboard and other boards,
chassis, and power supply unit in the VX8715GT desktop?

R: by percentag e % 43.0% 23.9% 15.8% 7.5% 3.0% 2.0% 1.7% 1.7% 0.9% 0.6% 0.0% 0.0%
... End of Life Product breakout Use Mainboard (and other boards) Power Supply Unit(s)
Chassis Transport Optical Drive(s) Hard Drive(s) Solid State Drive(s) 2023/Jun Packaging
0.00 0.00 Product Weight

R Corrected: by percentage % 43.0% 23.9% 15.8% 7.5% 3.0% 2.0% 1.7% 1.7% 0.9% 0.6%
0:0%-0:0% ... Product breakout Use Mainboard (and other boards) Power Supply Unit(s)
Chassis Transport Optical Drive(s) Hard Drive(s) Solid State Drive(s) End of Life Packaging
06:00-0-00 2023/Jun Product Weight

G:[0.6%, 23.9%, 7.5%, 15.8%]

P:[1.7%, 23.9%, 7.5%, 15.8%]

Relevant Token

PDF File Parsing

Table 8: Examples of the errors in our CarbonPDF. Q, R, G, and P represent question, reference text, ground truth,
and prediction.
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