Can contrastive learning help parallel sentence mining of low-resource
languages?

Anonymous ACL submission

Abstract

Recent work on cross-lingual sentence repre-
sentation focused on contrastive learning as
an alternative to pre-training based on paral-
lel sentences due to their scarcity, especially
for lower-resourced languages. In this study,
we assess the robustness of two contrastive
learning strategies which either use translit-
eration or natural language inference datasets
to create positive and negative pairs. Instead
of sentence matching, we evaluate the quality
of the more complex parallel sentence mining
task on five language pairs with low-resource
(and endangered) languages: Lower Sorbian-
German, Chuvash-Russian, Corsican-French,
Mingrelian-Georgian, and Mingrelian-English.
We find that while contrastive learning based
on NLI is better overall and improves the rep-
resentation quality, it remains effective mostly
for our experiments on language pairs in the
same script or language family.

1 Introduction

There are two main ways to obtain multilingual
sentence representations: either by simply averag-
ing the word embeddings of a language model or
using parallel sentences to further train the model,
such as LaBSE (Feng et al., 2022) or LASER and
its variants (Artetxe and Schwenk, 2019b; Hef-
fernan et al., 2022). While the second approach
achieves better performance overall, its effective-
ness for a given language depends on the existence
of parallel corpora or its proximity to any of the
pre-training languages. This is why contrastive
learning has been explored as a viable strategy to
enhance multilingual sentence-level representation
without requiring parallel sentences. In this article,
we consider two such systems: one which relies
on transliteration to improve the multilingual repre-
sentation across writing systems (Liu et al., 2024)
and another that only requires Natural Language
Inference (NLI) datasets (Gao et al., 2021; Wang
etal., 2022).

The cross-lingual sentence representation qual-
ity can notably be assessed with two related tasks:
parallel sentence matching (or sentence retrieval),
where sentence pairs are shuffled and the pairing
should be found again, or parallel sentence min-
ing (or bitext mining), where truly parallel pairs
must be found among larger monolingual corpora.
Previous works mostly focused on either the eas-
ier sentence matching (e.g., Tatoeba benchmark,
Artetxe and Schwenk, 2019b) or parallel sentence
mining but on high-resource languages (e.g., the
BUCC benchmark, Zweigenbaum et al., 2017). In
this work, we focus on parallel sentence mining for
low-resource languages.

The main research question to answer is hence:
to what extent does contrastive learning without
parallel sentences scale to mine parallel sentences
for low-resource languages? We extend an exist-
ing methodology for synthetic corpus creation to
five pairs for four low-resource languages, covering
three writing systems and three language families.
We then apply the two mentioned contrastive learn-
ing approaches to multilingual language models to
evaluate their cross-lingual capabilities. We release
the trained models and benchmark corpora’.

2 Languages and corpora

We study the following (source-target) language
pairs: Lower Sorbian-German, Chuvash-Russian,
Corsican-French, and Mingrelian paired with Geor-
gian and English. All four source languages are
classified as ‘scraping-by’ (1 on a scale from 0 to
5) in the taxonomy of Joshi et al. (2020) in terms
of available resources. Besides, Ethnologue (Eber-
hard et al., 2025) considers all but Mingrelian as
endangered, while the UNESCO (2010) lists Chu-
vash as vulnerable and the three other languages as
definitely endangered. We designate the five well
(or better)-resourced languages (classified as 3 or
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above on the taxonomy) as target.

Lower Sorbian-German (DSB-DE) Lower Sor-
bian (ISO code: dsb) is a Slavic language spoken in
Germany (Brandenburg). It is related to Upper Sor-
bian, the other language from the Sorbian branch,
or Polish. It is hence a pair of two Indo-European
languages, but from a different branch, written in
the Latin script.

Chuvash-Russian (CHV-RU) Chuvash (chv)is a
Turkic language spoken in the Chuvash Republic
in Russia. It is quite distant from other related
languages, as it belongs to its own branch. Both
languages in the pair use the Cyrillic script but
belong to different language families.

Corsican-French (COS-FR) Corsican (cos) is a
language spoken on the islands of Corsica in France
and Sardinia in Italy. The language pair is hence
very close, as both are from the Romance branch
of the broader Indo-European language family and
written in the Latin script.

Mingrelian-Georgian/English  (XMF-KA/EN)
Mingrelian (xmf) is a Kartvelian language (where
Georgian also belongs), spoken in Western Georgia.
For the XMF-KA pair, the source-target language
distance is hence smaller than for XMF-EN (same
language family and same Georgian script).

Corpus creation We create synthetic corpora
for parallel sentence mining, following the BUCC
Shared Task methodology (Zweigenbaum et al.,
2017). We mix gold parallel sentence pairs in
monolingual corpora in each language, and the goal
is to retrieve them. Both the DSB-DE and CHV-RU
pairs were considered in the WMT Shared Tasks
in Unsupervised MT and Very Low Resource Su-
pervised MT (Libovicky and Fraser, 2021; Weller-
Di Marco and Fraser, 2022), which gives us both
parallel and monolingual sentences. For COS-FR,
we use parallel corpora from OPUS (Tiedemann,
2012) and monolingual sentences from the Leipzig
corpora (Goldhahn et al., 2012). For Mingrelian,
we use the Megrelian Language Corpus (Gersamia
and Lobzhanidze, 2022), which consists of three-
way parallel sentences: Mingrelian, Georgian, and
English. This enables us to create two corpora,
XMF-KA and XMF-EN, with the same monolingual
sentence pairs by using Georgian-English parallel
sentences as target. Appendix A details the exact
corpora that were used.

We split each created corpus into training and
test sets following a 25:75 ratio. Table 1 presents
the datasets of the five language pairs in descending
order of size.

language train test

source  target paral. source target paral.
DSB-DE 42,365 49,715 1,497 127,015 148,992 4,496
CHV-RU 30,205 30,998 998 90,620 92,998 2,998
COS-FR 4815 5,185 185 14,419 15553 557
XMF-KA/EN 2,443 2443 68 7,330 7,330 205

Table 1: Size of the training and test datasets, where
source and target include the injected parallel sentences.

3 Language models

Multilingual language models We use the stan-
dard approach of averaging the word embeddings?
to get the sentence-level representation from a lan-
guage model. We mainly compare two models:
XLM-RoBERTa or XLLM-R (base) (Conneau et al.,
2020) and Glot500-m (Imani et al., 2023). The lat-
ter extends the former towards more than 500 lan-
guages with a particular focus on low-resource lan-
guages through pre-training on monolingual data.

Contrastive learning with transliteration We
consider Furina (Liu et al., 2024), an extension
of Glot500-m, which uses a contrastive learning
framework to improve cross-lingual transfer be-
yond script differences. They fine-tune with a
Transliteration Contrastive Modelling objective,
which pairs the original sentence with its translit-
eration in Latin script (positive) against other (neg-
ative) examples. Transliteration is also applied to
Latin script languages (i.e., removing diacritics or
converting special characters).

Contrastive learning with NLI datasets The
other work we assess is mSimCSE from (Wang
et al., 2022), which extends the English-focused
SimCSE (Gao et al., 2021) in the multilingual
space. Their main system is mSimCSE-en, which
uses batch contrastive learning on XLM-R large
using English NLI data only (Conneau et al., 2017;
Reimers and Gurevych, 2019). Inside one batch,
sentences with an ‘entailment’ relationship are
considered as positive pairs, while the ‘contradic-
tion’ relation is its hard negative. This approach
(mSimCSE-en-L) led to significant improvement
on both sentence matching and mining, while it
only used (monolingual) English sentences.

*We use the 8th layer for all language models.



Wang et al. (2022) also apply the same approach
but with a multilingual NLI dataset to further foster
cross-lingual transfer. This approach led to further
improvement on their retrieval tasks compared to
mSimCSE-en-L. In this work, however, we replace
the base model with XLM-R base, for a fairer com-
parison with our baseline, and train it on the same
XLNI dataset (Conneau et al., 2018). We denote
this setting mSimCSE-multi-B.

Additionally, we switch the base model from
XLM-R to Glot500-m and carry out contrastive
learning using English NLI, giving us the new
mSimCSE-Glot500-m-en model.

Isotropy improvement Multilingual sentence
embeddings can also be improved by tackling the
anisotropy of the vectors in the multilingual space.
A method that has been recently explored is to ap-
ply a cluster-based isotropy enhancement or CBIE
(Rajaee and Pilehvar, 2021), as in (Hammerl et al.,
2023)3. This technique first clusters the vectors
and then uses a Principal Component Analysis to
remove the top 12 principal components. We apply
it to the Glot500-m sentence-level representation
This setting will be called Glot500-m+CBIE.

Sentence encoders All the previous systems are
compared to LaBSE (Feng et al., 2022), a state-of-
the-art sentence encoder which was trained using a
large amount of parallel sentences.

Appendix B summarises the language coverage
of the models.

4 Experimental setting

4.1 Mining pipeline

We use an established mining pipeline, where we
updated the system of (Hangya and Fraser, 2019)
with contextual embeddings. It consists of two
steps: first, it converts each sentence into embed-
dings in the same multilingual space using the sys-
tems previously described. Then, sentences are
compared according to a dedicated similarity met-
ric, CSLS (Artetxe and Schwenk, 2019a). We se-
lect our similarity threshold based on the training
set performance. The experiments are evaluated
using the F-score. Appendix C lists computational
details for reproducibility.

4.2 Mining results

Table 2 displays the results on the five synthetic
corpora. We first notice that pre-training on the

Shttps://github.com/KathyHaem/outliers.

LM DSB-DE CHV-RU COS-FR XMF-EN  XMF-KA
XLM-R 0.66 3.06 21.67 1.50 5.84
G500 2.24 14.01 48.96 4.23 26.46
Furina 5.46 1144  47.73 2.51 29.10
mSC-en-L 8.92 6.15 57.77 4.81 14.63
mSC-multi-B 8.87 539 41.88 2.29 10.72
mSC-G500-en 7.23 20.62  42.12 3.28 34.57
G500+CBIE 10.86  29.69 64.00 3.02 39.79
LaBSE 5512 22.00 84.22 25.35 38.89

Table 2: F-scores (%) on the five test sets. mSC stands
for mSimCSE, while G500 designates Glot500-m. Re-
sults in bold indicate the best score.

language is crucial when using averaged word em-
beddings for sentence representation, as Glot500-
m significantly outperforms XLM-R on seen lan-
guages, while it struggles with the unseen dsb.

Furina has an ambivalent influence on the min-
ing quality compared to Glot500-m. The additional
transliteration contrastive learning seems to benefit
DSB-DE and XMF-KA only, degrading performance
otherwise. For the former pair, the transliteration
of the specific characters in dsb might have im-
proved cross-lingual transfer, while for the latter,
the approach seems to help because the script is
less represented in the pre-training dataset.

Methods based on mSimCSE lead to noticeable
improvement compared to XLM-R (base), espe-
cially when the languages are close (COS-FR or
XMF-KA). It lags behind Furina for both CHV-RU
and XMF-KA, which happen to be written in non-
Latin scripts (source and target). The multilingual
extension (mSimCSE-multi-B) mostly helps closer
language pairs than distant ones (e.g., XMF-EN),
and, despite its longer training time, it is not neces-
sarily a better approach than mSimCSE-en*.

Our extension using Glot500-m brings signifi-
cant improvement to both mSimCSE-en but also
Glot500-m in CHV-RU and XMF-KA, thanks to
both additional pre-training and better cross-lingual
transfer. It, however, struggles to outperform
Glot500-m in COS-FR and XMF-EN and mSimCSE-
en on DSB-DE.

The isotropy enhancement technique improves
the mining quality of Glot500-m by a large mar-
gin, except for the XMF-EN pair where it degrades
it. This method even manages to outperform the
otherwise best approach, LaBSE, for two language
pairs. But, LaBSE can rely on related languages

*Additional experiments with XLM-R (base) and English
NLI indicate better scores than mSimCSE-multi-B.
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for the other three language pairs: Polish for DSB-
DE, Italian for COS-IT and Georgian for XMF-EN.
We suppose that this makes its language and script
alignment more robust.

4.3 Case study of Mingrelian

The Mingrelian-Georgian and English corpora en-
able us to compare the quality of the bilingual sen-
tence representation directly. We notice that for
all models, the XMF-EN pair is more challenging
than XMF-KA. This is mainly due to the diver-
gence in script and language family, underlining
the language or script ‘cluster’ phenomenon in mul-
tilingual language models (Wang et al., 2022; Liu
etal., 2024).

Contrastive learning with transliteration or NLI
datasets both improved over Glot500-m for the
XMF-KA pair, while it degraded for XMF-EN. We
thus note that the script and language family barrier
has not been overcome yet, as contrastive learning
improved within a language and script cluster to
the detriment of the Latin-Georgian script or Indo-
European-Kartvelian alignments.

Additionally, we also applied CBIE to the
mSimCSE-Glot500-en model and achieved F-
scores of 36.82 for Georgian and 4.17 for English.
This means that the isotropy enhancement can
still improve cross-lingual transfer even after con-
trastive learning; however, there is no clear synergy
since it remains worse than using CBIE directly on
Glot500-m for XMF-KA.

5 Related works

Contrastive learning (Chopra et al., 2005; Hadsell
et al., 2006) is used to improve the sentence repre-
sentation by comparing a positive and a negative
example for a given sentence, bringing similar sen-
tences closer together. It has been applied for En-
glish sentence representation, such as in SImCSE
(Gaoetal., 2021). This framework can be either un-
supervised, using dropout to corrupt the sentence,
or supervised using the NLI sentence relationship.

The next step was its extension to multilingual
sentence embeddings, such as mSimCSE, where
Wang et al. (2022) showed that using English NLI
datasets could improve the overall cross-lingual
generalisability of the representation. This method
proved to be more efficient than similar methods
without contrastive learning, such as Goswami et al.
(2021). Another approach was to use a monolin-
gual setting, where transliteration is applied to the

original sentence (Liu et al., 2024).

These methods remain more accessible for low-
resource languages as they do not require parallel
sentences for training at all, as opposed to sentence
encoders such as LASER (Artetxe and Schwenk,
2019b) or LaBSE (Feng et al., 2022). Still, for low-
resource languages, Heffernan et al. (2022) notably
improve LASER using distillation with a multilin-
gual teacher and monolingual student (LASER3).
The training relies on both parallel corpora and
monolingual sentences. Tan et al. (2023) extend
this work using contrastive learning with large par-
allel corpora (>40K sentences); for a given sen-
tence pair, the English translation is considered as
a positive example, while fairly similar English sen-
tences are considered as a negative example. This
is due to the better representation on the target side.
We do not consider similar approaches because of
the size of the available parallel sentences for some
of our language pairs (e.g., with Mingrelian).

6 Conclusion

We evaluated two contrastive learning approaches
to improve multilingual sentence embeddings: Fu-
rina, which uses transliteration for robustness
across scripts, and mSimCSE, which relies on
mono- or multilingual NLI datasets. Parallel sen-
tence mining experiments on five corpora repre-
senting various levels of language distance (both in
terms of language family and script) show that if
contrastive learning does improve the cross-lingual
representation on average, it still struggles for chal-
lenging pairs (e.g., XMF-EN) with too different
source and target languages. We also note that
having a poor representation of the language in
the model (e.g., dsb) cannot be patched with con-
trastive learning alone.

We saw that considering languages paired with
English only occults the extent of (mis-)alignment
in the multilingual space (e.g., with Mingrelian).
Since contrastive learning significantly improved
for the closer XMF-KA pair, this suggests that ‘lo-
cally’, Mingrelian is better represented for cross-
lingual transfer with Georgian.

Future work includes the extension of the study
to more language pairs: either on the source side
with more low-resource languages or on the target
side through automatic translation of the current
parallel sentences. Moreover, we will focus on
improving the alignment between distant language
pairs such as Mingrelian-English.



Limitations

Although our extension of mSimCSE with Glot500-
m did not bring any state-of-the-art performance,
our aim was to assess its effectiveness in improving
the sentence-level representation for low-resource
languages. We found that it indeed helps overall,
albeit not as much as other techniques such as CBIE
or direct supervision with a large number of parallel
sentences. More generally, we see that LaBSE is a
robust baseline model, despite having never seen
some of the source languages we considered. It
has, nonetheless, been extensively pre-trained in
related languages.

In terms of mining quality, we observe that for
most pairs (all except Corsican-French), the rep-
resentation quality is still low. This is likely due
to the different challenges we looked for in each
language pair: the absence from the pre-training
data for DSB-DE, the language distance (but in the
same script) for CHV-RU, and the diverse script and
language family for XMF-EN.

Finally, the choice of language pairs (and cor-
responding datasets) is bound by the availability
of resources (both monolingual and parallel). The
main bottleneck is the number of guality parallel
sentences, which restricts the overall dataset size
and explains the variation in the dataset size. It also
reduces the number of possible language pairs to
study.
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A Corpora details

Below are the resources that we use to create our
synthetic corpus for parallel sentence mining.
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Lower Sorbian-German We use the data from
the WMT 2022 Shared Tasks in Unsupervised MT
and Very Low Resource Supervised MT> (Weller-
Di Marco and Fraser, 2022) for both monolingual
and parallel sentences in Lower Sorbian. More pre-
cisely, we use mono.dsb.gz (actually released in
2021) for the monolingual part and combine the
devtest.dsb-de.tgz (2021) and the 2022 train-
ing data files for the parallel corpus. For German,
we use the news data from the Leipzig corpora
(Goldhahn et al., 2012) in German (2021, 300K sen-
tences).

Chuvash-Russian This language pair was stud-
ied in the WMT 2021 Shared Tasks in Unsu-
pervised MT and Very Low Resource Super-
vised MT (Libovicky and Fraser, 2021). We
combined the development and test datasets
(devtest.chv-ru.tgz) to have the parallel sen-
tences, while we use monocorpus_chv.zip for
monolingual Chuvash data. The Russian monolin-
gual sentences also come from the Leipzig corpora
(Wikipedia 2021).

Corsican-French For this language pair, we use
parallel sentences from OPUS (Tiedemann, 2012).
Given the dataset size, we combine the Wikimedia
dataset and the eight sentences from Tatoeba and
filter sentences with two or fewer words. We also
manually corrected some sentences that were mis-
aligned. On the monolingual side, we rely on the
Leipzig corpora and use the Wikipedia corpus for
both Corsican and French. We namely combine
all three available corpora for Corsican (Wikipedia
2014, 2016, and 2021, each with 10K sentences).
We use the 2021 30K Wikipedia corpus for French.

Mingrelian-Georgian/English The three-way
parallel dataset® is released under a CC BY-NC-
SA 4.0 licence. We use the 2021 10K Wikipedia
corpus for Mingrelian. For the Georgian or En-
glish monolingual side, we use a Georgian-English
parallel corpus from OPUS.

B Language coverage of the models

Table 3 summarises the languages present in the
pre-training dataset of the three language models
that we compare, XLM-R, Glot500-m, and LaBSE.
Glot500-m extends XLM-R (base) to more than

5https ://www.statmt.org/wmt22/unsup_and_very_
low_res.html.
https://xmf.iliauni.edu.ge/.

500 languages, of which Chuvash (859,863 sen-
tences), Corsican (3,015,055), and Mingrelian
(174,994). We note that LaBSE is trained on
more than 109 languages, including Corsican (both
monolingual and parallel sentences). All three mod-
els have seen the five target languages (English,
French, Georgian, German, and Russian, in alpha-
betical order). We recall that Furina is based on
Glot500-m and mSimCSE on XLM-R.

XLM-R Glot500-m LaBSE

dsb X X X
chv X v X
cos X v v
xmf X v X

Table 3: Languages seen during pre-training for the
three back-end multilingual language models.

C Computational details

The parallel sentence mining pipeline relies on the
creation of the sentence-level representation and
the mining itself, both scaling with the dataset size
(i.e., the longest experiments being for DSB-DE).
The mining part carries out similarity search us-
ing Faiss (Johnson et al., 2019), which can also
run with GPUs for faster results. We used 1 GPU
(NVIDIA A100 or H100) for all our experiments.
None of them took more than two hours.

We have also trained or retrained models using
the mSimCSE framework (Wang et al., 2022). To
ensure comparability, we use the same pre-training
parameters as the default implementation. Using
the same GPU resources as above, the training took
a few hours; the longest computation time was for
multilingual contrastive learning with XLNI.
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