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Abstract

The surge in Large Language Models (LLMs)001
has revolutionized natural language processing,002
but fine-tuning them for specific tasks often en-003
counters challenges in balancing performance004
and preserving general instruction-following005
abilities. In this paper, we posit that the dis-006
tribution gap between task datasets and the007
LLMs serves as the primary underlying cause.008
To address this problem, we introduce Self-009
Distillation Fine-Tuning (SDFT), a novel ap-010
proach that bridges the distribution gap by guid-011
ing fine-tuning with a distilled dataset gener-012
ated by the model itself to match its original dis-013
tribution. Experimental results on the Llama-2-014
chat model across various benchmarks demon-015
strate that SDFT effectively mitigates catas-016
trophic forgetting while achieving comparable017
or superior performance on downstream tasks018
compared to the vanilla fine-tuning. Moreover,019
SDFT demonstrates the potential to maintain020
the helpfulness and safety alignment of LLMs.021

1 Introduction022

In recent years, the development of Large Lan-023

guage Models (LLMs) has emerged as one of024

the most groundbreaking advancements in Natu-025

ral Language Processing (NLP). LLMs such as026

GPT-3 (Brown et al., 2020) and PaLM (Chowdhery027

et al., 2023) have revolutionized the field by lever-028

aging massive textual corpora during pre-training,029

enabling them to achieve remarkable few-shot per-030

formance across a wide range of tasks. The intro-031

duction of Supervised Fine-Tuning (SFT) (Ouyang032

et al., 2022b; Chung et al., 2022) has further pro-033

pelled the capabilities of LLMs, particularly in en-034

hancing their instruction-following abilities. Inter-035

estingly, even when starting with the same base036

LLM (Touvron et al., 2023; Bai et al., 2023), minor037

variations in the supervised dataset can lead to sig-038

nificant differences in model performance (Zhou039

et al., 2023; Wang et al., 2023). Consequently,040
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Figure 1: Unlike vanilla fine-tuning, which may com-
promise seed LMs, our proposed self-distillation fine-
tuning (SDFT) approach enhances seed LMs with im-
proved downstream task performance while largely
maintaining broad capabilities already learned.

the open-source community has witnessed rapid 041

growth in LLM variants with different SFT datasets 042

and techniques, thereby augmenting their utility 043

and accessibility. 044

However, SFT typically prioritizes improving 045

general instruction-following abilities, suggesting 046

that LLMs with SFT might face challenges in spe- 047

cific downstream tasks. As a result, repurposing 048

these models as Seed Language Models (seed LMs) 049

for subsequent fine-tuning tailored to specific down- 050

stream tasks has emerged as an appealing approach. 051

While the approach seems optimistic, our prelimi- 052

nary study reveals the challenge of simultaneously 053

enhancing task-specific performance and preserv- 054

ing general instruction-following abilities through 055

vanilla fine-tuning, primarily due to the issue of 056

catastrophic forgetting. Echoing our findings, re- 057

cent studies have highlighted that fine-tuning, even 058

with benign datasets, can compromise the safety of 059

seed LMs (Qi et al., 2024; Yang et al., 2023; Zhan 060

et al., 2023; Pelrine et al., 2023). As evidenced, 061

fine-tuning methods that alleviate catastrophic for- 062

getting remain missing. 063

In this paper, we propose a novel fine-tuning 064

method, Self-Distillation Fine-Tuning (SDFT), to 065
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mitigate catastrophic forgetting during fine-tuning.066

We hypothesize that catastrophic forgetting stems067

from the distribution shift between the task dataset068

and the seed LMs. To address this issue, SDFT first069

prompts the seed LM to generate a response that is070

consistent with the target response for the task. A071

representative example of generated responses is072

depicted in Figure 2. This refined, self-generated073

response is then used as a surrogate target during074

subsequent fine-tuning. By leveraging the model’s075

own responses as targets, SDFT inherently main-076

tains the original distribution, avoiding distribution077

shift and thereby preserving capabilities. The work-078

flow of SDFT is illustrated in Figure 1.079

We systematically evaluate SDFT by comparing080

its performance against that of vanilla fine-tuning081

and the seed LM across a variety of benchmarks.082

These benchmarks encompass: (1) diverse down-083

stream tasks, including mathematical reasoning,084

tool use and code generation; (2) assessments of085

general helpfulness and safety alignment. Results086

on all benchmarks demonstrate the superiority of087

SDFT compared to vanilla fine-tuning. For in-088

stance, vanilla fine-tuning on the OpenFunctions089

dataset (Patil et al., 2023) leads to a decrease in ac-090

curacy on the HumanEval benchmark (Chen et al.,091

2021) from 13.4 to 9.8, constituting a decline of092

27%. In contrast, SDFT not only mitigates this093

degradation, but also marginally enhances the ac-094

curacy to 15.2. We also conduct an in-depth anal-095

ysis of our method, which indicates that increas-096

ing the proportion of distilled responses for fine-097

tuning leads to a decrease in catastrophic forget-098

ting, thereby confirming that SDFT mitigates catas-099

trophic forgetting by bridging the distribution gap.100

2 Related Work101

Fine-Tuning Fine-tuning is a prevalent strategy102

for improving the performance of models on down-103

stream tasks, as demonstrated in domains includ-104

ing coding (Roziere et al., 2023; Luo et al., 2024),105

arithmetic (Luo et al., 2023a), healthcare (Jin et al.,106

2023) and finance (Wu et al., 2023). Vanilla fine-107

tuning directly maximizes the log-likelihood of tar-108

get responses. Similar to our work, Self-Play Fine-109

tuning (Chen et al., 2024) employs the identical110

LLM as both generator and discriminator, steering111

the model to prefer annotated response over gener-112

ated outputs. As the LLM’s distribution ultimately113

converges with that of the training data, the method114

does not alleviate forgetting during fine-tuning.115

Continual Learning Fine-tuning enables mod- 116

els to adapt to new data distributions, improving 117

their efficacy on downstream tasks. However, this 118

process can lead to the loss of previously acquired 119

knowledge, an issue known as catastrophic forget- 120

ting (French, 1999). A related domain is continual 121

learning (Kirkpatrick et al., 2017; Lopez-Paz and 122

Ranzato, 2017), which seeks to enable models to 123

acquire new knowledge while mitigating such for- 124

getting. Traditional methods often depend on the 125

preservation of historical data for replay (Scialom 126

et al., 2022; Luo et al., 2023b), the computation 127

of parameter importance (Kirkpatrick et al., 2017; 128

Aljundi et al., 2018), or the assignment of distinct 129

neurons to different tasks (Mallya and Lazebnik, 130

2018). However, fine-tuning LLMs is particularly 131

challenging due to their extensive parameter and 132

task space, compounded by the frequent unavail- 133

ability of original training datasets, which dimin- 134

ishes the feasibility of these established techniques 135

(Kirkpatrick et al., 2017; Lopez-Paz and Ranzato, 136

2017; Scialom et al., 2022). Although recent re- 137

search (Luo et al., 2023b; Scialom et al., 2022) 138

highlights the significance of continual learning for 139

LMs, there are scant feasible solutions for LLMs. 140

In this paper, we conduct a comprehensive eval- 141

uation of the catastrophic forgetting issue during 142

the fine-tuning of LLMs and propose a simple yet 143

effective strategy specifically designed for LLMs. 144

Alignment As the capabilities of Large Lan- 145

guage Models (LLMs) expand, so does the po- 146

tential for generating toxic content, engendering 147

significant safety concerns (Perez et al., 2022; Gan- 148

guli et al., 2022). In response, various strategies 149

have been proposed to align LLMs with human 150

ethical standards and prevent the generation of 151

toxic content. Prevalent methods including in- 152

struction tuning (Ouyang et al., 2022a; Touvron 153

et al., 2023), reinforcement learning from human 154

feedback (Ouyang et al., 2022a; Bai et al., 2022), 155

and self-alignment techniques (Sun et al., 2023). 156

Employing these alignment techniques, LLMs 157

strike a dedicate tradeoff between utility and safety 158

(Bianchi et al., 2023; Qi et al., 2024). While these 159

methods have demonstrated efficacy in safety align- 160

ment, they do not cover further risks that arise from 161

fine-tuning. Recent research reveals that even fine- 162

tuning with benign data can lead to compromised 163

safety (Qi et al., 2024; Yang et al., 2023; Zhan et al., 164

2023; Pelrine et al., 2023). Our proposed strategy 165

can effectively mitigate such safety degradation. 166
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Instruction: Name three types of 
machine learning algorithms.

Response: Three types of machine 
learning algorithms are supervised 
learning, unsupervised learning, 
and reinforcement learning.
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Response Rewriting
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machine learning algorithms.

Response: I can name three types 
of machine learning algorithms as 
follows:1. Supervised Learning: 
This type of algorithm …
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Figure 2: Left: An illustration of a generated distilled response that demonstrates a reduced distribution shift
relative to the seed LLM. Right: The diminished distribution shift contributes to a moderate parameter shift, thereby
alleviating the issue of catastrophic forgetting.

3 Method167

In this section, we begin by outlining the process168

of fine-tuning, followed by the introduction of our169

proposed self-distillation fine-tuning method and170

its implementation details.171

3.1 Fine-tuning LLMs172

While LLMs demonstrate remarkable proficiency173

across various tasks, they often encounter limita-174

tions when it comes to downstream tasks that neces-175

sitate fine-tuning. Specifically, we refer to a LM in176

need of further fine-tuning as seed LM, denoted as177

f and parameterized by θ. The seed LM typically178

undergoes general SFT, indicating its capacity to179

map any natural language instruction x ∈ X con-180

textualized by the task description c ∈ C, to its181

corresponding output y ∈ Y .182

fθ : C ×X → Y. (1)183

The fine-tuning process of the seed LM can be out-184

lined as follows: for the target task t with context185

ct, each task example (xt, yt) is utilized to update186

the model parameters. This update aims at mini-187

mizing the disparity between the data distribution188

and the LM distribution, as expressed below:189

LFT(θ) = − log fθ(y
t | ct, xt), (2)190

which seeks to minimize the negative log likelihood191

of the target output yt given the context ct and input192

xt, with respect to the model parameters θ. LFT193

converges when the generated response ŷ matches194

yt, i.e., the distribution of fine-tuned LM aligns195

with the task dataset distribution.196

3.2 Self-Distillation Fine-Tuning197

As the distribution of the seed LM converges to-198

wards that of the task dataset, it naturally enhances199

performance on target tasks. However, the vanilla200

fine-tuning is susceptible to catastrophic forgetting201

of general instruction-following capabilities, in- 202

cluding safety alignment. To mitigate the problem, 203

we propose Self-Distillation Fine-Tuning (SDFT), 204

aimed at better aligning the distribution of the task 205

dataset with the seed LM. As depicted in Figure 2, 206

the initial step of SDFT involves prompting the 207

seed LM to rewrite the original response yt into ỹ: 208

ỹ ∼ fθ(y | ct, xt, yt). (3) 209

This step marks the primary distinction between 210

our method and vanilla fine-tuning, as it involves 211

mapping the original response into a response 212

within the seed LM’s distribution. To accomplish 213

the rewriting, we utilize a self-distillation template, 214

which imposes minimal requirements on the seed 215

LM, simply requiring it to adhere to our directive 216

for rewriting responses. The exact specifications of 217

this prompt are elaborated later. 218

Next, to ensure the quality of the distilled re- 219

sponses, we employ simple heuristics to evaluate 220

the distilled response. For instance, in math rea- 221

soning problems, we extract the final answer from 222

the distilled response ỹ and compare it with the 223

one from the original response yt. Otherwise, we 224

keep the original response. We formalize this con- 225

ditional selection process as: 226

ỹ′ =

{
ỹ if Extract(ỹ) = yt,

yt otherwise.
(4) 227

Finally, the distilled response is used as a replace- 228

ment for the original response yt for fine-tuning, 229

i.e., the loss becomes: 230

LSDFT(θ) = − log fθ(ỹ
′ | ct, xt). (5) 231

Hence, the distribution gap is mitigated by utilizing 232

the distilled dataset instead of the task dataset, as 233

depicted on the right side of Figure 2. 234
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Below are an instruction that describes a
task along with a reference answer. Using
the reference answer as a guide, write your
own response.

### Instruction:
{instruction}

### Reference Answer:
{original response}

### Response:

Figure 3: The distillation template used in most of our
experiments. It designates the original response as “ref-
erence answer” and prompts the model to generate a
response using the reference answer as a guide.

3.3 Distillation Template235

In our work, the distillation template plays a cru-236

cial role. Designed to be task-independent, it can237

be applied seamlessly across various tasks without238

requiring modification. Within this framework, the239

template designates the original response within the240

task dataset as the “reference answer” and guides241

the model to generate a response accordingly. The242

template employed in the majority of our experi-243

ments is illustrated in Figure 3. When dealing with244

datasets involving math reasoning, we slightly ad-245

just the template to better accommodate the reason-246

ing process. Further details about these templates247

can be found in Appendix B.248

4 Experiments249

In this section, we begin by presenting the dataset250

employed for fine-tuning and evaluation purposes.251

Following that, we conduct a comparative anal-252

ysis of the experimental results obtained from253

vanilla fine-tuning and our proposed SDFT ap-254

proach across various tasks, encompassing mathe-255

matical reasoning, code generation, and tool using.256

Finally, we assess the impact of both methods on257

safety, general knowledge, and helpfulness.258

4.1 Experimental Setup259

We utilize the Llama-2-chat-7b model (Touvron260

et al., 2023) as the seed LM. Due to limited compu-261

tation resources, we utilize the Low Rank Adapta-262

tion (LoRA) technique (Hu et al., 2022) during both263

vanilla fine-tuning and our proposed SDFT. The264

query and value matrices of the LoRA were tuned265

with a rank of r = 8. We adhered to the default 266

configuration settings of Llama2. The learning rate 267

was initiated at 1×10−4 and progressively decayed 268

to zero following a cosine annealing schedule. and 269

the batch size was set to 8. 270

To ensure fair comparison, we maintain consis- 271

tency in nearly all hyperparameters for both meth- 272

ods. For datasets comprising more than 10, 000 273

examples, we randomly select 2, 000 examples for 274

fine-tuning to ensure comparability in size across 275

datasets. More details can be found in Appendix A. 276

4.2 Datasets for Fine-tuning and Evaluation 277

We fine-tune the Llama-2-chat-7b model on a vari- 278

ety of datasets, including those for both single-task 279

and multi-task scenarios. We then evaluate the per- 280

formance of both the seed model and the fine-tuned 281

models across diverse tasks. The datasets for fine- 282

tuning and evaluation are categorized as follows: 283

Single-task datasets. For single-task datasets, 284

we explore boosting the mathematical reasoning, 285

tool using, and code generation capabilities of 286

LMs during fine-tuning. The mathematical rea- 287

soning capabilities are improved using the GSM8K 288

dataset (Cobbe et al., 2021), which comprises 8.8k 289

high-quality arithmetic word problems designed 290

at grade school level. The tool using proficiency 291

is assessed by leveraging function-calling datasets 292

such as the Gorilla Openfunctions dataset (Patil 293

et al., 2023). Additionally, code generation skills 294

are boosted using the MagiCoder dataset (Wei et al., 295

2023), while evaluation is conducted using the Hu- 296

manEval dataset (Chen et al., 2021). 297

Multi-task datasets. We use three high- 298

quality datasets to assess the efficacy of our ap- 299

proach within multi-task fine-tuning scenarios: Al- 300

paca (Taori et al., 2023), Dolly (Conover et al., 301

2023) and LIMA (Zhou et al., 2023). The Alpaca 302

dataset encompasses a variety of tasks, including 303

arithmetic, coding, and question-answering. It was 304

generated using the Self-Instruct method (Wang 305

et al., 2022) via the text-davinci-003 model. The 306

Dolly dataset is composed of seven distinct tasks, 307

such as open question & answer, information ex- 308

traction, and summarization. The LIMA dataset 309

covers a broad range of topics and was curated 310

from multiple sources. 311

Safety evaluation. We utilize the harmful behav- 312

ior instructions from the Advbench dataset (Zou 313

et al., 2023) for evaluation, assessing the safety of 314

models’ outputs through keyword matching follow- 315

ing Qi et al. (2024). We define the proportion of 316
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Method Dataset OpenFunctions GSM8K HumanEval Average

Seed LM — 19.6 29.4 13.4 20.8

Vanilla FT
OpenFunctions 34.8 21.5 9.8 22.0
GSM8K 17.9 31.9 12.2 20.7
MagiCoder 3.6 23.2 18.9 15.2

SDFT (Ours)
OpenFunctions 36.6 ↑ 1.8 29.1 ↑ 7.6 15.2 ↑ 5.4 27.0 ↑ 5.0
GSM8K 17.9 ↑ 0.0 34.4 ↑ 2.5 14.6 ↑ 2.4 22.3 ↑ 1.6
MagiCoder 8.0 ↑ 5.4 24.9 ↑ 1.7 18.3 ↓ 0.6 17.1 ↑ 1.9

Table 1: Evaluation results on downstream tasks. The vanilla fine-tuning improves performance on the target task
but generally at the expense of tasks that were already performing well. SDFT mitigates the forgetting and can
achieve comparable or superior performance on all kinds of tasks.

safe responses as Raw Safe Rate. Additionally, we317

simulate jailbreaking attempts by appending adver-318

sarial suffixes to instructions as illustrated in Zou319

et al. (2023). The safe rate under this condition is320

referred to as Jailbreak Safe Rate.321

Helpfulness evaluation. We employ AlpacaE-322

val (Li et al., 2023) to evaluate the helpfulness323

of various models. This tool includes a dataset324

and associated evaluation metrics that facilitate325

the comparison of generated outputs with the re-326

sponses from Text-Davinci-003, across a diverse327

set of 805 detailed instructions sourced from multi-328

ple datasets. We report the win rate, which is the329

proportion of instances where the responses are330

favored over those produced by Text-Davinci-003,331

as judged by GPT-4.332

Knowledge evaluation. LMs’ general knowl-333

edge was assessed through evaluations using bench-334

marks from the OpenLLM Leaderboard, specif-335

ically MMLU (Hendrycks et al., 2021), Truth-336

fulQA (Lin et al., 2021), ARC (Clark et al.,337

2018), HellaSwag (Zellers et al., 2019), and Wino-338

grande (Sakaguchi et al., 2021). These datasets pro-339

vide a measure of the models’ factual and common-340

sense knowledge spanning a variety of domains.341

4.3 SDFT Achieves Better Results on342

Downstream Tasks343

Table 1 presents the results of fine-tuning on three344

downstream tasks. The results indicate that while345

vanilla fine-tuning can enhance the model’s efficacy346

on target tasks, it also leads to a significant decline347

in performance on other tasks. For example, as348

depicted in the table’s first row, fine-tuning with349

the Openfunctions dataset results in a diminished350

coding capability of the model, decreasing from351

13.41 to 9.76. A similar decline is observed in352

mathematical reasoning abilities, where accuracy353

on the GSM8K dataset drops from 29.42 to 21.53.354

Furthermore, the proposed SDFT can effectively 355

mitigate this performance degradation. In the cited 356

instance, the model retains its mathematical rea- 357

soning proficiency, achieving an accuracy of 29.11, 358

closely aligned with the seed model’s performance 359

(29.42). For coding performance evaluated on Hu- 360

manEval, there is a marginal improvement, with the 361

performance rising to 15.24 from the seed model’s 362

13.41.When focusing on the target task, SDFT also 363

outperforms vanilla fine-tuning, delivering an accu- 364

racy of 36.61 compared to 34.82. 365

4.4 SDFT Preserves Alignment 366

Fine-tuning on the majority of datasets has been 367

demonstrated to lead to a significant decrease in 368

both safety alignment and general helpfulness, as 369

highlighted by the findings in Table 2. For instance, 370

following fine-tuning on the GSM8K dataset, the 371

safe rate decreases from 99.81 to 82.12, the jail- 372

break safe rate drops from 88.85 to 54.81, and the 373

win rate on AlpacaEval diminishes from 66.04 to 374

23.38. In contrast, our proposed SDFT approach 375

effectively mitigates this decline, improving the 376

raw safe rate and jailbreak safe rate by 5 and 11, 377

respectively. Notably, there is a slight increase in 378

the win rate compared to the seed model, with a 379

score of 66.73 versus 66.03. 380

Table 3 presents evaluation results after fine- 381

tuning on instruction following datasets that con- 382

tain multiple tasks. As the target tasks of these 383

datasets are unspecified, we focus our evaluation 384

on safety and general helpfulness after fine-tuning. 385

In line with the patterns noted in Table 2, fine- 386

tuning on these datasets typically leads to a marked 387

reduction in both safety and helpfulness metrics. 388

We observe a pronounced decline in all three met- 389

rics, with each declining by roughly 20. In contrast, 390

our proposed SDFT method effectively mitigates 391

this reduction, limiting the decrease to under 10. 392
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Dataset for FT Raw Safe Rate Jailbreak Safe Rate AlpacaEval Win Rate

Seed LM 99.81 88.85 66.04

Openfunctions 98.27 → 99.23 (↑ 0.96) 87.31 → 94.42 (↑ 7.11) 35.49 → 67.66 (↑ 32.17)
GSM8K 82.12 → 87.12 (↑ 5.00) 54.81 → 65.58 (↑ 10.77) 23.38 → 66.73 (↑ 43.35)
MagiCoder 96.73 → 97.88 (↑ 1.15) 83.65 → 88.65 (↑ 5.00) 76.52 → 76.09 (↓ 0.43)

Table 2: Assessment of Safety and General Helpfulness. Results are displayed in the format: Vanilla FT → SDFT.
Vanilla fine-tuning leads to notable degradation in safety and general helpfulness, while SDFT maintains strong
alignment after fine-tuning.
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Figure 4: Performance comparisons of models on general knowledge benchmarks after fine-tuning on each dataset,
as reported in the OpenLLM Leaderboard. Fine-tuning on these datasets demonstrates a marginal effect on the
models’ general knowledge.

4.5 General Knowledge Remains Intact393

Figure 4 presents results on general knowledge.394

Although vanilla fine-tuning compromises down-395

stream performance and alignment, models’ capa-396

bilities in general knowledge are relatively unaf-397

fected. For instance, after fine-tuning on the Open-398

Functions dataset, the disparity in performance be-399

tween fine-tuned model and seed LM is less than 1.400

This is also observed after fine-tuning with SDFT.401

5 Analysis402

In this section, we conduct a detailed analysis to403

understand the impact of distribution shift on catas-404

trophic forgetting. In addition to the evaluation405

metrics outlined in Section 4, we incorporate four406

supplementary metrics to assess the degree of dis- 407

tribution shift. We utilize both the seed model and 408

fine-tuned models to generate responses on the Ad- 409

vbench (Zou et al., 2023) dataset and engage in a 410

comparative analysis of these responses. 411

In particular, we calculate the BLEU-4 and 412

ROUGE-L scores for the fine-tuned models, us- 413

ing the outputs from the seed model as references 414

to evaluate the extent of distribution shift. We also 415

utilize Sentence-BERT (Reimers and Gurevych, 416

2019) to derive sentence embeddings and use the 417

cosine similarity between these embeddings fol- 418

lowing Zhang et al. (2023). Lastly, we quantify the 419

extent of parameter shift by comparing the updated 420

parameters with those of the seed model, consid- 421
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Method Dataset Raw Safe Rate Jailbreak Safe Rate Win Rate

Seed LM — 99.81 88.85 66.04

Vanilla FT
Alpaca 86.54 52.69 27.62
Dolly 81.73 26.54 22.09
LIMA 81.35 58.08 41.34

SDFT (Ours)
Alpaca 96.15 ↑ 9.6 86.15 ↑ 33.5 65.07 ↑ 37.5
Dolly 96.35 ↑ 14.6 72.69 ↑ 46.2 61.60 ↑ 39.5
LIMA 94.42 ↑ 13.1 78.08 ↑ 20.0 59.38 ↑ 18.0

Table 3: Evaluation results after fine-tuning on multitask instruction following datasets.
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Figure 5: As the size of distilled responses
increases, models’ performance across various
tasks decrease.
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Figure 6: With increasing data for fine-tuning, bleu-
4, rouge-l and embedding similarity decrease, while
parameter shift scale increases, indicating intensified
distribution shift.

ering their distance as a measure of the parameter422

shift magnitude. The lower the BLEU-4, ROUGE-423

L, and embedding similarity scores, the greater the424

distribution shift. Conversely, the parameter shift is425

directly proportional to the norm of the parameter426

changes.427

5.1 Distribution Shift Correlates with428

Catastrophic Forgetting429

We induce varying degrees of distribution shift too430

investigate its impact through two approaches: (1)431

By sampling a diverse quantity of examples for fine-432

tuning, where an increased number of data points433

for fine-tuning corresponds to a greater distribution434

shift. (2) By mixing vanilla fine-tuning with SDFT,435

which involves substituting distilled samples with436

original ones. We define mix ratio to represent the437

proportion of distilled samples employed. A mix438

ratio of 1 signifies exclusive use of our SDFT and439

0 denotes vanilla fine-tuning.440

Figures 5 and 6 illustrate the results with varying441

sample sizes. As the sample sizes grow, we observe442

a notable decrease in the BLEU-4, ROUGE-L, and443

embedding similarity scores, along with an eleva-444

tion in parameter shift magnitude. This trend im- 445

plies a heightened degree of distribution shift. Con- 446

sequently, there is an observable decline in model 447

performance on benchmarks such as GSM8K, Mul- 448

tiArith, Advbench, and AlpacaEval, suggesting in- 449

tensified catastrophic forgetting. 450

In a similar vein, Figures 7 and 8 present re- 451

sults corresponding to an ascending mix ratio. As 452

this ratio increases, there is an upward trend in 453

the BLEU-4, ROUGE-L, and embedding similarity 454

scores, whereas the scale of parameter shift dimin- 455

ishes, denoting a mitigation in distribution shift. 456

Accordingly, benchmark performance exhibits im- 457

provement across the board, signaling a reduction 458

in the severity of catastrophic forgetting. 459

Figure 9 illustrates the similarity distribution 460

obtained through both vanilla fine-tuning and our 461

SDFT. Notably, with SDFT model has higher sim- 462

ilarity between the fine-tuned model and the seed 463

model, signifying reduced distribution shift. 464

5.2 Robustness among Distillation Templates 465

We have constructed two templates to investigate 466

the robustness of SDFT. The template illustrated 467
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Figure 7: With an increasing mix ratio, there is
an enhancement in the models’ performance.
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Figure 8: As the mix ratio escalates, bleu-4, rouge-l and
embedding similarity decrease, while parameter shift
scale increases, indicatint reduced distribution shift.

Dataset for FT Template Openfunctions HumanEval GSM8K Raw Safe Jailbreak Safe Win Rate

Openfunction
Vanilla FT 34.82 9.76 21.53 98.27 87.31 35.49
Refer 35.71 13.41 27.37 98.85 89.81 68.45
Using 36.61 15.24 29.11 99.23 94.42 67.66

Dolly
Vanilla FT 8.04 17.07 15.92 81.73 26.54 22.09
Refer 17.86 14.02 24.26 96.35 69.62 61.60
Using 16.07 14.63 26.31 97.31 72.69 57.52

Table 4: Ablation studies on distillation template. The performance of SDFT is consistently better than Vanilla FT
with different distillation templates.

0.0 0.2 0.4 0.6 0.8 1.0
Embedding Similarity to Original Model

0

20

40

60

80

Co
un

t

0.75 0.85

Vanilla FT
SDFT
Vanilla FT Mean
SDFT Mean

Figure 9: The distribution of embedding similarities
after fine-tuning. SDFT results in higher similarity to
the original model, indicating reduced distribution shift.

in Figure 3 is labeled “Using”, where the phrase468

“Using the reference answer as a guide” is replaced469

by “Refer to the reference answer”, with the lat-470

ter template being termed “Refer”. Results after471

fine-tuning with both templates are detailed in Ta-472

ble 4. The performance across diverse benchmarks473

remains consistent across the templates, demon-474

strating the robustness of SDFT.475

6 Conclusions and Limitations 476

In this paper, we perform a systematic evaluation 477

of catastrophic forgetting during the fine-tuning 478

of language models for downstream tasks. Our 479

findings indicate that the distribution shift during 480

fine-tuning can lead to performance degradation 481

in general task capabilities, as well as models’ 482

safety alignment and helpfulness. To enhance per- 483

formance on target task while maintaining LMs’ 484

broad capabilities, we propose a plug-and-play 485

strategy, SDFT, to reduce distribution shift and 486

mitigate catastrophic forgetting. Extensive experi- 487

ments show that SDFT effectively diminishes for- 488

getting and delivers comparable or superior perfor- 489

mance to vanilla fine-tuning on targeted tasks. 490

Our study is subject to certain limitations. Ow- 491

ing to constraints in computational resources, our 492

experiments are based on the Llama-2-7b-chat 493

model with the LoRA technique. Investigations 494

involving larger models and full parameter tuning 495

remain to be explored. Furthermore, our safety 496

evaluations are limited to the Advbench dataset 497

and fixed adversarial suffixes, leaving the robust- 498

ness against other jailbreak strategies for future. 499
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Ethical Statement500

Our proposed method SDFT effectively mitigates501

the issue of catastrophic forgetting during the fine-502

tuning of language models, including the degrada-503

tion of safety alignment. Therefore, this process504

does not entail additional risks.505

We utilize a variety of open-source English506

datasets for training, including Alpaca (Taori et al.,507

2023), Dolly (Conover et al., 2023), LIMA (Zhou508

et al., 2023), GSM8K (Cobbe et al., 2021), Open-509

Functions (Patil et al., 2023), and MagiCoder (Wei510

et al., 2023). The Llama-2-chat model (Touvron511

et al., 2023) serves as our seed model for training.512

We acknowledge that there may be inherent biases513

present within these datasets and the model.514
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A Experiment Details792

Throughout all experiments, we applied fine-tuning793

to the Llama-2-chat-7b model (Touvron et al.,794

2023) using the Low-Rank Adaptation (LoRA)795

technique (Hu et al., 2022). The query and value796

matrices of the LoRA were tuned with a rank of797

r = 8. We adhered to the default configuration798

settings of Llama2. The learning rate was initiated799

at 1× 10−4 and progressively decayed to zero fol-800

lowing a cosine annealing schedule. and the batch801

size was set to 8.802

We randomly sampled a subset of 2,000 exam-803

ples and conducted fine-tuning for 2 epochs for804

the Alpaca (Taori et al., 2023), Dolly (Conover805

et al., 2023), and MagiCoder (Wei et al., 2023)806

datasets. With the LIMA (Zhou et al., 2023).807

GSM8K (Cobbe et al., 2021) and OpenFunc-808

tion (Patil et al., 2023) datasets, we fine-tune on the809

entire train set. We train LIMA for 2 epochs and810

the other two datasets for 5 epochs.811

To assess the general helpfulness of models, we812

employ the AlpacaEval framework 1, with GPT-813

4 serving as the evaluator. The evaluations of814

benchmarks in OpenLLM leaderboard are imple-815

mented via the lm-evaluation-harness 2. Further-816

more, we evaluate the coding capabilities using the817

HumanEval dataset (Chen et al., 2021), leveraging818

the bigcode-evaluation-harness project3.819

B Templates and Examples820

This section provides templates used in our experi-821

ments and some illustrative examples of distillation822

on each dataset.823

In most of our experiments, we use the standard824

alpaca (Taori et al., 2023) template for both fine-825

tuning and prediction, as presented in Figure 10.826

To enhance the reasoning abilities, we slightly827

modify the standard Alpaca template for datasets re-828

garding reasoning, namely GSM8K and MultiArith.829

The template used for training and distillation are830

presented in Figure 11 and Figure 12 respectively.831

To make the extraction of final answer easier for832

mathematical reasoning datasets, we specify the833

format of final answer during evaluation. The tem-834

plate used for evaluation is presented in Figure 13.835

Figures 14, 15, 16, 17, 18 present examples of836

distilled data point on each dataset.837

1https://github.com/tatsu-lab/alpaca_eval
2https://github.com/EleutherAI/lm-evaluation-harness
3https://github.com/bigcode-project/bigcode-evaluation-

harness

Below are an instruction that describes a
task. Write a response that appropriately
completes the request.

### Instruction:
{instruction}

### Response:

Figure 10: The standard alpaca template. This template
is used for both training and evaluation in most experi-
ments.

You are an expert in math. Below is a
math question. Write a response that appro-
priately answers the question.

{instruction}

Figure 11: The template used for training on the
GSM8K dataset.

You are an expert in math. Below are a
math question and its reference answer.
Refer to the reference answer and write
a response that appropriately answers the
question.

{instruction}

{response}
Great! Let’s think step by step.

Figure 12: The template used for distilling on the
GSM8K dataset.

You are an expert in math. Below is a
math question. Write a response that appro-
priately answers the question. Your final
answer should be an integer at the end of
your response, formatted as: The answer is
{answer}.

{instruction}

Figure 13: The template used for evaluation on the
GSM8K and MultiArith datasets.
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Instruction:
Name three types of machine learning algorithms.

Original Answer:
Three types of machine learning algorithms are supervised learning, unsupervised learning, and
reinforcement learning.

Distilled Response:
I can name three types of machine learning algorithms as follows:
1. Supervised Learning: This type of algorithm involves training a machine learning model on
labeled data, where the target output is already known. The model learns to predict the target
output based on the input data, and can be used for tasks such as image classification, speech
recognition, and sentiment analysis.
2. Unsupervised Learning: This type of algorithm involves training a machine learning model on
unlabeled data, where there is no target output. The model learns patterns and relationships in the
data without any prior knowledge of the output. Examples of unsupervised learning tasks include
clustering, dimensionality reduction, and anomaly detection.
3. Reinforcement Learning: This type of algorithm involves training a machine learning model
to make a series of decisions in an environment in order to maximize a reward. The model learns
through trial and error, and the reward serves as feedback to guide the learning process. Examples
of reinforcement learning tasks include game playing, robotics, and autonomous driving.

Figure 14: Example of distilled data point on the Alpaca dataset.

Instruction:
Classify the following as a ’Country’, ’State’ or ’City’: California, Sacramento, Chicago, Singa-
pore, New Delhi, London, Tennessee, New York

Original Answer:
California: State
Sacramento: City
Chicago: City
Singapore: Both Country and City
New Delhi: City
London: City
Tennessee: City
New York: Both State and City

Distilled Response:
I classify the following as:
* California: State
* Sacramento: City
* Chicago: City
* Singapore: Both Country and City
* New Delhi: City
* London: City
* Tennessee: City
* New York: Both State and City

Figure 15: Example of distilled data point on the Dolly dataset.
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Instruction:
Lisa, Jack, and Tommy earned $60 from washing cars all week. However, half of the $60 was
earned by Lisa. Tommy earned half of what Lisa earned.
How much more money did Lisa earn than Tommy?

Original Answer:
Lisa earned $60 * 1/2 = $30.
Tommy earned $30 * 1/2 = $15.
Lisa earned $30 - $15 = $15 more than Tommy.
The answer is 15.

Distilled Response:
Here is the response:
Lisa earned $60 * 1/2 = $30, and Tommy earned $30 * 1/2 = $15. So, Lisa earned $30 - $15 =
$15 more than Tommy. Therefore, the answer is $15.

Figure 16: Example of distilled data point on the GSM8K dataset.

Instruction:
Construct a function call to answer the given question using keyword arguments based on the
provided specifications:

Question: I want to describe the Studio Lifecycle Configuration named ’my-lc-config’ on AWS
SageMaker.

Function to be used: aws.sagemaker.describe_studio_lifecycle_config

Description: Describes the Studio Lifecycle Configuration.

Parameters:
1. studio_lifecycle_config_name - The name of the Studio Lifecycle Configuration to describe.
Format your response as a single string using keyword arguments.

Original Answer:
aws.sagemaker.describe_studio_lifecycle_config(studio_lifecycle_config_name=“my-lc-config”)

Distilled Response:
aws.sagemaker.describe_studio_lifecycle_config(studio_lifecycle_config_name="my-lc-config")

### Explanation:
The function call uses the ‘studio_lifecycle_config_name‘ parameter to specify the name of
the Studio Lifecycle Configuration to describe, which in this case is "my-lc-config". The
‘aws.sagemaker.describe_studio_lifecycle_config‘ function is then called with this parameter to
retrieve the description of the specified Studio Lifecycle Configuration.

Figure 17: Example of distilled data point on the OpenFuctions dataset.
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Instruction:
How slicing in Python works? Please include references where appropriate.

Original Answer:
The syntax is:
“‘
a[start:stop] # items start through stop-1
a[start:] # items start through the rest of the array
a[:stop] # items from the beginning through stop-1
a[:] # a copy of the whole array
“‘
There is also the ‘step‘ value, which can be used with any of the above: “‘ a[start:stop:step] # start
through not past stop, by step “‘ The key point to remember is that the ‘:stop‘ value represents
the first value that is not in the selected slice. So, the difference between ‘stop‘ and ‘start‘ is the
number of elements selected (if ‘step‘ is 1, the default)
. . .

While the “‘:“‘-based notation is very helpful for simple slicing, the explicit use of “‘slice()“‘
objects simplifies the programmatic generation of slicing.

Distilled Response:
Slicing in Python is a powerful feature that allows you to extract a subset of elements from a
sequence (such as a list, tuple, or string) based on a specified range and step. The syntax for
slicing is:
“‘
a[start:stop] # items start through stop-1
a[start:] # items start through the rest of the array
a[:stop] # items from the beginning through stop-1
a[:] # a copy of the whole array
“‘
In addition to the basic syntax, there are several other features of slicing in Python:
* **Negative indices**: If ‘start‘ or ‘stop‘ is a negative number, it counts from the end of the
array instead of the beginning. For example, ‘a[-2]‘ returns the last two elements of the array,
while ‘a[-3]‘ returns the last three elements.

* **Step**: The ‘step‘ value can be used to specify the distance between elements in the slice.
For example, ‘a[1:3:2]‘ returns the elements at indices 1, 3, and 5 of the array.

* **Optional arguments**: If ‘stop‘ is not specified, it defaults to the end of the array. Similarly,
if ‘step‘ is not specified, it defaults to 1
. . .

In summary, slicing in Python is a powerful feature that allows you to extract a subset of elements
from a sequence based on a specified range and step. The basic syntax is simple and intuitive, but
there are several other features and options that can be used to customize the slicing operation

Figure 18: Example of distilled data point on the LIMA dataset.
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