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1 INTRODUCTION

In the 1990s, the tools of natural language processing (NLP) underwent a big change, moving from
rule-based to statistical-based methods to make computers understand language better (Magueresse
et al., 2020). Today’s NLP research mainly focuses on 20 of the 7,000 languages spoken worldwide,
which account for more than 95% of the world’s population, leaving the vast majority of African
languages unstudied. These languages are often called low-resource languages (LRLs), even though
this term is not always clear. To improve language translation in LRLs, NLP research has shifted
focus to neural machine translation (NMT) to handle errors such as phoneme substitutions, gram-
matical structure, and sentence boundaries, all of which pose challenges to NMT robustness (Li
et al., 2021). NMT systems have been designed to learn from the language data available in LRLs,
creating models that can generalize and handle errors efficiently.

Despite tremendous spurts of growth for the NMT model in recent years, its performance on low-
resource language pairs remains suboptimal compared to its high-resource counterparts due to the
unavailability of large parallel corpora. Therefore, the implementation of NMT methods for LRLs
pairs has been receiving the spotlight recently, leading to substantial research on this topic.Despite
the availability of the pre-trained language models (PLMs), for small and medium-sized industries
with insufficient hardware, there are many limitations in servicing the latest PLMs based NLP appli-
cation software due to slow speed and insufficient memory, which may make it impossible. Because
these techniques typically necessitate large amounts of data, they are much more difficult to service
with PFA, particularly for low-resource languages. For this reason, the development of new meth-
ods for processing low-resource language pairs is still in its infancy, but researchers are beginning
to explore alternative approaches such as transfer learning, multi-task learning, and pre-training that
can help improve the NMT for downstream tasks with a small amount of data. By exploring the
idea of PLMs, can we train on different LRLs (e.g., South African Language) to perform well on
downstream tasks such as classification.

To solve this problem, this paper uses PLMs like AfriBerta (Ogueji et al., 2021), Afro-XLMR (Alabi
et al., 2022) and AfroLM (Dossou et al., 2022) to run an experiment to improve the performance
of NLP applications without changing the model through data pre- and post-processing, which is
usually done in machine translation. The goal is to investigate how PLMs can be used to see if they
could help LRL pairs do better in NMT.

2 METHODOLOGY

In this paper, three multilingual PLMs (AfriBERTa , AfroLM and Afro-XLMR) were fine-tuned
and evaluated on the downstream task of topic classification. These models were fine-tuned on
2 labelled datasets , an isiZulu News dataset (Madodonga et al., 2022; 2023), which contained 14
different classes and the ANTC- African News Topic Classification dataset (Alabi et al., 2022) which
consisted of five African languages, namely, isiZulu, Lingala, Malagasy, Pidgin, and Somali.

The overall experimentation that was followed in this paper was divided into 3 steps : (i) Train the
PLMs and get the baseline performance of each language , (ii) Investigate different ways to im-
prove the models performance through modifying the data and the model hyperparameters and (iii)
Evaluating the model’s performances. The PLMs are evaluated and tested on the Natural language
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processing (NLP) task of news topic classification. For each of the datasets, the performance was
evaluated according to the languages.

2.1 BASELINE PERFORMANCE

The three PLM’s were trained on the two datasets using the default hyperparameters. The base-
line performances were measured using the F1 score of each model according to the respective
languages. The results are presented in Table 1. These were the final , and best results that were
retrieved from each model through the determination of the optimal values for the models’ hyperpa-
rameters.

Table 1: Baseline performance (F1 Score)

Dataset Language AfriBERTa Afro-XLMR AfroLM Vocab Size

isiZulu News isiZulu 0.506 0.695 0.616 250 002
ANTC isiZulu 0.825 0.854 0.832 70 006
ANTC Lingala 0.618 0.607 0.664 70 006
ANTC Malagasy 0.524 0.682 0.512 70 006
ANTC Pidgin 0.829 0.835 0.838 70 006
ANTC Somali 0.780 0.682 0.751 70 006

3 EXPERIMENTATION AND EVALUATION

From the baseline results that were retrieved, experimentation was conducted in an attempt to im-
prove the PLMs performance. This was carried out through 2 different methods : (i) Modification
of the architecture and (ii) Modification of the data. All the experimentation was carried out only
using the isiZulu News dataset. The results that were obtained are presented in Table 2.

Modification of the architecture was explored , through freezing the models’ encoder layers (lower
layers), except for the classifier layer (HuggingFace). The classifier layer was initialised and ad-
justed according to the labels of the isiZulu data. The results that were obtained are presented in
Table 2. This modification however did not improve model performance and resulted in a decrease
of the F1 score for all 3 PLMs.

Table 2: Experimentation performance (F1 Score)

Implemented Method AfriBERTa Afro-XLMR AfroLM

Freezing lower layers 0.424 0.464 0.384
Using the data in top 10 classes 0.514 0.771 0.643
Augmented Data 0.538 0.724 0.591

4 CONCLUSION

Based on the results presented on the baseline performance, the models performed best in the classi-
fication tasks on languages they were originally trained on. This highlights the importance of the in-
clusion of “low-resourced” languages in training PLMs and further emphasises the value that could
be derived from the application of these PLMs in down-stream tasks such as classification. With
the inclusion of data modification, the performances of all the PLMs increased, however slightly
which suggests the importance of data pre and post processing. To ensure improved results from
this experiment, advanced data modification methods can be investigated. This include text aug-
mentation which is not purely based on the random rearrangement of words, but rather lexical and
context-based techniques.
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