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ABSTRACT

Proteins are biological macromolecules that perform many essential roles within
all living organisms. Many protein functions arise from physical interactions be-
tween them and also with other biomolecules (e.g. DNA, metabolites). Being
able to predict whether and how two proteins interact is an important problem in
fundamental biological research and translational drug discovery. In this work,
we present an energy-based model for generating ensembles of rigid-body trans-
formations to predict the configuration of protein complexes. The method incor-
porates strong, interpretable physical priors. By construction, it is also SE(3)
equivariant and fully-differentiable back to the atomic structure. We rely on the
observation that bound protein-protein complexes show high geometric and chem-
ical complementarity at the interface of the two proteins. Our method efficiently
makes use of this prior by generating on-the-fly point cloud representations of the
solvent-excluded surfaces of the proteins. Through learned point descriptors, we
can infer regions of high complementarity between the two proteins and compute
a proxy for the binding energy. By sampling transformations expected to adopt
low energy states, we generate ensembles of bound poses where the two protein
surfaces are brought into contact. We expect that the strong physical priors en-
forced by the network construction will aid in generalization to other related tasks
and lead to a richer human understanding of the process behind the generation
and scoring of the docked poses. The fact that the method is also fully differen-
tiable allows for gradient-based modifications of the atomic structure which could
be critical in tasks related to unbound docking or protein design which remain
outstanding problems in protein modelling.

1 INTRODUCTION

Proteins are biological macromolecules built of sequences of amino acids. There are 20 differ-
ent types of amino acids found in nature and the exact amino acid sequence of a protein deter-
mines the three-dimensional structure it will adopt. This structure can be determined experimentally
with methods such as X-ray crystallography, Nuclear Magnetic Resonance and Cryo Electron Mi-
croscopy. Proteins serve an incredibly diverse set of functionalities within living organisms. The
functionalities are defined by the protein structure and typically involve a sequence of binding events
to other molecules.
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(c) Docking configuration.(a) Binder. (b) Target. (d) Binder and target surfaces.

Figure 1: The rigid docking problem. Let us consider a pair of proteins, the moving binder (a) and
the fixed target (b). Our goal is to predict a rigid-body transformation of the binder that corresponds
to a docking configuration (c) that has been observed in the wild. To this end, we build upon our
previous works on protein surface fingerprints Gainza et al. (2020); Sverrisson et al. (2021): we use a
point neural network to predict the locations of the docking sites (highlighted in red) on both protein
surfaces, before relying on a probabilistic method to generate and rank plausible 3D configurations.

Protein-protein docking is an important challenge within structural bioinformatics and revolves
around the prediction of how two proteins interact with each other given their individual structures.
The complexity of the task is increased dramatically by the fact that proteins are not structurally
rigid. The rigidity varies over the structure with some parts highly flexible (such as in loop regions)
and others (such as helices) being more stable. This non-rigidity of proteins allows them to undergo
structural rearrangement, called induced-fit, when coming into contact with another molecule. How-
ever, there are proteins that undergo minimal structural changes upon binding to their partner. In
such cases we can assume that the transformation that brings one protein into contact with another
one is a rigid-body transformation.

In this paper, we focus on the problem of rigid-body docking and aim to address the problem of flexi-
ble docking in future work. As illustrated in Fig. 1, our framework focuses on the molecular surfaces
of the interacting proteins. It is fully differentiable back to the atomic structure, is by construction
equivariant to rigid transformations in the special Euclidean group SE(3), allows for the generation
of multiple possible binding modes, and incorporates physical priors to aid in explainability.

2 RELATED WORK

The surface shape-complementarity of two proteins bound to each other is a well documented phe-
nomena (Lawrence & Colman, 1993; Jones & Thornton, 1996) and has been widely used in clas-
sical methods for protein-protein docking (Gabb et al., 1997; Chen & Weng, 2002; Duhovny et al.,
2002; Comeau et al., 2004). Rigid-body docking is typically the first step in traditional docking
tools, followed by an iterative refinement which takes into account the flexibility of the molecules.
Rigid-body docking was revolutionized by Katchalski-Katzir et al. (1992) by the usage of implicit
representations of protein surfaces and by using fast Fourier transform of a correlation function to
assesses the degree of shape complementarity and penetration upon rotation and translation of the
molecules in three dimensions. We see our method as a natural development of the direction set by
Katchalski-Katzir et al. (1992), taking full advantage of modern deep learning methods.
Deep learning has already made a big impact in structural biology (Laine et al., 2021). AlphaFold
has provided a solution to the protein folding problem whereby the three-dimensional structure of a
protein is determined from its amino acid sequence Jumper et al. (2021). Additionally, deep learning
methods have started recently to be used for protein-protein docking. Evans et al. (2021) capital-
ized on the success of AlphaFold to develop AlphaFold-multimer which both folds and docks two
protein structures. AlphaFold-multimer takes as inputs the proteins’ sequences along with multiple
sequence alignments (MSAs) of evolutionary related proteins. The MSAs can be used to detect
co-evolving residues in the sequence and based on that infer about their proximity. Additionally, a
pairwise-independent SE(3)-equivariant graph matching network, termed EquiDock, has been pro-
posed for end-to-end rigid protein docking and shows promising results for deep learning applied
to this problem Ganea et al. (2021). A possible limitation to both these deep learning solutions,
AlphaFold-multimer and EquiDock, is that they only predict a single binding mode for the two
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Figure 2: The four main steps of our method. (a) First, we apply a deep point neural network
on both atomic point clouds to compute surface fingerprints. This step is detailed in Fig. 3 and
relies on operations that were introduced in Sverrisson et al. (2021). We retrieve two 3D point
clouds x1, . . . ,xN (binder) and y1, . . . ,yM (target) sampled on the protein surfaces, with feature
vectors f1, . . . ,fN and g1, . . . , gM that describe local geometric and chemical properties. (b) We
estimate a N × M matrix of binding energies ∆E(xi,yj) between any two points xi and yj on
the protein surfaces. We apply a softmax operator to turn this matrix of energies into a probability
distribution over pairs of points (xi,yj), displayed here as a heatmap. (c) We sample pairs of
plausible contact points according to this probability distribution. We generate candidate docking
configurations (“decoys”) by aligning the corresponding tangent planes. (d) We use a global energy
function to score and rank these docking configurations. Our energy function combines a Van der
Waals term (to penalize collisions between the two atomic point clouds, highlighted in red) with a
surface interaction term (to incentivize a full alignment of the docking sites, highlighted in green).

protein binding pairs. Proteins are however dynamical structures and global properties such as the
binding energy between them relies on the whole ensemble of different binding configurations.

3 METHOD

3.1 OUTLINE

Main physical priors. Our model makes use of several key physical priors. First and foremost,
we rely on the observation that bound protein-protein complexes show high geometric and chemical
complementarity at the interface of the two proteins. As a consequence, we work with surface
representations of proteins and aim to learn informative surface point descriptors that can be used
to match together corresponding interface regions. The model is SE(3)-equivariant and symmetric
with respect to which one of the proteins is considered as the binder and which one is the target.
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Figure 3: Our feature extraction pipeline. As detailed in Sec. 3.2, we apply a graph neural net-
work, an atoms-to-surface mapping, a convolutional neural network and successive attention layers
on our representations of the binder and target proteins. The networks on the two lines of this dia-
gram share the same architectures and weights: our method produces the exact same results when
the roles of the two proteins are exchanged with each other.

We also include more specific priors based on the structure of the energy function and explicitly
construct surface features to behave like an electric field.

Our architecture. The overall proposed architecture consists of two main parts, a generator net-
work and a discriminator network which are further divided into four steps: 1) we compute surface
descriptors for both proteins; 2) we estimate the binding energy between their different surface re-
gions; 3) we sample plausible transformations (“decoys”) with low predicted binding energy; 4) we
rank the generated transformations using a global energy function.
We rely on methods introduced in our previous works (Sverrisson et al., 2021; Gainza et al., 2020)
to generate and perform operations on protein surfaces. In Sverrisson et al. (2021) we introduced
dMaSIF, a framework that incorporates a fully-differentiable method to generate protein surfaces
and a fast convolutional operator that operates in the quasi-geodesic space of the surface. In order
to increase speed and reduce the memory footprint of our computations, we rely extensively on the
KeOps library (Charlier et al., 2021; Feydy et al., 2020).

3.2 COMPUTING SURFACE FINGERPRINTS

The architecture for computing the point descriptors consists of three main parts: 1) a physics-
informed graph neural network that passes information between atoms and from the atoms to the
surface points; 2) a shallow convolutional neural network operating in the quasi-geodesic space of
the surface point cloud and 3) a geometry-informed attention based network that passes information
between the surfaces of the two binding partners.

Atomic features mapped to surface points In this method we aim to learn features which are
both easily interpretable and have a strong connection to known physical laws. In our previous
method, dMaSIF (Sverrisson et al., 2021), we mapped to the surfaces chemical features which were
learned through graph neural networks that took as inputs the underlying atomic types and distances
to atoms. In this work, we restrict the learnable feature space through global soft-constraints such
that the chemical features mapped to the surface respect Gauss’ law, which states that the total
electric flux out of a closed surface is proportional to the total charge enclosed within that surface:∮

E · dA =
qenc

ε0
.

In our case, we do not know the exact charge of the protein enclosed within our surface, but can
approximate it using the formal charge of the protein. The formal charge depends on the amino acid
composition of the protein. Each amino acid is assigned a charge according to it’s amino acid type
and in order to get the total charge we sum over the protein sequence.

Our graph neural network has the following form: For atomic feature vectors fi and the correspond-
ing coordinates of that atom xi, one layer is given by
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f ′
i =

∑
j∈N(i)

(xi − xj)MLP(fi,fj , ||xi − xj ||)

Where the output dimensionality of the MLP is 1. Note that if fj includes for instance the atomic
charges of the atoms, the MLP could learn a function that maps the electric field to f ′

i .

The next step maps the atomic features to the surface, for a surface point i and an atom j the atomic
feature vector is first projected onto the distance vector between the surface point and the atom:

f ′
j =

fj · (xi − xj)

||xi − xj ||
(xi − xj)

The chemical feature of the surface point then becomes

fi =
∑
j

f ′
j · n̂i

τ ||xi − xj ||2

where n̂i is the surface normal at point i and τ is a learnable parameter.

In order to respect Gauss’s law we then add as a loss term

lGauss =

∥∥∥∥∥Cformal

ϵ
−
∑
i

fi

∥∥∥∥∥
where Cformal is the formal charge of the protein and ϵ is a learnable parameter.

Surface convolution with dMaSIF. The input to our convolutional layers are the mean and Gaus-
sian curvatures of the surface at different scales along with the chemical feature described above.
For the convolution we follow the same methodology described in dMaSIF except for some small
modifications: When performing the convolution

f ′
i =

∑
j

w(dij)MLP(pij)fj

we don’t rely on a Gaussian window w(dij) = exp(−d2ij/2σ
2) with a fixed variance σ2, rather we

use linear combinations of multiple Gaussians

w(dij) = W · exp(−d2ij/2σ)

where W is a weight matrix and σ is a vector of learnable variances.

Interaction between both proteins with global attention. In order to pass information between
the two binding partners and update their surface features based on the proposed binding protein
they are passed through sequential blocks of cross- and self-attention:

F ′ = F + CrossAttention(FWQ,GWK ,GWV )

F ′′ = F ′ + SelfAttention(F ′WQ,F
′WK ,F ′WV )

Where F is the matrix of feature vectors for the surface points of one protein and G is the matrix of
feature vectors for it’s corresponding binding partner. We pass each protein pair through 4 blocks of
such attention-based feature updates where each attention layer has 2 heads.

The cross attention layers have the familiar form
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CrossAttention(Q,K,V ) = softmax(
QKT

√
dk

)V

Where Q are the feature vectors of one protein after they have been linearly transformed and Q and
V are the feature vectors of the binding partner after a linear transformation.

If two surface points are close in geodesic space and have normals and tangent vectors pointing in
similar directions, their expected transformations should ideally be similar as well.

Guided by this intuition the self-attention layers in our architecture are constructed to be somewhat
spatially aware, they take the form

SelfAttention(Q,K,V ) = softmax(
QKT

√
dk

− D

τ
)V

Where D is a matrix of all pair-wise approximate geodesic distances and τ is a learned parame-
ter. The feature vectors are moreover augmented by being concatenated with the surface normals
and tangent vectors before the computation of K and Q (but not V in order not to break SE(3)-
equivariance), that is K = [F ′|N |U |V ]WK .

3.3 GENERATING AND RANKING DECOYS

Estimating the binding energy between any two points. When two separate proteins are freely
floating in solution without interacting with each other, they have an “unbound” energy which asso-
ciated to them. We assume that both proteins are rigid. If S(x) (for “solvent”) denotes the energy
which is associated to the interaction between a surface point x and the solvent, we can write:

Eunbound(P1,P2) =

∫
∂P1

S(x) dx+

∫
∂P2

S(x) dx

Since the energy is defined up to an additive constant, we can use the convention that this unbound
energy is equal to 0.

When the two proteins come in contact with each other, points at the interface get close to the atoms
of the other protein and lose touch with water molecules. If I(x, y) (for “interaction”) is the energy
that is associated to the contact between a point x in P1 and a point y in P2, we can write the change
in energy (binding energy) as a result of that contact as:

∆E(P1, P2) =

∫
∂P1∩∂P2

I(x ∈ P1,y ∈ P2)− S(x ∈ P1)− S(y ∈ P2) dxdy

Our key modelling assumption is that the observed docking configurations correspond to low-energy
states. We are going to learn surface-based functions I and S such that for any given protein pair
(P1, P2) in our dataset, the ground truth binding transformation (Rgt, tgt) is the transformation that
results in the most favorable binding energy.

Let us assume that:

• The surface of the binder protein P1 is sampled with N points x1, . . . ,xN in 3D, with
dMaSIF point descriptors f1, . . . ,fN.

• The surface of the target protein P2 is sampled with M points y1, . . . ,yM in 3D, with
dMaSIF point descriptors g1, . . . , gM.

Then, using small neural networks (Multi-Layer Perceptrons) that share the same parameters for
both proteins and are applied to the point descriptors fi and gj , we compute:

• Affinity vectors ai and aj for all points xi and yj .
• Complementarity vectors bi and bj for all points xi and yj .
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• Unbound energies si and sj for all points xi and yj .

We then choose to compute the binding energy that is associated with bringing into contact the two
points xi and yj as:

∆E(xi,yj) = −aT
i aj + bTi bj − si − sj

Note that in our network, we approximate the interaction energy I(xi,yj) using the general sym-
metric formula:

I(xi,yj) ≃ −aT
i aj + bTi bj .

We stress that ai and aj (resp. bi and bj) are computed by applying the exact same networks (with
the exact same weights) on both protein surfaces ∂P1 and ∂P2:

ai = MLPA(fi) ,aj = MLPA(gj) , bi = MLPB(fi) , bj = MLPB(gj) .

This ensures that our network is fully symmetric with respect to a permutation of the proteins’ roles.

In this context, decomposing the interaction between a “positive” part (associated to the affinity
vectors ai and aj) and a “negative” part (associated to the complementarity vectors bi and bj) is
necessary to represent the full range of possible interactions.

Generating docked decoys. Our generator network generates plausible transformations in the
following way. First, we find all pair-wise transformations between surface points from the binder
to the surface points of the target. For a given point i on the binder, we first flip the direction of its
normal and one of its tangent vectors

[n̂′
i|û′

i|v̂′
i] = diag(−1,−1, 1)× [n̂i|ûi|v̂i]

On the interface of the binder the directions of the normals are before this transformation by def-
inition pointing in the opposite direction of the normals of the target points in contact, by flipping
them we ensure that they point in the same directions. By flipping the direction of one of the tangent
vectors we make sure the final transformation is a rotation and not a reflection.

We then find the transformation that brings the point to the origin of the coordinate system and
rotates it such that its internal coordinate vectors align with the unit vectors along the axes:

x′
i = [n̂i|ûi|v̂i]

T (xi − xi)

For a given point j on the target, we then find the transformation that brings point i from the origin
of the coordinate system to point j and aligns their normal and tangent vectors, that is

x′′
i = [n̂j |ûj |v̂j ]x

′
i + xj

The total transformation that brings point i into contact with point j consists then of a rotation and
translation:

Rij = [n̂j |ûj |v̂j ] · [n̂i|ûi|v̂i]
T , tij = xj − [n̂j |ûj |v̂j ] · [n̂i|ûi|v̂i]

Txi .

Given the binding energy between all pairs of points ∆Eij , we can compute the expected binding
energy of point i to the target as

⟨∆Ei⟩ =
∑

j exp(−∆Eij/τ)∆Eij∑
j exp(−∆Eij/τ)

In the same way, we can get the expected value for the rotation, ⟨Ri⟩, and translation, ⟨ti⟩ of point
i. The rotations are parametrized as 6D vectors (Zhou et al., 2019) during the averaging.

In order to bias our generator network towards transformations close to the ground truth, we find the
probability of a point i coming into contact with the target as:

7



Published at the MLDD workshop, ICLR 2022

P (i) =
∑
j

P (i, j) =

∑
j exp(−∆Eij/τ)∑
i,j exp(−∆Eij/τ)

along with the interface-RMSD of the point’s associated expected transformation as:

RMSDpred
i =

√∑
atoms

∥⟨Ri⟩Pb + ⟨ti⟩ − (RgtPb + tgt)∥2

Where the sum is taken over the interface atoms, defined as the atoms that in the ground truth
configuration are less than 8Å away from any of the target atoms.

The main loss term while training the network is then

lalign =
∑
i

P (i) · log(RMSDpred
i )

When sampling decoys from the generator network π we sample the expected transformations
for each binder point according to their expected binding energy, that is the sample space of π is
{(⟨Ri⟩, ⟨ti⟩) : ∀i}, where

P(⟨Ri⟩, ⟨ti⟩) =
exp(−⟨∆Ei⟩/τ)∑
i exp(−∆Ei/τ)

Ranking decoys. Each decoy is given an energy score through a trained discriminator network.
The total score of a transformation is decomposed into two terms. The first one is given by a sum
over the binding energies of the interacting surface points after transformation

Energy(R)1 =

N∑
i=1

M∑
j=1

k(Rxi,yj)

didj

[
− aT

i aj + bTi bj − si − sj
]

where k(xi,yj) is a Gaussian Kernel with a learnable variance, and di and dj are local densities
used to avoid varying sampling rates:

di =

N∑
t=1

k(xi,xt) and dj =

M∑
t=1

k(yj ,yt) .

The second term takes into account the Van Der Waals energy in order to model short-range attractive
and repulsive forces that vary with atom-pair distance. To do this, we used the Lennard-Jones 12-6
potential which calculates the interaction energy of atoms i and j as

Evdw(i, j) = ϵi,j

[(
σi,j

di,j

)12

− 2

(
σi,j

di,j

)6
]

where σi,j is the sum of the atomic radii, dij is the atom-pair distance and ϵi,j is the geometric mean
of well depths. During training of the discriminator we allow both σi,j and ϵi,j to be learnable. The
total energy of a configuration is the sum of the Van Der Waals energy over all atoms pairs and the
second energy term can be formulated as

Energy(R)2 = Evdw(P1P2)− Evdw(P1)− Evdw(P2)

The total score of the transformation is then given by

Score(R) = XEnergy(R)1 + Y Energy(R)2

where X and Y are learnable weights.
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3.4 TRAINING PROCEDURE

Training the generator network. The generator network is pre-trained to generate plausible
alignments. Our main loss is the alignment loss lalign described before. In addition we have two
auxiliary losses.

First, there’s an auxiliary loss that increases the unbound energy of points that are on the interface
of the two binding proteins. Interface points are defined as points that are within 1Å distance from
any surface point of the other protein. The unbound energy loss is then

liface = − 1

Niface

∑
i∈interface

log

(
eSi

1
N

∑
j e

Sj

)

where N is the total number of points in the surface point cloud and Niface is the number of interface
points.

The other auxiliary loss makes interface points that come into contact with each other have a lower
binding energy than points on the interface that don’t come into contact:

lcontact = − 1

Niface1

∑
i∈interface1

∑
j∈interface2

log

(
e−∆Eij

1
Niface2

∑
k e

−∆Eik

)
·

exp
(
−∥xi − xj∥2/σ

)∑
k exp (−∥xi − xk∥2/σ)

Note that we have a soft matching between points based on the Eucledian distance between them,
during training we set σ = 0.1

Training the ranking network (discriminator). The generator samples a proposal distribution
on the group of 3D rigid transformations, (Ri, ti) ∼ π(P1, P2). While training the discriminator
network the weights of the generator network are frozen. The discriminator network is then trained
using the same loss lalign as when training the generator. As such it is trained to give energy scores
that minimize the expected log-RMSD of the proposed docoys.

4 EXPERIMENTAL EVALUATION

Datasets We train our networks using the Protein Interface Prediction (PIP) dataset from Town-
shend et al. (2020). The final evaluation is done on the bound forms of the structures in the Docking
Benchmark 5 (DB5) (Vreven et al., 2015). The PIP dataset is split such that no structure in the
training set has more than 30% sequence identity with any structure in the DB5.

We protonate the protein structures using Reduce (Word et al., 1999) before passing them through
our network. From the PIP dataset, we filter out complexes where either of the two binding partners
has over 15000 atoms. We additionally filter out complexes where the minimum distance between
any atom from the binder to any atom from the target is over 2.5Å. This leaves us with 70,730 pairs
of complexes in the PIP training set, 24,466 complexes in the validation set and 14,392 complexes
in the testing set. The average size of the proteins in our training set is 3872± 2444 atoms.

Baseline We benchmark our method against PatchDock (Duhovny et al., 2002; Schneidman-
Duhovny et al., 2005). PatchDock is a good baseline for a few different reasons: 1) Like our
method it does not allow for intra-molecular flexibility, and only does rigid-body docking. 2) It
has fast running times relative to other classical docking tools. 3) It is an inherently surface-based
method. PatchDock has three main steps: Surface generation and detection of concave, convex and
flat surface patches; matching of surface patches and hotspot interface detection; Filtering decoys
against unacceptable penetrations and scoring for shape complementarity. Each step in this pipeline
has a clear correspondence to the steps in our method which as a result allows for an informative
comparison.
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Figure 4: a) Mean minimum interface RMSD for the top K ranked decoys (lower is better). Shading
represents 95% confidence interval. b) Mean maximum DockQ score for the top K ranked decoys
(higher is better).
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Figure 5: a) Distribution of lowest iRMSDs in the top K ranked decoys for both dMaSIF and Patch-
Dock. b) Shows for each structure in the DB5 on the x-axis the lowest iRMSD of the transformations
generated by our generator network and the y-axis the lowest iRMSD picked in the top 100 by our
discriminator network. With a perfect discriminator, each dot would end up on the red line.

Implementation We implement our architectures with PyTorch (Paszke et al., 2019) and use
KeOps (Charlier et al., 2021) for fast geometric computations. For data processing and batching, we
use PyTorch Geometric (Fey & Lenssen, 2019). The models are trained on 4 Tesla V100s. Both the
DockQ score and interface RMSD were measured using an implementation from Basu & Wallner
(2016).

Performance The comparison of the performance of our method to PatchDock is found in Fig.
4. Our generator network is already powerful enough to outperform PatchDock slightly on both
the iRMSD and DockQ metrics. We emphasize that the generator network is alignment-free, in the
sense that it does not actually perform the alignments it proposes in order to rank them but only
gives each transformation an expected binding energy score. The discriminator further improves the
performance. In our experiments, we use a very simple discriminator network with only 15 learnable
parameters. By increasing the expressivity of the discriminator, we expect further improvement in
performance, in particular, reducing the length of long tails seen in Fig 5a.

5 CONCLUSION

In this paper, we have presented an extension to our previous method dMaSIF (Sverrisson et al.,
2021), which allowed us to perform rigid-body docking of protein-protein pairs. The proposed
method has multiple attractive attributes: It is fully-differentiable back to the atomic structure, it

10
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allows the generation of ensembles of docked poses, and it is structured to incorporate physical pri-
ors. The method shows strong performance in the benchmark we presented and the results indicate
the performance could still be improved. We expect that this work could be a useful framework for
numerous derived applications and further extensions. There are still challenges left when it comes
to incorporating intra-molecular flexibility or designing new protein binders. We hope to be able to
address of these challenges in future works.
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A APPENDIX

(a)

(b)

(c) (d)

Figure 6: The figure shows a few examples of decoys for the complex 1A2K a) Shows the target
structure in a surface representation, the native binder in green along with the best alignment in
the top 20 in red. The decoy is ranked number 15 and has an RMSD of 0.88Å. b) shows with
transparency the rest of the decoys in top 20 around the target. c) and d) show repectively the
decoys ranked number 1 and 2. Although they are docked in the wrong configuration they show
high interface complementarity and minimal clashes with the target.
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