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Abstract

Prior studies have shown that distinguish-001
ing text generated by large language mod-002
els (LLMs) from human-written one is highly003
challenging, and often no better than ran-004
dom guessing. To verify the generalizabil-005
ity of this finding across languages and do-006
mains, we perform an extensive case study007
to identify the upper bound of human detec-008
tion accuracy. Across 16 datasets covering009
nine languages and nine domains, 19 annota-010
tors achieved an average detection accuracy011
of 87.6%, thus challenging previous conclu-012
sions. We find that major gaps between hu-013
man and machine text lie in concreteness, cul-014
tural nuances, and diversity. Prompting by015
explicitly explaining the distinctions in the016
prompts can partially bridge the gaps in over017
50% of the cases. However, we also find that018
humans do not always prefer human-written019
text, particularly when they cannot clearly iden-020
tify its source. We release our dataset, the021
human labels, and the annotator metadata at022
http://URL.withheld.for.review.023

1 Introduction024

Recent technological developments have advanced025

the generative artificial intelligence (AI) models,026

such as GPT-*, Gemini, Claude, and Llama (Ope-027

nAI, 2023; Team et al., 2023; Anthropic, 2024;028

Dubey et al., 2024), thus aggressively blurring the029

lines between human and AI capabilities. How of-030

ten can state-of-the-art (SOTA) LLMs fool human031

evaluators, i.e., passing the Turing test? Can human032

evaluators correctly predict the origins of encoun-033

tered content (human vs. machine), thus safeguard-034

ing against the potential misuse of LLMs?035

Several studies have explored whether humans036

can distinguish between content generated by a037

human vs. a machine. Unsurprisingly, the find-038

ings depend in part on the quality of the machine039

generator. Early studies probing the outputs of040

less advanced AI models found that human eval-041

uators could indeed detect the difference (van der 042

Lee et al., 2019). However, in studies using LLMs 043

such as GPT-3.5-turbo, human evaluators are fre- 044

quently close to random chance (Guo et al., 2023; 045

Hitsuwari et al., 2023; Dugan et al., 2023; Chein 046

et al., 2024; Wang et al., 2024a), particularly for 047

laymen who are not frequent users of LLMs. 048

While covering different domains, e.g., aca- 049

demic paper abstracts, Wikipedia paragraphs, 050

question-answering responses (Wang et al., 051

2024b,a), news and review comments (Chein et al., 052

2024), most studies focused on GPT-3.5-turbo 053

and English (see Table 1). Generally, fewer than 054

300 examples were evaluated by experts (LLM re- 055

searchers or frequent users) in such studies. 056

With the advancement of newer LLMs such as 057

GPT-4o, Claude-3.5-Sonnet, and Llama3.1, we ask 058

whether these findings generalize to them, to other 059

languages, and to native expert annotators? What 060

are the upper bounds of human detection perfor- 061

mance across languages, domains and new LLMs? 062

To answer these questions, we perform a com- 063

prehensive case study over sixteen datasets span- 064

ning nine languages, nine domains, and eleven 065

SOTA LLMs. We specifically focus on the fol- 066

lowing four research questions: (i) How well can 067

human annotators distinguish human-written text 068

from SOTA LLMs generations? (ii) What are the 069

notably detectable linguistic qualities in human- 070

and AI-authored texts that shape decisions about 071

text origin? (iii) Can a prompting strategy fill the 072

gap between human and machine? and (iv) Do 073

humans always prefer human-authored text? 074

Our human preference ranking dataset can serve 075

as a useful alignment source for multilingual LLM 076

improvement. Our comprehensive analysis over 077

both detection and analysis exposes the major gaps 078

between current LLMs and human expectations, 079

thus suggesting possible directions for future LLM 080

development. Moreover, our human detection eval- 081

uation challenges previous findings in terms of 082

1



random-guess detection capability for humans. Our083

contributions are as follows:084

• Our extensive case study shows that expert an-085

notators achieve detection accuracy of 87.6%086

on average over ∼9K examples, demonstrat-087

ing that humans can identify LLM outputs and088

safeguard against LLM misuse. We identified089

a spectrum of language- and domain-specific090

distinguishable features between a human and091

a machine, and we summarize five generalized092

distinctions across languages, which clearly093

expose the limitations of current LLM outputs094

and indicate directions for improvements.095

• Prompting by explicitly explaining the gap096

patterns between human text and LLM gener-097

ations in instructions can either fully or par-098

tially address issues for over 50% of the cases.099

However, cultural nuances, diversity in length,100

structure, and sentiment remain challenging.101

• Humans do not always like human-written102

text: preferences are evenly split between hu-103

man vs. machine, with a strong tendency to104

favor machine-generated text (MGT) in Rus-105

sian and Arabic (for domains such as summary106

and tweets).107

• We release 17K original and 32K improved108

MGTs, labels of human detection, preferences109

and fill-in-the-gap survey, and metadata for 19110

annotators to facilitate future work on human111

vs. MGT detection, and their relationship with112

individual characteristics and preferences.113

2 Case Study114

Previous studies presented the difficulty humans115

face in distinguishing SOTA LLM-generated con-116

tent from human-written text, often resulting in a117

random guess (see more in Appendix A). However,118

most evaluations focused on English and genera-119

tions by GPT-3.5-turbo, leaving the detectability of120

MGT in other languages and LLMs uncertain.121

To verify whether this observation can be gen-122

eralized to other languages and more advanced123

LLMs, we collected LLM generations based on 16124

datasets across nine domains and nine languages.125

19 native speakers who are either LLM researchers126

or practitioners performed human evaluations, in-127

vestigating (i) whether humans can correctly dis-128

cern human vs. AI outputs, and (ii) whether hu-129

mans prefer fellow human answers or LLM re-130

sponses.131

2.1 Task and Dataset 132

MGT detection The goal is to identify whether 133

the text was written by a human or generated by 134

models given a single text, or to recognize which 135

text is written by a human given a pair of texts: one 136

human-written and one machine-generated. 137

In data collection, we focused on datasets from 138

common domains such as community QA, news, 139

tweets, and government reports, alongside domains 140

requiring high-integrity LLM applications, includ- 141

ing educational and academic contexts, such as 142

accurate knowledge verification in Wikipedia-style 143

texts, and identifying the authorship of student es- 144

says and peer reviews. For a given language and 145

given a dataset, we sampled 300-600 human texts 146

and then generated corresponding machine text us- 147

ing two SOTA LLMs: a multilingual model (e.g., 148

from the GPT or the Claude series) and a language- 149

specific model (e.g., ChatGLM or Qwen for Chi- 150

nese and AceGPT for Arabic), to analyze the im- 151

pact of different LLMs on detection performance, 152

particularly for non-English languages. As shown 153

in Table 4, we collected data based on 16 datasets 154

across nine languages. The generation prompts and 155

collection details are shown in Appendix B. 156

2.2 Human Detection Setups 157

Annotation Settings To mimic real-world 158

machine-generated text detection scenarios, we 159

set up four human evaluation settings. Given 160

human-written text and machine-generated text, 161

representing by hwt and mgt respectively, human 162

annotators are asked to identify which text was 163

written by a human. Note that mgt can be 164

generated by multiple different LLMs, referring to 165

as mgti, where i ∈ [1, 2, · · · , n]. 166

As shown in Table 2, according to the input 167

and the output options, we categorize detection 168

settings as I. pair-binary, II. pair-four-class, III. 169

single-binary, and IV. triplet-three-class. For sin- 170

gle text input, either hwt or mgt, the goal is to 171

recognize whether the text was written by a hu- 172

man, by answering just Yes or No. This is suitable 173

for the scenario where for the human text there is 174

no necessarily a corresponding machine-generated 175

text, and thus they can be collected from different 176

sources and for different topics, such as Arabic 177

tweets. Given a pair of texts (text1, text2), a binary 178

output is easier than the four-class detection. The 179

pair-binary setting asks that either text1 or text2 is 180

hwt, and the other one is mgt, while the pair-four- 181

2



Study/ MGT Detection Lang- MGT Human Annotators Avg.Acc/
Paper Task Formulation uage Generative Models Domain #Sample Where and Size Native Layman Range

Before OpenAI released GPT-3.5-turbo in November 2022
Garbacea et al. (2019) 2-class English 12 sequence models before 2019 online product reviews 3,600 AMT-900 – ✓ 66.61%
Ippolito et al. (2020) 2-class English GPT2-large web text 150 AMT, uni students ✓ ✗ 71.4%
Clark et al. (2021) 2-class English GPT2, GPT3 stories, news articles, recipes 3,900 AMT-780 ✓ ✓ 50-58%

After OpenAI GPT-3.5-turbo
Guo et al. (2023) 2-class English GPT-3.5 Wiki text, QA 150 8 experts + 9 layman ✗ ✓ 48-90%
Guo et al. (2023) 2-class Chinese GPT-3.5 Wiki text, QA 210 8 experts + 9 layman ✓ ✓ 54-93%
Chein et al. (2024) 2-class English GPT-3.5-turbo news 96 203 Prolific ✓ ✓ 57%
Chein et al. (2024) 2-class English GPT-3.5-turbo social media comments 96 203 Prolific ✓ ✓ 78%
Wang et al. (2024b) 2-class English GPT-3.5-turbo Reddit and arxiv abstract 100 6 experts ✗ ✗ 41-94%
Dugan et al. (2023) boundary detection English GPT2 (-XL), CTRL news, stories, recipes, speeches 7,257 RoFT game player – ✓ 23.4%
Wang et al. (2024a) 4-class English davinci-text-003, GPT-3.5-

turbo, Cohere, Dolly-v2,
BLOOMz, GPT-4

wikipedia, wikihow, Reddit,
arxiv abstract, peer review

140 4 experts ✗ ✗ 10.4-27.4%

Table 1: Experts refers to individuals who are frequent users of LLMs, laymen are people who have never heard of
or used LLMs or have used them only rarely, AMT is Amazon Mechanical Turk.

class setting has no restrictions: each of text1 and182

text2 can be hwt or mgt, regardless of the label183

of the other text. Sometimes, we want to compare184

human text to generations from different LLMs,185

in which case, we apply IV, which we limit to a186

three-class detection: human vs. LLM1 vs. LLM2.187

Overall, I and IV are suitable for scenarios188

where there is a human text and its correspond-189

ing machine-generated text. II and III can be190

used if there are non-corresponding human-written191

and machine-generated texts. If the annotators192

have seen some human-written and some machine-193

generated text before detection, we refer to this as194

a few-shot setting; otherwise, we have zero-shot.195

Annotation Tool To mitigate potential labeling196

biases arising from raw spreadsheet annotation and197

to enhance efficiency, we implemented two meth-198

ods with optimized interfaces and workflows for199

our annotation: (1) a custom pipeline using the200

Google Workspace suite, including Apps Script,201

Google Sheets, and Google Forms. The core idea202

was to store all data in Google Sheets, use Apps203

Script to extract data and generate a survey in204

Google Forms; and (2) Label Studio, an open-205

source multi-type data labeling and annotation tool206

with a standardized output format. We designed a207

custom template for our annotation task and col-208

lected results using this platform. The annotators209

were given the choice to use their preferred tool.210

Annotator Background In order to explore the211

upper bound of human detection capability, instead212

of using crowd-sourcing annotators, we conducted213

in-house labeling. The annotators were BSc, MSc,214

and PhD students, as well as postdocs, who were215

familiar with NLP tasks and LLM generations. All216

annotators independently completed their individ-217

ual annotations. For each language, the annotators218

were all native speakers of that language. See more219

detail in Appendix A.3. 220

3 Human Detection 221

We performed an extensive case study on 9K in- 222

stances across nine languages to verify how diffi- 223

cult it is for native speakers to detect AI outputs 224

in everyday domains. Table 3 demonstrates that 225

the average human detection accuracy is 87.6%. 226

This reveals that this is not particularly difficult for 227

native human experts, contrary to what previous 228

studies have reported. Below, we zoom into the 229

impact of various factors. 230

3.1 Language 231

Human detection accuracy exceeds 87.6% for Chi- 232

nese, English, Arabic, Italian and Russian, while 233

it falls below this level for Vietnamese, Kazakh, 234

Hindi, and Japanese. This discrepancy is largely 235

due to the challenge of Wikipedia text. 236

3.2 Domain 237

Wikipedia is widely used as training data for LLMs, 238

particularly for low-resource languages, due to the 239

scarcity of alternative datasets. Consequently, mod- 240

els often memorize Wikipedia content, leading 241

to generated text that closely resembles human- 242

written Wikipedia. Arabic tweets also present chal- 243

lenges for detection due to their short length and 244

limited context, along with summaries, e.g., for 245

Arabic and Russian summaries, the expert detec- 246

tion accuracy is about 80%. This conversely high- 247

lights the ability of language models to generate 248

high-quality human-like text in the domains of 249

Wikipedia, tweets, and summaries. In contrast, 250

substantial differences between machine-generated 251

and human-written text persist in news articles, 252

QA, student essays, and peer reviews, making them 253

much easier to recognize for human experts. 254
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Setting ID Input Task Description Output Options Applicable Scenarios

I. Pair-Binary
(hwt, mgt) or (mgt, hwt) Given a pair of (text1, text2), identify which one is human-

written? Either text1 or text2 must be hwt, and another is mgt
randomly sampled from mgti.

A. text1; B. text2 parallel data is available.

II. Pair-Four-Class (hwt, mgt) or (mgt, hwt) or
(hwt, hwt) or (mgt, mgt)

Given a pair of (text1, text2), identify which one is human-
written? Both text1 and text2 can be hwt, and can be mgt.

A. text1; B. text2; C. none of
them; D. both

parallel data is not necessary.

III. Single-Binary hwt or mgt Given a piece of text, identify whether it is written by human? A. Yes, human; B. No, machine parallel data is not necessary.

IV. Triplet-Three-Class
(hwt, mgt1, mgt2) Given a set of texts (text1, text2, text3), identify which one is

human-written? One of the text1, text2 and text3 must be hwt,
and others are mgt randomly sampled from mgti.

A. text1; B. text2; C. text3 parallel human and multiple
LLM generations are collected
to make comparisons.

Table 2: The four human detection settings: the setting name refers to input-output options, pair/binary means the
input is a pair of texts and the goal is to predict binary labels, and whether the text is human-written (Yes or No).

Language Source/Model #Example #Annotator Anno Setup Shot Avg. Acc

Arabic

Dialect Tweet 900 1 III. Single-binary Zero 50.1
EASC Summary 100 1 I. Pair-binary Zero 82.0
Youm7 News 1,000 1 I. Pair-binary Zero 92.7
SANAD News 100 1 I. Pair-binary Zero 100.0

Chinese

Zhihu-QA (GPT-4o) 428 5 I. Pair-binary Zero 99.6
Zhihu-QA (GPT-4o) 160 1 I. Pair-binary Few 100.0
Zhihu-QA (Qwen-turbo) 588 2 I. Pair-binary Zero 98.0
Student essay 102 1 I. Pair-binary Few 98.0
Student essay 600 3 II. Pair-four-class Zero 97.0
Government Report 500 1 IV. Triplet-three-class Few 97.2

English Peersum 400 1 I. Pair-binary Few 99.8

Hindi News 600 1 I. Pair-binary Few 85.2

Italian
DICE News (Anita) 300 1 I. Pair-binary Few 88.0
DICE News (Llama3-405B) 300 1 I. Pair-binary Few 99.7
DICE News (GPT-4o) 300 1 I. Pair-binary Few 100.0

Japanese News 300 2 I. Pair-binary Zero 86.4

Kazakh Wikipedia 300 2 I. Pair-binary Zero 79.7

Russian News 300 1 I. Pair-binary Few 100.0
Academic summary 300 1 III. Single-binary Few 80.0

Vietnamese Wikipedia 600 1 I. Pair-binary Zero 50.7
News 600 1 I. Pair-binary Zero 80.3

Total – 8,778 30 87.6

Table 3: Human annotator detection accuracy over 16 datasets and 9 languages: we have a total of 30 annotation
settings and 19 unique human annotators. The average accuracy of the human expert guesses is 87.6%.

3.3 Generator255

It is hard to detect MGT across generators and256

languages. While there are minimal differences for257

Chinese (accuracy is 100% vs. 98% for GPT-4o258

vs. Qwen-turbo), there are sizable differences for259

Italian and Arabic. Based on Italian DICE News,260

the same annotator detected generations by Anita261

(an Italian fine-tuned Llama3-8B), Llama3-405B,262

and GPT-4o, achieving accuracy of 88%, 99%, and263

100%, respectively. Similarly, for Arabic tweets,264

GPT-4o’s outputs are more similar to human text265

and thus more difficult to detect compared to those266

by Qwen2, as shown in Table 6.267

3.4 Annotation Setting268

We conducted the majority of our annotations un-269

der setting I. pair-binary: given a pair (hwt, mgt),270

it asks to identify which of the two texts is human- 271

written. We assumed that more complex settings 272

would be more challenging. For instance, II. pair- 273

four-class should be harder, as each of the texts 274

could be human- or machine-generated, indepen- 275

dently of the other. Yet, for Chinese student essays, 276

the performance for II does not degrade compared 277

to I. Similarly, for government reports in IV. triplet- 278

three-class, where the annotators have to select the 279

human-written text among three candidates, there 280

was no degradation compared to I. 281

However, III. single-binary proves to be more 282

difficult than I. pair-binary for both Arabic and 283

Russian. While domain differences do exist, 284

e.g., tweets vs. summary vs. news in Arabic and 285

news vs. summary for Russian, the substantial 286

performance gap (>20%) can still be partially at- 287
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tributed to the annotation settings. Overall, com-288

paring the results for I. vs. III., it is easier to dis-289

tinguish machine-generated content when given a290

comparison pair, rather than for single answer. Yet,291

introducing text triplets or increasing the number of292

machine-generated or human-written texts had min-293

imal impact on detection performance. Moreover,294

using few shots before detection boosted the con-295

fidence of the annotators, resulting in higher accu-296

racy compared to zero-shot. For datasets with high297

accuracy, before seeing labeled samples, the anno-298

tators found the distinction to be obvious. After299

seeing a few examples, the annotator was extremely300

confident in distinguishing human vs. machine text301

based on indicative features of MGT.302

3.5 Expert Annotators303

For the same language and dataset, individual anno-304

tator ability influences detection accuracy but not305

significantly. For instance, in Chinese Zhihu-QA306

(GPT-4o vs. human), five annotators achieved ac-307

curacies of 99%, 99%, 100%, 100%, and 100%.308

Similarly, for Zhihu-QA (Qwen-turbo vs. human),309

two annotators obtained 99% and 97%. In stu-310

dent essays (II. pair-four-class), three annotators311

recorded accuracies of 96%, 96%, and 99%. This312

may also result from the bias that all annotators are313

native speakers and expert-level LLM practitioners314

or researchers. Differences between individuals are315

minor in their cognitive abilities, language profi-316

ciency and domain knowledge.317

3.6 Distinguishable Factors318

We summarize five remarkable distinguishable319

signals between machine-generated vs. human-320

written text across the 16 datasets and the 9 lan-321

guages; see more details in Appendix C.322

• Human text is more informative and con-323

crete. Human-written text contains concrete324

numbers, specific names of people or insti-325

tutions, exact places or dates, URLs, and326

other references, while machine-generated327

text tends to provide generic information, with328

little detail to support its statements.329

• Machine-generated text lacks regional, cul-330

tural, and religious nuances. For languages331

such as Arabic, Japanese, Hindi, Kazakh, and332

Chinese, human texts reflect the cultural and333

the religious nuances of the language, which334

is not true for machine-generated text.335

• Human-written text varies substantially in336

terms of length, structure, style, and sen-337

timent. Human texts show diversity and in- 338

consistency with large deviations in length, 339

structure, style and emotions, while machine- 340

generated texts tend to use a formulaic struc- 341

ture and neutral/positive emotion. This can be 342

partially attributed to LLMs rigorously follow- 343

ing instructions, and thus losing on flexibility. 344

• Machine-generated text has formatting. 345

MGTs are generally well-segmented with bul- 346

let points for better readability, while human- 347

written texts are typically just large block 348

of plain text, which may be due to human 349

text collection and conversion. Moreover, 350

machine-generated texts often use Markdown 351

style, e.g., ** and ###, while human-written 352

texts have typos, grammatical errors, hashtags, 353

and other social media elements. 354

• Machine-generated text shows a mixture 355

of other languages. Non-English language 356

responses often contain some English parts, 357

which is very rare in human text. 358

4 Can Prompting Fill in the Gap? 359

Given that LLMs can strictly follow instructions 360

and their outputs are heavily influenced by the sys- 361

tem and the user prompts, we investigated whether 362

explicitly instructing LLMs to mimic human style 363

can help narrow the gap. Responding to the distin- 364

guishable factors summarized in Appendix C for 365

each dataset, we asked the human annotators to 366

craft new prompts, aiming to improve the genera- 367

tions and to reduce the gap between human-written 368

and LLM-generated texts. This involved trying in- 369

structions that (1) incorporate specific details and 370

references, (2) avoid formulaic structures and for- 371

mats, e.g., bullet points and Markdown, and (3) 372

generate texts of varying length, structure, and sen- 373

timent. Table 8 presents the results for both the 374

original and the improved prompts for all datasets. 375

Measurements: We re-generated the machine- 376

generated parts of the text pairs, using the same 377

models with improved prompts, and then sampled 378

200–600 examples from each dataset to assess 379

whether and to what extent, the prompting strat- 380

egy narrowed the gap between human-written and 381

machine-generated texts. We used two approaches: 382

(1) fill-the-gap survey, where the original annota- 383

tors evaluated whether the newly-generated text 384

bridged the gap (Yes, No, or Partially), and (2) 385

downstream detection, where we compared the de- 386

tection accuracy before and after applying the im- 387
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Figure 1: Evaluating whether the new generations fill in
the gap: Yes, Partially, or No.

proved prompts. A decline in detection accuracy388

indicated a reduced distinction between human and389

machine text, making the differentiation more dif-390

ficult, and further revealing that prompting was391

effective. Our experiments involved both human392

annotator evaluation and automated detection.393

Fill-the-gap Survey The original annotators who394

conducted the detection on earlier generations were395

asked to evaluate whether the new prompts ad-396

dressed the gaps for each example: Yes, No, and397

Partially. The distributions across the six datasets398

in Figure 1 shows that in about 50% of the cases,399

the prompt adjustments were effective to either400

fully or partially mitigate the gaps. Large im-401

provements were observed for Kazakh Wikipedia402

and Arabic tweets. For the former, the revised403

prompt reduced repetitive sentence patterns (more404

diverse), but the formulaic expressions were not en-405

tirely eliminated. New outputs also included more406

concrete information, such as dates and names,407

while the inclusion of culturally-nuanced details408

remained challenging. The newly-generated Ara-409

bic tweets could touch on relatable human topics410

and express genuine emotions tied to daily expe-411

riences; however, the frequently added irrelevant412

hashtags at the end of the tweets made them easily413

identifiable as machine-generated. Moreover, the414

tweets often leaned on an overly optimistic tone415

even when negative experiences were mentioned.416

The annotators for English peer reviews noted417

that, despite the prompt adjustments, the models re-418

mained highly formulaic in their outputs, the length419

of the reviews remained relatively uniform, and the420

overall structure lacked variance. This may be due421

to the inherent nature of the peer review domain,422

while human reviews exhibited more variability423

in both length and structure, feeling more organic.424

Similar issues remained for Chinese student essays425

(formulaic structure by using “firstly, then, more-426

Arabic Summary

Arabic Youm7 News
SANAD News

Chinese Zhihu QA
Hindi News

Italian News (Anita)

Italian News (Llama3-405B)

Italian News (GPT-4o)

Japanese News
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y 
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Original
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Figure 2: Human detection accuracy for the original vs.
the improved generations.

over, finally” persisted) and government reports 427

(certain repetitive phrases). 428

Overall, adjusting the prompts did fill some gaps, 429

but cultural nuances, diversity of length, structure 430

and phrases, and sentiment adaption to scenarios 431

remained challenging. See more in Appendix D. 432

Since annotators’ background may influence the 433

survey results (see D.10), we conducted a second 434

round of MGT detection on the new generations 435

with the hop e for more objective results. 436

MGT Detection on Improved Text We per- 437

formed human detection on 13 datasets under the 438

same annotation setting as described in Table 3, 439

with the exact same annotators. We observed siz- 440

able accuracy declines across all datasets in Fig- 441

ure 2. This implies that the improved machine- 442

generated text became more similar to the human- 443

written text, making it harder to discern and thus 444

resulting in lower detection accuracy. 445

We further analyzed the impact of the improved 446

generations on automatic detection accuracies. We 447

collected a total of 17,017 texts using the origi- 448

nal prompts and 32,487 texts using the improved 449

prompts (detailed statistical distribution in Table 9). 450

We reproduced 26 MGT detection approaches 451

presented in the COLING 2025 GenAI shared 452

task (Wang et al., 2025) and evaluated them on 453

the collected MGTs. As shown in Figure 6, 19 454

methods exhibited lower accuracy on the newly 455

generated texts, indicating that the texts produced 456

using the improved prompts are more challenging 457

to distinguish compared to those generated with 458

the original prompts. This suggests that prompt- 459

ing strategies can help bridge some gaps between 460

machine-generated and human-written text when 461

explicitly designed to mimic human writing style. 462
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Figure 3: Human preferences for three Chinese datasets
(five annotators): QA-emo is an emotion-rich question
subset of Zhihu-QA with 100 examples.

5 Human-Like or Liked-by-Human?463

We used the prompting strategy to bridge the gap464

between human-written and machine-generated465

text, aiming to make machine outputs more human-466

like. However, do humans favor human-like467

text? Below, we examine human preferences468

among four options: (1) human-written text, (2)469

machine-generated text using the original prompt,470

(3) machine-generated text using the improved471

prompt, or (4) none of the above.472

Preference Labeling Setup: We labeled the pref-473

erences for three languages: Chinese, Russian,474

and Arabic. For Chinese, we annotated Zhihu-QA475

and student essays (300 examples for each), along476

with 100 responses particularly for Zhihu questions,477

where emotional and empathetic comforts are high-478

lighted. Five unique annotators participated, iden-479

tified by nationality-gender-degree. For example,480

Zh-Male-PhD refers to a Chinese male, who is a481

PhD student. Similarly, we labeled two datasets482

for Russian (three annotators) and two datasets for483

Arabic (two annotators).484
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Figure 4: Human preferences for two Russian (three
annotators) and two Arabic datasets (two annotators).

Do People Always Prefer Human Text? The 485

answer is No. Analyzing the preferences of ten 486

annotators across six datasets in Figure 3 and 4, 487

human text was preferred in about half of the cases. 488

Notably, for Russian and Arabic, annotators tended 489

to favor machine text. This is particularly evident 490

for Russian summaries using the improved prompts 491

(green bars) and Arabic summaries using the origi- 492

nal prompts (orange bars). 493

For Chinese datasets, including Zhihu QA and 494

student essays, human-written text is generally 495

preferred though there are exceptions. Zh-Male- 496

postdoc exhibits a unique preference distribution 497

that deviates from the rest. Interestingly, for 498

emotion-rich questions (QA-emo), where human 499

7



responses are expected to be more empathetic and500

be preferred, three out of four annotators actually501

prefered the machine-generated responses. The502

remaining annotator disliked both the human and503

the machine text in 22% of the cases. The anno-504

tator feedback suggested that this was influenced505

by the presence of mean-spirited responses from506

Zhihu users, where some human answers expressed507

personal biases and lacked empathy (see D.12).508

Why are human-written essays favored?509

Human-written essays exhibit greater coherence510

and sincerity. In contrast, machine-generated es-511

says often lack cohesion, displaying abrupt tran-512

sitions and sometimes repeating the title to create513

superficial continuity. While LLMs can generate514

related concepts, they struggle to construct a com-515

pelling narrative or to seamlessly connect multiple516

stories under a unified theme. As a result, their out-517

puts often lack depth, relying on abstract concepts518

and rhetorical flourishes without delivering substan-519

tive insights. The text tends to be verbose yet super-520

ficial, giving an impression of grandiosity without521

meaning. Moreover, LLM-generated essays often522

adopt an instructive tone, resembling answers to523

questions rather than peer-level discourse.524

From a literary perspective, a well-written hu-525

man article may be lively, charming, and playful, or526

it may present a novel perspective that inspires deep527

reflection. It might feature a cleverly structured be-528

ginning and ending, convey sincerity and heartfelt529

emotions, or captivate with its elegance and melan-530

choly. With fresh and precise wording, it creates a531

rich atmosphere, evoking a refined aesthetic and a532

sense of poetic depth. In contrast, a piece generated533

by an LLM lacks this literary nuance, leaving little534

room for contemplation or lingering thoughts. The535

expression is immediately clear, requiring no fur-536

ther reflection, resembling more of a lecture than537

an engaging discourse.538

Preference distributions vary across individu-539

als. The annotators for Russian and Arabic ex-540

hibited similar preference distributions, whereas541

large differences occured for Chinese QA. For ex-542

ample, in the Chinese Zhihu QA, the second an-543

notator selected only seven human-written texts,544

while the fourth one chose 284 (95%). In the QA-545

emo, the first and the second annotators prefered546

human-written responses, whereas the third and the547

fourth favored machine-generated text. This vari-548

ance shows the charm of collecting personal prefer-549

ences and then optimizing models to align with in- 550

dividual philosophies. Our preference annotations 551

can serve as a valuable resource for investigating 552

the relationship between annotator characteristics 553

(e.g., MBTI personality, gender, and age) and pref- 554

erences. Also the data can guide models to match 555

individual preferences in multilingual contexts. 556

Human-like or liked-by-human? Human texts 557

are not always preferred. This inspires us to reflect 558

the ultimate goal of building LLMs that are human- 559

like vs. liked-by-human. The goal of being human- 560

like has a single target, i.e., mimicking human be- 561

havior, while to be liked-by-humans involves op- 562

timization towards billions of local optima, each 563

shaped by individual preferences. Current language 564

models establish a foundation by learning from hu- 565

man data towards being human-like. As they get 566

more advanced, they can further adapt by incorpo- 567

rating personal data, thus transitioning from merely 568

imitating human behavior to aligning with individ- 569

ual user preferences, and moving from human-like 570

to personally liked-by-human. 571

6 Conclusion and Future Work 572

We conducted a comprehensive study to investigate 573

the capability of humans to detect text generated 574

by SOTA LLMs. Based on 16 datasets spanning 575

9 languages, 9 domains, and 11 LLMs, 19 expert 576

annotators explored the upper bounds of human 577

detection potential. Accuracy ranged in 50-100%, 578

with an average of 87.6%, revealing that it is not 579

that challenging for experts to identify MGTs. 580

We found that the major gaps between human- 581

written and machine-generated text lie in concrete- 582

ness, cultural nuances, diversity in length, structure, 583

style, and sentiment, formatting and mixture of lan- 584

guages (with English) in the generations. Prompt- 585

ing by explicitly indicating the distinctions could 586

partially bridge this gap, but cultural nuances and 587

diversity remained a challenge. Yet, humans fa- 588

vored machine-generated text in over half of the 589

cases, particularly when they could not recognize 590

which text was written by a human. 591

In future work, we plan to further explore the 592

subtle relationship between human detection ac- 593

curacy, preference, and individual characteristics: 594

(i) Are humans more likely to favor human-written 595

text when they can identify it? and (ii) How do 596

an individual’s philosophy, personality, and expe- 597

rience influence their ability to discern between 598

human-written and machine-generated text? 599
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Limitations600

Annotator Bias All annotators involved in the601

detection process are advanced NLP researchers, in-602

cluding Msc and PhD students, as well as postdocs,603

specializing in LLMs. No laymen participated in604

the annotation process, which ensures that the find-605

ings and the conclusions were relevant within the606

expert domain. It is possible that different results607

could be obtained if laypersons were involved in608

the detection tasks. However, given our aim to609

explore the upper bound of human capability in610

detecting machine-generated text, the current set-611

ting is appropriate. Future work could consider612

involving a broader range of participants to assess613

the average detection capability across different614

population groups.615

Statistical Significance In our study, each616

dataset includes at least 300 examples for anno-617

tation. For some datasets, 3-5 annotators labeled618

the same set of data, and the average values were619

calculated. However, a larger sample size would620

be beneficial to ensure more reliable results. In par-621

ticular, in the survey exploring whether improved622

prompts bridge the gap between human-written623

and machine-generated text, substantial variability624

between individuals was observed. This subjectiv-625

ity should be carefully considered in future work.626

Fortunately, three evaluation methods were used627

to assess whether prompting could mitigate this628

gap in our work, partially addressing this limita-629

tion by comparing human and automatic detection630

accuracy before and after the application of the631

improved prompts.632

Linguistic Analysis Due to page limitations, we633

were unable to present a detailed linguistic analysis634

of the text from human-written, original machine-635

generated, and newly generated outputs. We will636

perform analysis of vocabulary features, part-of-637

speech tagging, dependency structures, sentiment638

analysis, language model perplexity, and other rel-639

evant metrics in future work.640

Ethical Statement641

This section outlines potential ethical considera-642

tions related to our work.643

Data Collection and Licenses A primary ethi-644

cal consideration is the data license. We reused645

existing dataset for our research, such as HC3646

M4GT-Bench, MAGE, RAID, OUTFOX and LLM-647

DetectAIve, which have been publicly released un- 648

der clear licensing agreements. We adhere to the 649

intended usage of all these dataset licenses. 650

Security Implications The shared task dataset 651

supports the development of robust MGT detec- 652

tion systems, essential for addressing security and 653

ethical concerns. These systems help prevent auto- 654

mated misinformation campaigns, protect against 655

financial fraud, and ensure content integrity in crit- 656

ical domains like journalism, academia, and law. 657

Beyond security, effective detection promotes digi- 658

tal literacy by fostering public awareness of LLM 659

limitations and encouraging critical engagement 660

with online content. 661

In multilingual contexts, MGT detection is par- 662

ticularly challenging due to linguistic and cultural 663

nuances. Advanced systems must address these 664

complexities to prevent disinformation, especially 665

in less-resourced languages. Strengthening multi- 666

lingual detection enhances global trust in AI tech- 667

nologies and mitigates security risks associated 668

with their misuse. 669

Human Subject Considerations Our study en- 670

gaged human evaluators in distinguishing between 671

human-written and machine-generated texts while 672

expressing their preference. All annotators pro- 673

vided informed consent, were fully aware of the 674

study’s objectives, and had the right to withdraw 675

at any time. Since this study was designed to be 676

evaluated by experts, all annotators participating 677

in our study were advanced NLP researchers (Mas- 678

ter’s, PhD, or postdoctoral students specializing in 679

LLMs). While this ensures a rigorous assessment 680

of detection capabilities within an expert domain, 681

we acknowledge that findings may not generalize 682

to laypeople. Future research could include a more 683

diverse range of participants to evaluate human de- 684

tection performance across various demographic 685

and professional backgrounds. 686

Transparency and Reproducibility To promote 687

open research, we will release our collected 688

datasets to public, including human annotations 689

and preference rankings, enabling other researchers 690

to build upon our work. Additionally, we provide 691

comprehensive methodological documentation to 692

ensure reproducibility and transparency. 693
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Appendix861

A Related Work862

We first review studies investigating human evalu-863

ation of detecting MGT, and then summarize dis-864

tinguishable features between human-written and865

machine-generated text, and end up with a discus-866

sion of relationship between individual factors, hu-867

man detection capability and preference.868

A.1 Human Detection on MGT869

Early studies probing the outputs of less advanced870

generative models found that human evaluators871

could detect the differences. For example, Gar-872

bacea et al. (2019) reported that individual evalu-873

ators obtained 66.61% accuracy when evaluating874

online product reviews generated by 12 sequential875

models before 2019, and majority voting of five an-876

notators’ predictions improved to 72.63%. Ippolito877

et al. (2020) found that trained evaluators were able878

to detect GPT2-large text 71.4%.879

However, since the emergent of GPT3, it has880

become challenging for human evaluators to dis-881

tinguish between human-written and machine-882

generated text. Evaluators could guess GPT3-883

generated stories, news articles and recipes with884

50% accuracy (Clark et al., 2021). 203 crowd-885

soured workers employed from Prolific show 57%886

average accuracy when discerning news generated887

by GPT-3.5-turbo and news collected from trusted888

news organizations, e.g., New York Times, Wall889

Street Journal, and they obtained 78% on social890

media comments, both with a wide spread in per-891

formance across individuals (Chein et al., 2024).892

Guo et al. (2023) also showed large differences893

in detection capability between experts and lay-894

men, where the former is much higher than the895

later across different domains. Average accuracy896

of experts is above 90%, but random guess for am-897

ateurs, i.e., 48% and 54% for English and Chinese898

respectively. With expert annotators, academic pa-899

per abstracts are harder to detect than the Reddit900

answers. Detection accuracy ranges from 41 to 94901

for Reddit with an average of 77, while 72 for ab-902

stracts with individual performance rangining from903

60 to 84, revealing that scientific materials are more904

challenging even for experts who are researchers905

and frequent users of LLMs (Wang et al., 2024b).906

In addition to binary detection human vs. AI,907

Wang et al. (2024a) performed 4-class detection to908

identify which LLM generated a given text, achiev-909

ing accuracy of 21.2%, below the random guess910

of 25%, though annotators are all NLP PhD stu- 911

dents who are exploring machine-generated text in 912

their research. Dugan et al. (2023) asked annotators 913

to select boundary sentences between human- and 914

machine-authored snippets given a mixed collabo- 915

rative text by a game tool. They found that players 916

correctly identified the boundary sentence 23.4% 917

of the time (chance being 10%). 918

As shown in Table 1, previous studies primar- 919

ily focus on English and outputs of GPT-3.5-turbo, 920

non-English languages and more advanced mod- 921

els have been under-investigated. The accuracy 922

of human detection is influenced by languages, 923

generative models, and domains of the given text, 924

as well as the annotators. Large variance is ob- 925

served among individual evaluators, particularly 926

between experts and laymen. Therefore, we aim to 927

fill this gap by a comprehensive case study explor- 928

ing whether human can safeguard against AI over 929

16 dataset spanning nine languages, nine domains 930

and 11 SOTA LLMs in four evaluation setups. 931

A.2 Distinguishable Signals 932

To characterize the specific linguistic properties 933

that distinguish human from AI texts, Markowitz 934

et al. (2024) compared real human hotel reviews 935

to a set of LLM-created fake hotel reviews, and 936

observed that machine texts had a more “ana- 937

lytical” style and exhibited increased use of af- 938

fective language (stronger positive “emotional 939

tone”). Similar work has shown that AI “smart 940

replies” likewise demonstrate an emotional posi- 941

tivity bias (Mieczkowski et al., 2021). Guo et al. 942

(2023) summarized that GPT-3.5-turbo writes in 943

an organized manner, with clear logic, tending to 944

offer a long and detailed answer. Also, the model 945

responses generally strictly focused on the given 946

question, whereas humans’ are divergent and eas- 947

ily shift to other topics. Model answers are ob- 948

jective, typically formal, while humans’ are more 949

subjective, colloquial. and emotion-rich. Wang 950

et al. (2024a) reported that human-written texts 951

have some imperfect formatting patterns compared 952

to machine text, e.g., initial double newlines, ini- 953

tial space, completely missing new lines in the 954

paragraph, typos, inconsistencies within texts, or 955

specific references and URLs. 956

In addition to probe the upper bound of human 957

detection ability, we also try to answer: do these 958

linguistic patterns mentioned above generalize to 959

other languages and advanced AI systems? Can 960
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they guide more accurate judgment of the text ori-961

gins?962

A.3 Detection Accuracy and Preference963

What factors may influence individuals’ discern-964

ing accuracy? Chein et al. (2024) investigated965

whether psychological attributes (e.g., fluid intelli-966

gence, executaive functionining, empathy) or expe-967

rience (e.g., smartphone and social media habits)968

predict the ability to differentiate between human969

and AI materials. Results show that only fluid in-970

telligence — the capacity to reason and solve novel971

problems without relying on previously acquired972

knowledge, was strongly associated with the ability973

to differentiate human from AI materials. Other974

three factors were not significantly related to the975

overall detection accuracy.1 They also find that in-976

creased exposure to mixed AI and human materials977

online does not enhance one’s ability to differenti-978

ate human from AI materials, but rather, may make979

AI-generated content appear more human-like.980

Combine together, language proficiency, cogni-981

tive intelligence, and familiarity with AI outputs982

may affect detection accuracy.983

Intuitively, a high level of language proficiency984

will make it easier to spot overly formal, repetitive,985

or mechanically structured phrasing typical of AI986

outputs. Native speakers with strong awareness of987

cultural nuance can better understand cultural and988

idiomatic expressions, facilitating identify content989

that lacks human-like subtlety or creativity. Strong990

analytical skills can help detecting inconsistencies,991

logical flaws, style patterns that indicate MGT. In-992

dividuals with frequent interaction with LLMs may993

recognize their writing patterns like positive tone994

bias (Guo et al., 2023; Chein et al., 2024). There-995

fore, to probe the upper bound of human capability996

of detecting current SOTA LLM generations, all997

annotators for MGT detection and preference label-998

ing are native speakers for each language, Masters’,999

who are PhD and postdoc students studying LLMs,1000

with 5 female and 14 male.1001

B Datasets 1002

B.1 Arabic 1003

We collected three categories of text for Arabic 1004

including tweets, summaries, and news, involving 1005

four datasets. 1006

Arabic Dialect Tweets We randomly selected 1007

300 tweets from the QCRI Arabic POS Dialect 1008

dataset2, which includes tweets in four dialects: 1009

Egyptian, Moroccan, Gulf, and Levantine. The 1010

dataset was originally curated for part of speech 1011

segmentation and covers a broad range of topics. 1012

The selected tweets were cleaned by removing the 1013

usernames of the original tweets’ authors and pars- 1014

ing the words from each tweet to organize into 1015

sentences. 1016

We generated 600 machine-generated tweets: 1017

150 per dialect using GPT-4o and Qwen-2 (7.5B). 1018

Instead of calling APIs, we collected generations by 1019

the chat interface in order to esaily observe the pat- 1020

terns of the machine-produced content. The prompt 1021

employed for tweet generation was: write a ran- 1022

dom tweet with dialect. In this structure, dialect 1023

denotes one of the four targeted dialects. Addi- 1024

tionally, the corresponding Arabic prompt was also 1025

used in generation: 1026

{dialect} ÈAK.
�
èYK
Q

	
ª
�
K I.

�
J» @ 1027

EASC Articles Summaries We used the Es- 1028

sex Arabic Summaries Corpus, a dataset featur- 1029

ing 153 Arabic articles sourced from Wikipedia, 1030

Alrai Newspaper, and Alwatan Newspaper. Each 1031

article is accompanied by 5 human-written sum- 1032

maries from which we sampled one. The corpus 1033

has a diverse range of topics, including art, edu- 1034

cation, politics, health, science, and finance. To 1035

generate machine-produced counterparts, we uti- 1036

lized GPT-4o using the prompt below. The prompt 1037

emphasizes that the generated summary should be 1038

highly informative, reserving all key ideas while 1039

remaining concise and to the point. 1040

 A
�
®
	
JË @ Ñë@ úÎ« A

	
¢
	
¯Am× ÈA

�
®ÖÏ @ @

	
Yë �J


	
jÊ

�
JK. Õ

�
¯ 1041

. {article}: �
é
�
¯YË@ ð 	PAm.

�'

B@ AÓ

	Q��ÊÓ 1042

1Fluid intelligence involves the ability to think abstractly,
analyze patterns, make decisions in unfamiliar situations, and
adapt to new challenges. Fluid intelligence is typically thought
to be influenced by genetic and biological factors, and it tends
to peak in early adulthood before gradually declining with age.
It’s often contrasted with crystallized intelligence, which is
based on accumulated knowledge and experience.

2https://huggingface.co/datasets/QCRI/arabic_
pos_dialect
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Language Source/ Data Total Sampled Parallel Data
Domain License Human Human GPT-4o Claude LLM2 Name (#) Total

Arabic

Dialect Tweet Apache 2.0 1400 300 300* – Qwen2 (300*) 900
EASC cc-by-sa-3.0 765 153 153 – – 306
Youm7 News — 21,000 1,000 1,000 – AceGPT (1,000) 3,000
SANAD cc-by-4.0 194,797 100 100 – – 200

Chinese

Zhihu-QA cc-by-4.0 224,761 588 588 – Qwen-turbo (588) 1,764
Student essay cc-by-4.0 93,002 600 – 300* ChatGLM4 (300*) 1,200
Student essay cc-by-4.0 51 51 – 51 ChatGLM4 (51) 153
Government Report MIT 200,409 500 500 – Baichuan2-13B (500) 1,500

English Peersum (Li et al., 2023) cc-by-sa-4.0 5,158 400 200 200 – 800

Hindi News cc-by-4.0 3,995 600 600 – – 1,200

Italian DICE cc-by-sa 10,518 300 300 Anita (300) Llama3-405B (300) 1,200

Japanese News cc-by-nc-sa-4.0 7,110 300 300 – – 600

Kazakh Wikipedia cc-by-sa-4.0 4,827 300 300 – – 600

Russian News MIT 800,000 300 300 – Vikhr-Nemo-12B (300) 900
Academic summary MIT 31,000 300 300 – Vikhr-Nemo-12B (300) 900

Vietnamese Wikipedia cc-by-sa-3.0 600 600 600 – – 1,200
News Kaggle data 290,282 600 600 – – 1,200

Total – – 1,690,803 6,992 6,141 851 3,639 17,623

Table 4: Statistics of multilingual data for human annotation. Machine data with * means non-parallel data.

Youm7 News Articles The Kalimat dataset con-1043

sists of articles sourced from the Egyptian news1044

journal Youm7. This dataset comprises a total of1045

21,000 articles across various topics, providing a1046

diverse base for text generation and analysis. For1047

our study, we sampled 1,000 news and generated1048

using GPT-4o (a multilingual LLM) and AceGPT1049

(a Arabic-centric LLM).1050

The text generation process was guided by a care-1051

fully crafted prompt to simulate the typical writing1052

style of Youm7 articles. This prompt instructed1053

the models to act as a professional journalist, en-1054

suring coherence and alignment with the original1055

content’s structure and tone. Below is the prompt1056

used for this task:1057

B
�
A
�
®Ó I.

�
J» @ð ,

	
¬Q��m× PAJ.

	
k


@ I.

�
KA¿ ½

	
K


A¿

	
¬Qå�

�
�1058

ú


Í@ñk 	áÓ

	
­Ë



A
�
JK


�
éJ
K. QªË@

�
é
	
ªÊËAK.1059

. {title} 	
à@ñ

	
JªK. ,

�
éÒÊ¿ {word_count_rounded}1060

ù
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�
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�
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�
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�
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�
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�
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Y
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B@ ©Ó , {source}1062

. {topic_arabic} �
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J
	
¯

�
Im�

�
' h. PY

	
JK
1063

The goal of the generated samples was to main-1064

tain narrative consistency and topical relevance1065

while adhering to the typical article patterns found1066

in Youm7.1067

SANAD News The SANAD news dataset (Einea1068

et al., 2019) is an extensive collection of Arabic1069

news articles in Modern Standard Arabic (MSA),1070

designed to support various Arabic NLP tasks.1071

SANAD dataset comprises over 190, 000 articles1072

from three prominent news websites: AlKhaleej, 1073

AlArabiya, and Akhbarona, and it is released under 1074

the license of CC-BY-4.0. 1075

For this study, we generated a total of 500 news 1076

articles using titles from the SANAD news dataset, 1077

with 100 articles for each of five selected news cat- 1078

egory topics present in SANAD spanning finance, 1079

politics, sports, medicine, and technology. The 1080

articles were generated using the OpenAI’s GPT- 1081

4o-2024-05-13 and the prompt used to generate 1082

these articles is shown below: 1083
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 1089

In this prompt, we ask the LLM to act as a pro- 1090

fessional news writer, and write an Arabic news ar- 1091

ticle consisting of around ‘word_count_rounded’ 1092

words carrying the title ‘title’, using the writing 1093

style of authors of ‘source’ while taking into ac- 1094

count that the topic falls under the general umbrella 1095

of ‘topic_arabic’. 1096

‘word_count_rounded’ represents the number 1097

of words rounded to the nearest hundred of the 1098

corresponding human-written article for the same 1099

title. ‘source’ is the publisher name of the given 1100

title obtained from SANAD. ‘topic_arabic’ is 1101

one of the five topics mentioned earlier selected to 1102

match the topic of the given title. 1103
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B.2 Chinese1104

We collected Zhihu question answering, high1105

school student essays and government reports.1106

Zhihu QA Based on a Chinese question answer-1107

ing dataset collected from Zhihu, where the users1108

can post and answer questions as well as liking1109

or sharing them, we randomly sampled 588 ex-1110

amples.3 They span life, technology, art, science,1111

emotion, law, fashion, humor, and China-specific1112

cultures. For emotion-rich questions, we specially1113

collected across 10 topics including breaking-up,1114

quarrel, happiness, marriage issue, divorce, depres-1115

sion, inferiority, parents, forgiveness, future con-1116

cern (10 questions for each), emphasizing emo-1117

tional and humorous responses. Then we collect1118

corresponding responses from a multilingual LLM1119

GPT-4o and a Chinese SOTA model Qwen-turbo.1120

Junior and Senior High School Student Essays1121

We sampled 600 Chinese student essays from Song1122

et al. (2020), attempting to ensure the uniform dis-1123

tribution over the genre of an essay and the grade1124

of the student.4 However, the dataset does not pro-1125

vide the corresponding problem statements or titles1126

of essays, making it challenging to generate the1127

counterpart by LLMs. To produce the high school1128

student essays by LLMs, we approached by col-1129

lecting: (i) essay problem statements of Gaokao1130

from 1977 to 2024, along with some junior high1131

school problems, in total of 376 problems, and (ii)1132

51 (problem, essay) pairs, with the excellent essays1133

published in the website as the human text.5 We1134

sampled 300 problem statements from (i), prioritiz-1135

ing the latest years, and the whole set of (2), and1136

then generate machine counterparts by Claude-3.5-1137

Sonnet and ChatGLM-4-9B-chat.1138

Government Report The GovReport dataset,1139

sourced from the MNBVC GovReport sub-1140

set (MOP-LIWU Community and MNBVC Team,1141

2023), includes titles and main bodies of reports1142

from various entities, such as schools, corporations,1143

and local government units, without additional la-1144

bels or classifications. We randomly sampled 5001145

3https://huggingface.co/datasets/zirui3/zhihu_
qa

4Each instance includes the essay, and the genre (character,
narratives, scenery, objects, argumentative and prose) and the
rating (bad, moderate, good, excellent) of the essay, and the
grade of the student (7-9 is junior and 10-12 is senior high
school).

5https://docs.google.com/spreadsheets/d/
1iwtnQkamxoqnThWUT9F007WUHm1XmNESAwSVFM8xNdU/
edit?usp=sharing

entries to generate a diverse, high-quality LLM 1146

dataset. To achieve varied outputs, we used a set 1147

of eight distinct prompts, encompassing continua- 1148

tion tasks based on titles or opening sentences and 1149

rephrasing tasks based on the full report content. 1150

These prompts, presented in Chinese, were alter- 1151

nated to guide LLMs in generating work reports, 1152

with responses collected from GPT-4o, Baichuan2- 1153

13B-Chat, and ChatGLM3-6B. 1154

B.3 English Peer Meta Review 1155

We randomly sample 600 reviews (NeurIPS 1156

2021-2022) from PeerSum dataset (Li et al., 1157

2023). Peersum crawled both meta reviews 1158

and reviews from each reviewer and rebuttal 1159

from authors from openreview6. We leveraged 1160

this dataset to generate meta reviews based on 1161

comments from other reviewers and compared 1162

with human-written meta reviews. We gen- 1163

erate meta reviews using GPT-4o-2024-08-06 1164

and claude-3.5-sonnet-20240620 respectively, 1165

with prompt “Generate a meta review based on the 1166

reviews’ opinions and authors’ rebuttal to make 1167

the final decision on whether the paper should be 1168

accepted: {Reviews}\n\n Meta review:”, where 1169

“Reviews” contains both the reviewers’ review 1170

and authors rebuttals. We sampled 400 machine- 1171

generated meta reviews, paired with humans, and 1172

asked annotators to discern. 1173

B.4 Hindi News 1174

The BBC Hindi news article dataset comprises a di- 1175

verse selection of around 4,000 Hindi news articles 1176

sourced from the BBC Hindi website, covering a 1177

wide range of topics and categories. Each article 1178

includes three primary components: headline, main 1179

content and the thematic category of the article. 1180

We sampled 600 articles from the original 1181

dataset, focusing on articles that span multiple 1182

prominent topics in Indian news to ensure a bal- 1183

anced representation. These articles were selected 1184

randomly to avoid any thematic bias and provide 1185

a broad scope for comparison. We generated 600 1186

machine-written samples using GPT-4o model, em- 1187

ploying a prompt that guided the model to write 1188

concise and formal articles: “Here is a news head- 1189

line: ’headline’ and the content: ’content’. Write 1190

a machine-generated version of the news based on 1191

this headline”. 1192

6https://openreview.net/
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B.5 Italian DICE News1193

For Italian, we used DICE (Bonisoli et al., 2023) —1194

local news from La Gazzetta di Modena (≈ 10, 0001195

samples) licensed as CC-by-nc-sa. We sampled1196

300 news, where the original text has at least 10001197

characters. We applied three large language mod-1198

els: Llama-3.1-405b-instruct, GPT-4o, and Anita1199

(an Italian fine-tuned Llama-3.1-8B: Polignano1200

et al. (2024)).1201

When generating in Italian, we use one of 41202

possible system prompts as Table 5. The model1203

is always prompted as a journalist but the mother1204

tongue and the newspaper scope may vary lightly.1205

The general format is the following:1206

System: You are an Italian journalist1207

writing for a national newspaper focus-1208

ing on criminal events happening in the1209

area surrounding Modena.1210

User: Write a piece of news in Italian,1211

that will appear in a local Italian newspa-1212

per and that has the following title: ...1213

B.6 Japanese News1214

We randomly sample 300 news articles of the BBC1215

news from the XLSUM dataset (Hasan et al., 2021).1216

XLSUM has title, content, and summary of a news1217

article. We generate the corresponding news con-1218

tent using GPT-4o-2024-08-06 based on the arti-1219

cle titles. For both text generated with GPT-4o and1220

the human-written text, we remove obvious for-1221

matting indicators (e.g., line breaks and template1222

messages at the beginning and end of the texts).1223

We generate 75 articles for each of the four set-1224

tings: simple prompt zero-shot, diverse expression1225

zero-shot, content-rich zero-shot, and few-shot.1226

Simple prompt zero-shot, diverse expression zero-1227

shot, and content-rich zero-shot use the following1228

instructions, respectively: “次のニュースタイト1229

ルに合わせたニュース記事を生成してくださ1230

い。” (Please generate a news article that matches1231

the following news title.), “次のニュースタイト1232

ルに合わせたニュース記事を多様な表現を使1233

用して生成してください。” (Please generate a1234

news article that matches the following news title,1235

using diverse expressions.), and “次のニュース1236

タイトルに合わせたニュース記事を生成して1237

ください。このとき生成するニュース記事に1238

は、誰かに対するインタビューや実際の出来1239

事を組み込んでください。” (Please generate a1240

news article that matches the following news title.1241

When creating the article, include interviews with1242

individuals or actual events.). The few-shot uses 1243

the same instruction as the simple prompt zero- 1244

shot. Add “ニュースタイトル:” (news title:) and 1245

“ニュース記事:” (news article:) at the beginning 1246

of the news title and the content, respectively. We 1247

randomly sample three contents as examples for 1248

few-shot, and use the same examples for all gener- 1249

ations. 1250

B.7 Kazakh Wikipedia 1251

KazQad is a closed question-answering dataset fo- 1252

cused on the Kazakh language (Yeshpanov et al., 1253

2024). It contains 5,000 distinct passages cover- 1254

ing 1,700 topics derived from Kazakh Wikipedia. 1255

These passages span a variety of domains, includ- 1256

ing art, science, history, sports, and other general 1257

topics. 1258

We randomly selected 300 titles along with their 1259

corresponding paragraphs, ensuring that each para- 1260

graph contained at least 3-5 sentences. Addition- 1261

ally, the sampled texts were cleaned and merged by 1262

title to increase the length of the texts. This step 1263

was necessary because some samples in the original 1264

dataset contained extraneous elements such as ref- 1265

erences, markdown formatting symbols, and other 1266

unnecessary characters. For the machine-generated 1267

data, we used the GPT-4o model to generate pas- 1268

sages based on the sampled titles. The generation 1269

process was initiated with the following prompt: 1270

“Please, write one paragraph about the following 1271

topic in Kazakh: [title].” 1272

B.8 Russian 1273

We generated machine text for both news and sum- 1274

maries for Russian. 1275

News Based on Lenta.ru news from Corus with 1276

around 800,000 news samples, we sampled 50 1277

cases for each topic among the six topics: Rus- 1278

sia, World, Economy, Sport, Culture, and Science 1279

& Technology. We prompted GPT-4o and Vikhr- 1280

Nemo-12B-Instruct-R-21-09-24 to generate to cor- 1281

responding machine text using ”Напиши новость 1282

в области "topic"с сайта lenta.ru используя 1283

заголовок title. Ты должен генерировать но- 1284

вость без заголовка. Новость: ” 1285

Academic Article Summaries Based on ai- 1286

forever/ru-scibench-grnti-clustering-p2p with 31 1287

000 samples, we sampled 30 summaries for each 1288

topic among ’Psychology’, ’Mechanical Engineer- 1289

ing’, ’Agriculture and Forestry’, ’Geology’, ’Biol- 1290

ogy’, and ’Energy’, and generated machine counter- 1291
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English-first LLMs
System Prompt

You are an Italian journalist writing for a na-
tional newspaper focusing on criminal events
happening in the area surrounding Modena

You are an Italian journalist writing for a local
newspaper focusing on criminal events hap-
pening in the area surrounding Modena

You are an Italian-French journalist writing in
Italian about criminal events happening in the
area surrounding Modena

You are an Italian-American journalist writ-
ing for a local newspaper focusing on criminal
events happening in the area surrounding Mod-
ena

User Prompt
Write a piece of news in Italian, that will ap-
pear in a local Italian newspaper and that has
the following title:

Write a piece of news in Italian, that will ap-
pear in a local Italian newspaper and that has
the following title:

Write a piece of news in Italian, that will ap-
pear in a national Italian newspaper and that
has the following title:

Write a piece of news in Italian, that will ap-
pear in a local Italian newspaper and that has
the following title:

Italian-first LLMs
System Prompts

Sei un giornalista italiano che che scrive per
un giornale nazionale focalizzandosi su eventi
criminali che accadono a Modena

Sei un giornalista italo-francese che scrive in
italiano su eventi criminali che accadono a
Modena

Sei un giornalista italiano che scrive per un
giornale locale focalizzandosi su eventi crimi-
nali che accadono a Modena

Sei un giornalista italo-americano che scrive
per un giornale locale focalizzandosi su eventi
criminali che accadono a Modena

User Prompts
Scrivi un articolo di giornale in italiano.
L’articolo sarà pubblicato su un giornale lo-
cale e avrà il seguente titolo:

Scrivi un articolo di giornale in italiano.
L’articolo sarà pubblicato su un giornale
nazionale e avrà il seguente titolo:

Scrivi un articolo di giornale in italiano.
L’articolo sarà pubblicato su un giornale lo-
cale e avrà il seguente titolo:

Scrivi un articolo di giornale in italiano.
L’articolo sarà pubblicato su un giornale lo-
cale e avrà il seguente titolo:

Table 5: Italian machine generation prompts.

parts using GPT-4o and Vikhr-Nemo-12B-Instruct-1292

R-21-09-24. We used the following prompt: ”На-1293

пиши краткое содержание для статьи в об-1294

ласти "topic"используя заголовок title. Ты1295

должен генерировать краткое содержание1296

без заголовка. Содержание:”1297

B.9 Vietnamese1298

Vietnamese News The dataset is crawled from1299

Lao Động newspaper7 before May 2022 (before the1300

releases of all LLM that support Vietnamese). The1301

dataset contains 290,282 articles with a headlines1302

and a summary of an article in various topics,1303

such as politics, lifestyles, legal, etc. We cleaned1304

the data by removing some missing values and1305

7https://www.kaggle.com/datasets/phamtheds/
news-dataset-vietnameses

too short summaries (less than 20 words), then 1306

randomly selected 600 examples to generate the 1307

corresponding 600 machine-generated summaries 1308

with GPT-4o using title of articles. The prompt for 1309

generation process was 1310

Bạn là một nhà báo Việt Nam chuyên viết 1311

những mẩu tin tóm gọn cho các bài báo 1312

bằng cách sử dụng tiêu đề của chúng. 1313

Hãy viết cho tôi một đoạn tóm tắt bài 1314

báo tiêu đề dưới đây: 1315

which means You are a Vietnamese journalist who 1316

writes summaries for articles using their headlines. 1317

Please write me a summary of the article with the 1318

following headline: 1319

17
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Dialect Human GPT-4o Qwen2-7.5B Overall MGT

EGY 52.00 53.33 58.67 56.00
MOR 54.00 53.33 48.00 50.67
LEV 69.33 14.67 58.67 36.00
GULF 81.33 26.67 30.67 28.67

Table 6: Arabic dialect tweet human detection accuracy
over human vs. GPT-4o vs. Qwen2-7.5B. Machine-
generated text is harder than human text to discern.
GPT-4o is harder than Qwen2.

Vietnamese Wikipedia We randomly crawled1320

600 sites from Vietnamese Wikipedia8 with its ID,1321

title, and the introduction part of each topic. For1322

our studies, we generated 600 introduction given a1323

subject using GPT-4o with the prompt:1324

Bạn là một nhà đóng góp cho Wikipedia1325

tiếng Việt. Hãy viết cho tôi một đoạn1326

giới thiệu ngắn gọn bằng tiếng Việt về1327

chủ thể bên dưới để đăng trên trang1328

Wikipedia. Lưu ý bắt buộc viết với1329

khoảng word_count từ.1330

which means You are a contributor to Vietnamese1331

Wikipedia. Please write me a brief introduction in1332

Vietnamese about the subject below to post on the1333

Wikipedia page. Note that it must be written within1334

word_count words:1335

In this prompt, to avoid the newly generated text1336

has too long passage, since GPT-4o tends to write1337

much longer than human does for a Wikipedia1338

topic, we set the word limits word_count as word1339

count of the original one.1340

C Distinguishable Signals1341

This section elaborates detection setting, accuracy1342

and distinction signals summarized by 18 annota-1343

tors for 16 datasets one by one.1344

C.1 Arabic1345

Arabic Dialect Tweets The annotation was con-1346

ducted under the setting III. Single-binary, where1347

a total of 900 tweets across four dialects were ana-1348

lyzed, with ratio of machine-generated vs. human-1349

written text as 2:1 (GPT-4o and Qwen2-7.5B).1350

The annotators were not very confident about1351

their choices when deciding whether the data is1352

human-written or not. They achieved an overall1353

accuracy of 50.06%, highlighting the difficulty1354

of distinguishing machine-generated content in1355

short texts. Overall, 64.17% of human-written1356

8https://vi.wikipedia.org/

tweets were correctly annotated, 36% human- 1357

written tweets were mis-identified as machine- 1358

generated. Table 6 presents the human detection 1359

accuracy on human text and machine-generated 1360

tweets across four dialects, machine-generated text 1361

is harder than human text to discern. GPT-4o out- 1362

puts are more similar to human text, thus more 1363

difficult to distinguish compared to Qwen2. 1364

Since LLMs effectively replicate native speaker 1365

vocabulary, human detection cannot rely on distin- 1366

guishing lexical distinctions. A key indicator of 1367

machine-generated text was the use of emojis in 1368

an overly formulaic manner. Additionally, some 1369

tweets addressed topics that would typically be 1370

considered trivial or unlikely for humans to post, 1371

further suggesting machine generation. Machine- 1372

generated tweets also exhibited unnatural tones, 1373

misused native expressions, or contained incom- 1374

plete content. A notable issue in Qwen2’s output 1375

was the inclusion of words from other languages 1376

within sentences and the mixing of dialects, which 1377

is uncommon in natural usage. 1378

EASC Articles Summaries We sampled 100 1379

(human, GPT-4o) pairs to identify which text is 1380

written by human, achieving 82% accuracy. The 1381

annotator differentiated human-written text from 1382

the machine-generated text based on five empirical 1383

distinguishable signals. 1384

• Informative: LLM summaries are more in- 1385

formative, while humans may overlook key 1386

points due to emotional biases, personal per- 1387

spectives, or incomplete understanding of arti- 1388

cles. 1389

• Abstract and concise: LLMs present ideas in 1390

a more abstract and concise way, without em- 1391

phasis on specific points. Human summaries 1392

often inject personal opinions and beliefs. 1393

• Religious language: Humans can accurately 1394

use religious language, whereas LLMs gener- 1395

ate text in standard language. 1396

• Prompt reflection: LLMs often start with 1397

words from the prompt, such as 1398

ÈA
�
®ÖÏ @ @

	
Yë 1399

• Formatting hints Human-written summaries 1400

contain typos or grammar errors. Machine- 1401

generated text includes markdown elements, 1402

making it more easily detectable as machine- 1403

generated. 1404
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Youm7 News Articles We paired 1,000 (human,1405

GPT-4o) examples to identify which text is writ-1406

ten by human, achieving accuracy of 92.7%. A1407

key finding was that human-written paragraphs1408

were typically presented as a single continuous1409

block of text, whereas GPT-generated article was1410

segmented into smaller sections. This structural1411

difference served as a crucial cue for identifying1412

machine-generated content. No significant varia-1413

tions were observed in thematic patterns or narra-1414

tive sequences, paragraph segmentation emerged as1415

a key indicator, highlighting the role of structural1416

features in detection.1417

SANAD News Using the SANAD Arabic news1418

dataset in Modern Standard Arabic (MSA), we eval-1419

uated 100 samples to identify human vs. GPT-4o1420

text, achieving 100% annotation accuracy under1421

the setting I. Pair-binary. We identified several key1422

features that differentiate machine-generated text1423

from human-written text.1424

• Markdown presence: Machine-generated1425

text often contains markdown, which is ab-1426

sent in human-written text.1427

• Formatting style: Machine-generated text1428

is consistently formatted into structured para-1429

graphs, whereas human text tends to appear1430

as large, unstructured blocks of text.1431

• Content density: Human text is richer in1432

factual information, while machine-generated1433

text includes generic statements. For in-1434

stance, phrases such as mentions of “Saudi1435

Vision 2030” are more frequent in machine-1436

generated text.1437

• Source attribution issues: Machine-1438

generated text often contains source1439

attributions, but these are sometimes incorrect1440

or against the prompt.1441

• Presence of numbers and specific meta1442

data: Human-written text contains more sup-1443

porting numerical details, including URLs,1444

phone numbers, currency exchange rates,1445

dates, and amounts, which are not as frequent1446

in machine-generated text.1447

• Use of English terms: Human text includes1448

sporadic English terms, especially in special-1449

ized contexts, while machine text remains1450

fully in Arabic.1451

• Hashtags and social media elements: Hash-1452

tags are commonly found in human-written1453

text, whereas machine-generated text lacks 1454

such social media elements. 1455

• Narrative structure: Human-written text fol- 1456

lows a narrative structure with a sequence of 1457

events, dates, and timelines. On the other 1458

hand, machine-generated text tends to resem- 1459

ble an essay on a given topic rather than a 1460

chronological news report. 1461

• Formatting consistency: Human text format- 1462

ting varies significantly, often appearing as 1463

inconsistent or messy blocks of text with ir- 1464

regular spacing or newlines. We attribute this 1465

apparent inconsistency to the fact that the hu- 1466

man texts are composed by a large number 1467

of authors, while machine text is written by a 1468

single model which provides text that is more 1469

polished and consistent. 1470

• Readability and grammar: Machine- 1471

generated text is generally more readable and 1472

grammatically correct, while human text may 1473

contain stylistic inconsistencies. 1474

C.2 Chinese 1475

Zhihu QA The detection involves six unique in- 1476

dividuals, with three female and three male an- 1477

notators. We pair (human, GPT-4o) and (human, 1478

Qwen-turbo), and annotate both under setting I, 1479

achieving the average accuracy of 1.0 and 0.98 1480

respectively. The distinguishable factors are sum- 1481

marized below. 1482

• Humans share personal experience and 1483

feelings. For emotion-rich questions, humans 1484

provide empathic comforts by sharing their 1485

real personal experiences. However, narra- 1486

tives or stories generated by models tend to ap- 1487

pear contrived and artificial, making it easy for 1488

humans to detect that they are not grounded by 1489

facts, similar to stories created by kids. Model 1490

responses thus typically offer solutions, but 1491

they are theoretically sound, while often lack 1492

practical applicability. 1493

• Human answers can be informal, mean 1494

and sharp. Human responses sometimes are 1495

mean, strongly opinionated, and influenced 1496

by personal biases, reflecting a more self- 1497

centered perspective. LLMs provide general 1498

and less engaging information, but often at- 1499

tempting to help users and offering problem- 1500

solving assistance. Some individuals appreci- 1501

ate human answers for their authenticity and 1502
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directness, others may find them offensive.1503

• Different Intent. Zhihu users prioritize ex-1504

pressing their feelings and opinions, rather1505

than assisting and directly addressing the1506

seeker’s needs. So they often do not respond1507

to the question directly. Though LLMs aim to1508

assist but typically offer general information1509

related to the entities or concepts in the ques-1510

tion, rarely responding with direct and sharp1511

answers.1512

• Human answers can be extremely short or1513

long. Some human answers are excessively1514

long and lack proper paragraph segmentation,1515

making them harder to read. LLM-generated1516

responses are generally well-segmented and1517

structured with bullet points or listed points1518

with bold subtitles.1519

• LLM responses lack deviation. LLMs ad-1520

here rigidly to instructions, presenting limited1521

flexibility in their responses. When prompted1522

to answer emotion-rich questions with greater1523

empathy, their generative patterns remain pre-1524

dictable, often relying on superficial expres-1525

sions such as more emoji inserted instead of1526

deeply integrating empathy into the content.1527

For instance, responses like I’m sorry this hap-1528

pened to you; you should probably consult a1529

professional, offer minimal support and feel1530

unhelpful.1531

• Other indicators Human answers sometimes1532

contain timeline of answer update and refer-1533

ences.1534

Improved Prompts We carefully designed1535

prompts using a few different user personas: one1536

with a positive attitude, another with a rational1537

and realistic outlook, and a humorous one. For1538

emotion-rich questions, we also applied GPT-4o1539

utilizing ECoT, a framework designed to enhance1540

LLMs’ emotional and empathetic responses (Li1541

et al., 2024). However, the responses are often1542

brief, with emojis but minimal information, which1543

limits their usefulness.1544

High School Student Essays We perform human1545

detection for student essays in two settings. One1546

NLP postdoc who is a Chinese native speaker did1547

the detection under the setting I for 102 parallel1548

pairs (hwt, mgt1) and (hwt, mgt2), obtaining the1549

accuracy of 98%. For 600 non-parallel cases under1550

the setting II. Pair-four-class, with 150 pairs for1551

each class, another NLP postdoc and two NLP PhD1552

students participated in annotations. They achieved 1553

an accuracy of 0.96, 0.96 and 0.99 respectively. 1554

During the annotation of high school student 1555

essays, we identified four remarkable distinction 1556

signals that make machine-generated texts easily 1557

recognizable: 1558

• Title: From the perspective of formatting, ma- 1559

chine text tends to begin by “title: 《xxx》 or 1560

title: xxx”, and have newlines between para- 1561

graphs while humans does not have. 1562

• Formulaic structure: From the structure and 1563

the content of essays, the structure of machine- 1564

generated essays is generally formulaic. They 1565

often adopt an argumentative style that begins 1566

paragraphs with phrases such as ”first, then, 1567

moreover, additionally, finally, and overall” 1568

(i.e., 首先，其次，然而，总之，最后), 1569

while HWT is more flexible and the styles 1570

are more diverse. Some MGT even use bullet 1571

points in an essay, which is rare in human text. 1572

• Sentiment: Machine-generated essays tend 1573

to adopt a more neutral or positive tone, gen- 1574

erally expressing less emotion compared to 1575

human-written essays. While real students 1576

often express a range of emotions, including 1577

sadness, anger, confusion, and a sense of be- 1578

ing lost. These emotions reflect the authentic 1579

feelings of young people at that age. 1580

• Style: Machine-generated content may incor- 1581

porate elements from other genres, such as of- 1582

ficial document styles. Additionally, machine- 1583

generated content may unexpectedly switch to 1584

multilingual content, for example, outputting 1585

an English paragraph during Chinese content 1586

generation. 1587

Original vs. Improved Prompt Based on the find- 1588

ings above, we further refined the prompts in the 1589

following ways: (1) instructing the model to avoid 1590

outputting titles, as these often serve as clear de- 1591

tection cues; (2) discouraging excessive use of con- 1592

necting words like ’first of all,’ ’secondly,’ ’then,’ 1593

and ’finally’; and (3) preventing the mixing of lan- 1594

guages other than Chinese. 1595

Government Report Under setting IV. Triplet- 1596

three-class, we presented human-written texts vs. 1597

two model outputs across 500 samples to a na- 1598

tive Chinese-speaker (postdoctoral researcher spe- 1599

cializing in NLG), and asked the annotator to 1600

identify which text is human-written. The an- 1601

notator achieved an accuracy of 97.2%. Human- 1602
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authored texts were typically longer and contained1603

richer details, often covering multiple topics, while1604

machine-generated texts were generally shorter,1605

lacking noticeable rhythm variations. Addition-1606

ally, machine-generated texts occasionally included1607

distinct symbols, such as bold formatting and En-1608

glish words. Errors in distinguishing humans from1609

machine-generated texts primarily occurred when1610

the machine-generated outputs were of similar1611

length to human-written ones.1612

C.3 English Peer Meta Review1613

Human detection accuracy is 99.75%. Before see-1614

ing labeled samples, the annotator found the distinc-1615

tion was obvious. After reviewing a few examples,1616

the annotator was extremely confident in distin-1617

guishing human-written from machine-generated1618

text based on indicative features of MGT.1619

Machine-generated peer reviews exhibited dis-1620

tinct, predictable patterns. They frequently fol-1621

lowed a structured format, often providing explicit1622

decisions as “Decision: Accepted”, which was rare1623

in human-written reviews. MGT also commonly1624

used headings such as “Strengths” and “Weak-1625

nesses”. MGT tended to explicitly summarize mul-1626

tiple reviews while the human reviewers rarely did.1627

An example of MGT is like “Based on the reviews,1628

this paper presents methods for embedding numer-1629

ical features to improve deep learning models for1630

tabular data. The key points are:”.1631

MGT additionally presents a notable preference1632

for bullet points, even when a paragraph format1633

was feasible, with minimal variation in bullet style.1634

MGT responses tend to be more uniform in length1635

and generally longer than human reviews. In con-1636

trast, human-written meta reviews lacked a fixed1637

structure, rarely used bullet points, and exhibited1638

greater variation in length, though they were typi-1639

cally shorter than MGT.1640

C.4 Hindi News1641

An overall accuracy of 85.17% was achieved in1642

distinguishing between the machine-generated and1643

human-written Hindi BBC news articles. The anal-1644

ysis reveals key stylistic and content-based dis-1645

tinctions. One significant observation was that1646

machine-generated news content tended to be more1647

concise, presenting less overall information com-1648

pared to its human-written counterpart. Addition-1649

ally, machine-generated articles included fewer1650

mentions of names of persons and specific dates, el-1651

ements that are typically embedded within human-1652

authored news to enhance credibility and speci- 1653

ficity. 1654

Furthermore, stylistic disparities were evident, 1655

particularly in the absence of colloquial lan- 1656

guage elements commonly used by human authors. 1657

Human-written articles often incorporate idioms, 1658

culturally significant phrases, and even a blend of 1659

Urdu vocabulary, reflecting the linguistic diver- 1660

sity and nuance of the Hindi language. These 1661

elements, however, were noticeably missing in 1662

machine-generated content, which instead adhered 1663

strictly to the main topic, with minimal linguistic 1664

or thematic deviations. This adherence to topic, 1665

while adding to clarity, lacked the depth and re- 1666

gional authenticity often present in human-created 1667

Hindi news content. Also there was use of English 1668

text in the machine generated version. 1669

C.5 Italian News 1670

Based on human text from DICE dataset (Bon- 1671

isoli et al., 2023), we randomly selected machine- 1672

generated text from GPT-4o, Anita (Polignano 1673

et al., 2024) and Llama3-405B (Dubey et al., 2024) 1674

outputs, resulting in total of 300 (human, MGT) 1675

pairs. A native Italian speaker was asked to choose 1676

which text is human-written. Detection accuracy is 1677

88.0% for Anita, 99% on Llama3-405B and 100% 1678

for GPT-4o. 1679

We identified the following distinguishable sig- 1680

nals. When generating news, all models especially 1681

the larger ones, Llama-405b and GPT-4o have con- 1682

sistent formatting, e.g., article title is always en- 1683

closed in markdown-like double asterisks “**”, the 1684

city where the issue happens is always mentioned 1685

first. These cues are immediately recognizable. Af- 1686

ter seeing only 2-3 examples, human annotator was 1687

confident to make decisions and obtain close to 1688

100% detection accuracy. 1689

C.6 Japanese News 1690

We divided 300 pairs into two groups and two an- 1691

notators independently annotated them, to identify 1692

which text was a human-written BBC news article. 1693

Human annotators achieved an average accuracy of 1694

62%. We identified several distinctive characteris- 1695

tics of LLM-generated texts: 1696

• Style: Some texts failed to match news writ- 1697

ing styles. For instance, in Japanese, writing 1698

typically either uses the desu/masu or dearu 1699

style. While news articles conventionally use 1700

the dearu style, LLM-generated texts often 1701

21



use the desu/masu style.1702

• High reliance on headlines: The opening1703

sentences frequently relied on the title (head-1704

line), either through direct repetition or close1705

paraphrasing.1706

• Formulaic phrase: LLM outputs sometimes1707

contained formulaic phrases like This article1708

is provided as fiction or Here are five reasons:1709

1. ....1710

• Typos and grammar issues: We observed1711

various typographical errors and fluency is-1712

sues, such as This four has shocked the entire1713

UK or An event that shook the air in Myan-1714

mar.1715

These findings suggest that LLMs have not yet fully1716

mastered the stylistic conventions of news writ-1717

ing. Explicit instructions that indicate the domain-1718

specific format and style may help the LLM output.1719

C.7 Kazakh Wikipedia1720

Two native Kazakh speakers annotated 300 (human,1721

GPT-4o) pairs under the setting I, with detection1722

accuracy of 79.67%. We summarized the following1723

features of MGT.1724

• The generated text lacks diversity in expres-1725

sion, often using repetitive sentence patterns1726

and predictable phrasing, such as frequently1727

ending with “bolyp tabylady”, which con-1728

tributes to a mechanical and formulaic feel.1729

• The generated text rarely includes concrete1730

facts, such as numbers or years, and when1731

they do appear, their occurrence is minimal.1732

• The text also frequently includes flattering lan-1733

guage, which can be another signal of its arti-1734

ficial nature.1735

• Human-written texts include more Kazakh-1736

specific cultural references where applica-1737

ble, making them more relatable and authen-1738

tic, which serves as a clear signal of human-1739

generated content over LLM-generated text.1740

C.8 Russian1741

News Articles A native Russian speaker (NLP1742

PhD student) annotated 300 examples under the1743

setting I, where machine-generated text was ran-1744

domly selected from either GPT-4 or Vikhr outputs.1745

Accuracy is 100%. We found that human texts1746

often include specific details like exact dates, num-1747

bers, names of people, places, or things (especially1748

those not mentioned in the title or from ordinary 1749

backgrounds), as well as ages and other specifics. 1750

Additionally, human-written texts tend to reference 1751

sources, which is a strong indicator. 1752

Academic Article Summaries A native Russian 1753

speaker (NLP PhD student) was asked to identify 1754

whether the given text is human-written or machine- 1755

generated under the setting III. Single-binary. A 1756

text is randomly chosen from human-written, GPT- 1757

4, or Vikhr outputs (300 samples). The overall accu- 1758

racy is 80% (Psychology: 80.0%, Mechanical Engi- 1759

neering: 74.0%, Agriculture and Forestry: 74.0%, 1760

Geology: 86.0%, Biology: 86.0%, and Energy: 1761

80.0%). There are several indicators. Machine- 1762

generated texts, especially from Vikhr, often begin 1763

with a paraphrased version of the title, which is 1764

a strong indicator. Human-written texts typically 1765

contain details such as numbers, references, and 1766

names. In some Vikhr outputs, sentences may lack 1767

coherence, and even after preprocessing, certain 1768

artifacts remain visible in the text. 1769

C.9 Vietnamese 1770

We annotated 600 news summaries and 600 1771

Wikipedia introduction passages in the setting of 1772

I. Pair-binary. We obtained accuracy of 80.33% 1773

on news summaries, but random guess 50.67% 1774

on Wikipedia text, showing minimal differences 1775

between human-written and machine-generated 1776

Wikipedia passages. 1777

A key finding was that, for news articles, hu- 1778

man tends to provide more details to support the 1779

statement (such as date, location, and other specific 1780

information), while LLMs tend to offer a general 1781

summary. Besides, GPT-4o usually uses short sen- 1782

tences in summaries, but Vietnamese journalists 1783

usually write long sentences. 1784

For Wikipedia passages, it is much harder for 1785

humans to distinguish since GPT-4o was well- 1786

trained on Wikipedia data. The differences between 1787

human-written and machine-generated Wikipedia 1788

text is minor, but there are still some distinctions. 1789

For example, when GPT-4o was asked to write 1790

about Hai Phong city, city demographics and geog- 1791

raphy are expected, while it generated a review-like 1792

sentence: Modern infrastructure, along with open 1793

investment policies, have helped Hai Phong be- 1794

come an attractive destination for domestic and 1795

foreign investors, contributing to the city’s sustain- 1796

able development. 1797

22



D Fill the Gap by Prompting?1798

In this section, for each dataset, we first present1799

how we designed the improved prompts, and then1800

elaborate whether the new generations are im-1801

proved and fill the previously-observed gaps be-1802

tween humans. Original and improved prompts1803

for all datasets and languages are summarized in1804

Table 8, and the detection accuracy on new con-1805

tent and fill-gap survey results are demonstrated in1806

Table 7.1807

D.1 Arabic1808

Tweets To enhance the quality of machine-1809

generated Arabic tweets, prompts were refined to1810

better capture human emotions and generate tweets1811

that can reflect authentic human experiences. One1812

such improved prompt was: “Generate a random1813

tweet in Arabic. Use dialect dialect, use human1814

emotions and experiences. Output the tweet only”1815

and its corresponding Arabic translation:1816
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These adjustments addressed critical gaps ap-1820

peared in prior outputs. The newly-generated1821

tweets touched on relatable human topics and1822

expressed genuine emotions tied to daily experi-1823

ences. We used GPT-4o for generation as it yielded1824

promising results, while Qwen is underperformed.1825

As mentioned in Appendix C.1, Qwen texts often1826

include non-Arabic words within the tweets.1827

To evaluate the effectiveness of the improved1828

prompts, 200 sampled tweets were assessed by1829

annotators, determining whether the outputs ad-1830

dressed the identified gaps. The evaluation revealed1831

that 53% of the tweets fully met the criteria, 29%1832

partially did, and 18% did not. However, some lim-1833

itations were observed: GPT-4o frequently added1834

irrelevant hashtags at the end of tweets, making1835

the outputs identifiable as machine-generated, and1836

the tweets often carried an overly optimistic tone.1837

Even when negative experiences were mentioned,1838

the sentiment leaned toward positivity and new be-1839

ginnings. Overall, while these improved prompts1840

succeeded in filling some previous gaps, new is-1841

sues emerged, which could be addressed with more1842

precise instructions, such as explicitly avoiding1843

hashtags or adopting a more somber tone when1844

required.1845

EASC Summary Building on the identified dis- 1846

crepancies between human-written and machine- 1847

generated summaries discussed in Appendix C.1, 1848

the generation prompt was refined to address these 1849

gaps, resulting in the following prompts: 1850
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The data was re-generated using GPT-4o, follow- 1854

ing the enhanced prompt. This enhancement led to 1855

a decrease in annotation accuracy, which dropped 1856

to 63% from 82%. However, there is still typical 1857

machine writing style in the new content, like the 1858

use of common machine-generated phrases (e.g., 1859

. . . ÈA
�
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 1860

), clearly indicating that the text was produced by 1861

a machine. Additionally, the newly-generated sum- 1862

maries exhibited several characteristics. 1863

• The summaries seem to reflect a particular ide- 1864

ology, often emphasizing religious themes or 1865

beliefs, which influenced the tone and content 1866

of the generated text. 1867

• The generated sentences are not concise, limit- 1868

ing the clarity and precision of the summaries. 1869

• The language used to describe events or nat- 1870

ural phenomena tendd to be more emotional, 1871

with a tendency to exaggerate or reflect per- 1872

sonal preferences. 1873

SANAD Before prompt engineering, the accu- 1874

racy of annotating which of two texts is machine 1875

or human written was 100%. After prompt engi- 1876

neering, the accuracy dropped to 66% indicating 1877

that prompt engineering works at least partially to 1878

bridge the gap between the writing styles of hu- 1879

mans and machines. 1880

We follow the same model choices and data sub- 1881

set outlined in B.1 but we enhance the prompt as 1882

shown below: 1883
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Language Source/Model #Example #Annotator Yes Partially No

Arabic

Dialect Tweet 200 1 106 58 36
ESAC Summary 130 1 82.0% → 62.7%
Youm7 News 200 1 92.7% → 52.0%
SANAD News 200 1 100% → 66.0%

Chinese

Zhihu-QA 100 3 99.7% → 94.3%
Zhihu-QA 200 1 32 70 98

Student essay 200 3
86 36 78
84 36 80
45 23 132

Government Report 200 1 59 38 103

English Peersum 200 1 2 113 85

Hindi News 200 1 85.2% → 66%

Italian
DICE News (Anita) 300 1 88% → 81%
DICE News (Llama3-405B) 300 1 99.7% → 84%
DICE News (GPT-4o) 300 1 100% → 85%

Japanese News 200 2 86.4% →86%

Kazakh Wikipedia 200 2 105 89 6

Russian News 200 1 100% → 86.5%
Academic summary 200 1 80% → 69%

Vietnamese Wikipedia 600 1 50.7% → 47.3%
News 600 1 80.3% → 63.2%

Table 7: Human detection accuracy differences on original vs. improved generations, and survey distribution
evaluating whether the new generations fill the gap: Yes, Partially or No.
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Similar to the original prompt, this prompt in-1905

structs the LLM to act as a professional news writer1906

and generate an Arabic news article of approxi-1907

mately ‘word_count_rounded’ words with the ti-1908

tle ‘title’, ensuring that the article’s general topic1909

aligns with ‘topic_arabic’, one of the five prede-1910

fined categories.1911

The enhancements made by this prompt can be1912

summarized as follows:1913

• Produces content rich in information and ac-1914

curate details.1915

• Includes specific numbers, dates, and quanti- 1916

tative data where applicable. 1917

• Encourages the incorporation of specialized 1918

English terms when the context requires it. 1919

• Advises against vague phrases that are unsup- 1920

ported by concrete events or details. 1921

• Requests a clear chronological narration of 1922

events. 1923

• Requires the article to be written as a single 1924

paragraph, regardless of its length. 1925

• Allows imperfections in formatting (e.g., un- 1926

even spacing) to mimic human-like writing. 1927

• Permits the use of hashtags when appropriate. 1928

• Prohibits the use of Markdown. 1929

The following observations were made from the 1930

results of the enhanced prompt: 1931

• Fake phone numbers (e.g., 123456789) indi- 1932

cate machine-generated content. 1933

• Correct phone numbers or URLs suggest 1934

human-generated content. 1935

• The use of Arabic tatweel typically indicates 1936

human-generated content. 1937

• Unique names in Arabic are more likely to 1938

be found in human-generated content. 1939

24



• Poorly written or formatted texts are often1940

indicative of human authorship.1941

• Generic statements (e.g., "Vision 2030") are1942

characteristic of machine-generated content.1943

• Markdown formatting present in the text,1944

despite instructions not to use it, suggests1945

machine-generated content.1946

• Obvious incorrect information that seems1947

unlikely for a machine to produce (e.g.,1948

"equating MERS COVID") suggests human1949

authorship.1950

• Hashtags correctly embedded within the1951

text point to human-generated content, while1952

those placed at the end of the article suggest1953

machine-generated content.1954

D.2 Chinese1955

Zhihu QA We perform both fill-the-gap survey1956

by analyzing whether the gap is filled: Yes or No1957

or Partially, and the manual detection over the im-1958

proved Zhihu QA responses under the same setting1959

as Table 3. For the gap survey across three datasets,1960

issues of 16% cases are addressed, 35% are par-1961

tially addressed, and half is totally not mitigated, as1962

shown in Table 7. Detection accuracy for three an-1963

notators declines from 99.7% to 94.3% on average,1964

respectively from 100% to 93%, 99% to 81% and1965

100% to 99%. Annotators carefully read the con-1966

tents, and then learned the new detection patterns1967

after reading about 25 pairs, and then annotators1968

detect more quickly depending on the following1969

patterns. Overall, after using the improved prompts,1970

model responses become closer to human answers,1971

more challenging than before to discern.1972

Student Essay Three annotators detect using fill1973

the gap survey. Two annotators have similar ob-1974

servations that gaps in 60% cases are either fully1975

bridged or partially, 40% remained. Another an-1976

notator is more strict, and think problems are not1977

solved on 65% cases.1978

Government Report The new prompts help mit-1979

igate the rigid format of model outputs to some1980

extent and enhance output diversity. We observed1981

that in many original examples, the inputs con-1982

sist of multiple short paragraphs with highly sim-1983

ilar lengths. However, under the new prompts,1984

the model-generated paragraphs exhibited varying1985

lengths, aligning more closely with typical human1986

writing styles. Despite these improvements, cer-1987

tain repetitive phrasing issues persist and remain1988

unresolved. In our analysis, prompt adjustments 1989

proved partially effective. Among 200 test cases, 1990

59 showed a noticeable improvement in output 1991

quality, 38 exhibited partial improvement, while no 1992

significant changes were observed in 103 cases. 1993

D.3 English Peer Meta Review 1994

The new English generations retain many features 1995

exhibited by previous generations. Even after mod- 1996

ifying the prompts, the LLM remains highly formu- 1997

laic in its outputs. This may be due to the inherently 1998

formulaic nature of the peer review domain. 1999

The first half of the second round of genera- 2000

tions typically begin with the phrase “Based on the 2001

reviews ...” and frequently include bullet points 2002

or lists. Although the lists were often formatted 2003

with numbers or dashes, instead of traditional bul- 2004

let points, they tended to contain numerous items, 2005

leading to responses that felt rigid and uniform. 2006

Repetitive use of the phrase “Given this I recom- 2007

mend to” further emphasized the predictable nature 2008

of these outputs, making them easily identifiable as 2009

machine-generated. 2010

In contrast, the second half of the second round 2011

of generations moved away from lists, favoring 2012

more narrative, paragraph-based structures. The 2013

texts were divided into roughly equal paragraphs, 2014

which followed a consistent order: a summary of 2015

the paper’s content, praise for the paper’s novelty, 2016

discussion of reviewer concerns, and a concluding 2017

acceptance statement. Variations of phrases such 2018

as “The paper introduces ...” or “The manuscript 2019

under review ...” were used to begin the majority 2020

of the generations. 2021

Despite these adjustments, the gap between 2022

machine-generated and human-written text remains 2023

significant. While these improved prompts present 2024

a more fluid structure, the length of the texts re- 2025

mains relatively uniform, and the overall structure 2026

still lacks the variance and natural inconsistency 2027

typically seen in human peer reviews. Human- 2028

written reviews tend to exhibit more variability in 2029

both text length and structure, resulting in a more 2030

organic feel. 2031

D.4 Hindi News 2032

In order to address the disparities observed in 2033

machine-generated news, an improved prompt was 2034

introduced to improve the quality of machine- 2035

generated news. The new prompt explicitly pro- 2036

vided the original news content as reference, ensur- 2037

ing the inclusion of more factual details, figures, 2038
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and names. The prompt instructed the model:2039

"Here is a news headline: ’{headline}’2040

and the content: ’{content}’. Write a2041

machine-generated version of the news2042

based on this headline. Return the news2043

in Hindi and just return the news content2044

in plain formatted text. Don’t return any-2045

thing extra, just return the plain text in2046

Hindi."2047

This approach aimed to reduce previously noted2048

gaps, such as limited content and lack of proper2049

nouns, dates, and contextual richness, while keep-2050

ing the focus on generating plain, Hindi-formatted2051

news content. Providing original content would2052

also provide an idea of the style of news writing.2053

Although the improved prompt succeeded in re-2054

ducing some of the earlier disparities, some of the2055

disparities still existed in the machine-generated2056

text. These included a noticeable underuse of2057

quoted statements and fewer references to names2058

and illustrative examples, both of which are com-2059

mon in human-written news articles. Furthermore,2060

the inclusion of original content for reference led2061

to a significant decrease in classification accuracy,2062

which decreased to 66% from 85.2%. The analysis2063

of machine-generated text using improved prompt2064

shows how challenging it can be to improve the2065

style of machine-generated text while keeping it2066

different from human-written text. The results high-2067

light how important it is to carefully design prompts2068

to help models create more natural and human-like2069

text in Hindi.2070

D.5 Italian DICE News2071

To mitigate easily identifiable cues, we instruct2072

the model to refrain from using any formatting,2073

incorporate details and specific names regarding2074

the event’s location, and freely include witness tes-2075

timonies. Therefore, we incorporate the follow-2076

ing additional instructions into the initial generic2077

prompt:2078

When writing avoid any kind of format-2079

ting, do not repeat the title and keep2080

the text informative and not vague, add2081

quotes from witnesses or the police. You2082

don’t have to add the date of the event2083

but you can, use at most 300 words. Do2084

not use mark-down formatting.2085

or in Italian when testing Anita which is tuned for2086

this language:2087

Quando scrivi evita qualsiasi tipo di 2088

formattazione, non ripetere il titolo e 2089

mantieni il testo informativo e non vago, 2090

aggiungi citazioni da testimoni o dalla 2091

polizia. Non devi aggiungere la data 2092

dell’evento ma puoi farlo, usa al mas- 2093

simo 300 parole. Non usare format- 2094

tazione mark-down. 2095

Refining the prompt makes machine generated 2096

text harder to recognize. When annotating the same 2097

300 samples generated with the new prompt, accu- 2098

racy decreases. Specifically, Anita goes from 88% 2099

to 81%, Llama-405b from 99% to 84% and GPT-4o 2100

from 100% to 85%. This means that some gaps are 2101

bridged by the new prompts, making the machine- 2102

generated texts harder to identify. With the new 2103

prompt, we remove formatting related patterns and 2104

we identify others related to writing style: 2105

• The generated text occasionally contains 2106

words that depart from journalistic writing 2107

style (noticeable from the beginning of the 2108

annotation). 2109

• Most texts start with one of few prototypical 2110

sentences, e.g., The police ... and On that 2111

night ... (noticeable after annotating 10 to 20 2112

samples). 2113

• New generations still rarely use quotes, num- 2114

bers and other specific details (noticeable after 2115

annotating 10 to 20 samples). 2116

• The model rarely writes in passive tense, 2117

which is more usual in Italian than in English 2118

(noticeable after annotating more than 100 2119

samples). 2120

• Each model uses consistent writing style that 2121

is easily identifiable (noticeable after annotat- 2122

ing more than 200 samples). 2123

Overall, new generations are partially improved, 2124

but there are still some patterns that enable recog- 2125

nition of machine-generated text. The challenges 2126

reflect that annotators now need to see more ex- 2127

amples than before to summarize these patterns 2128

and then leverage them to identify MGT, making 2129

zero-shot recognition of MGT harder than before. 2130

D.6 Japanese News 2131

Based on the human detection evaluation, we found 2132

several distinctive stylistic characteristics in LLM- 2133

generated Japanese news with the original prompt, 2134

as detailed in C.6. To prevent LLMs from gener- 2135
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ating such easily detectable clues, we provide the2136

following improved prompt:2137

"次のニュースタイトルに合わせた2138

ニュース記事を生成してください。2139

このとき、生成する記事のスタイ2140

ルには敬体ではなく常体を使用し、2141

またタイトルの言い換えによって2142

記事の冒頭を作成することは避け2143

てください。\n ニュースタイトル:2144

{title}\nニュース記事: "2145

which indicates2146

Please generate a news article that2147

matches the following news title. When2148

creating the article, please use plain2149

form instead of polite form and also2150

avoid generating the beginning of the ar-2151

ticle by paraphrasing the title.\n news2152

title: {title}\n news article:2153

By default, while LLMs tend to generate2154

Japanese news articles in a polite form (desu-masu2155

style), human-written news articles are basically2156

in a more plain form (da/dearu style). Therefore,2157

we added instructions to generate articles in a plain2158

form, which is closer to the human writing style2159

in the news domain. Additionally, since LLMs2160

are likely to generate a title at the beginning of2161

the news article, we also included instructions to2162

suppress the task-specific behavior.2163

D.7 Kazakh Wikipedia2164

Out of 200 annotated examples, our analysis shows2165

that in most cases, the prompt adjustments were2166

effective. We observed 105 instances of “Yes”, in-2167

dicating clear improvement, 89 cases of “Partially”,2168

where some limitations remained, and 6 instances2169

of “No”, where no noticeable change was observed.2170

The revised prompt helps reduce repetitive sen-2171

tence patterns to some extent. The model now pro-2172

duces a more diverse range of sentence structures,2173

partially addressing the issue. However, some pre-2174

dictable phrasing persists, meaning that while vari-2175

ety has improved, formulaic expressions have not2176

been entirely eliminated. The adjustments also2177

successfully increase the inclusion of concrete in-2178

formation, such as dates, names, and specific data2179

points. As a result, the generated text now contains2180

more factual details, addressing this issue almost2181

entirely. Additionally, the prompt helps mitigate2182

excessive flattering language, making the text feel2183

more balanced. However, some instances of exag-2184

geration still occur, indicating that this issue has 2185

only been partially resolved. 2186

The inclusion of Kazakh-specific culturally- 2187

nuanced details is the most challenging issue to 2188

address. The model defaults to Kazakh-specific 2189

references only when the topic is explicitly related 2190

to Kazakhstan. When it does not recognize the 2191

subject, it often makes factual mistakes. For exam- 2192

ple, when generating text about Stephen King’s It, 2193

the model failed to recognize the name in Kazakh 2194

and mis-attributed the novel to a prominent Kazakh 2195

author, inventing plot details. This limitation re- 2196

flects a lack of exposure to Kazakh-specific content, 2197

making it difficult to fully resolve through prompt 2198

engineering alone. 2199

D.8 Russian 2200

Prompt Modifications The prompts were ad- 2201

justed to encourage greater detail and specificity in 2202

the generated content: 2203

• Academic summaries: The simple prompt 2204

asked the model to generate a summary with- 2205

out a title based on a given topic and title. 2206

The improved prompt added instructions to in- 2207

clude details about results, experiments, num- 2208

bers, and references to other works. 2209

• News articles: The simple prompt instructed 2210

the model to generate a news article based on 2211

the given title and topic from the Lenta.ru web- 2212

site without a heading. The improved prompt 2213

emphasized including as many details as pos- 2214

sible, such as names, numbers, and dates, and 2215

encouraged citing original sources like RIA 2216

Novosti, CNN, or BBC. 2217

After implementing the improved prompts, we 2218

observed a decrease in the accuracy of machine- 2219

generated text detection. Specifically, for news arti- 2220

cles, accuracy dropped from 100% to 86.5%, while 2221

for summaries, it decreased from 80% to 69%. This 2222

suggests that the refined prompt instructions suc- 2223

cessfully made machine-generated text harder to 2224

distinguish from human-written text. 2225

Observations and Patterns The enhanced 2226

prompts led to increased textual complexity and in- 2227

formation density, making it more difficult to detect 2228

machine-generated text. However, new artefacts 2229

appear, which became noticeable after reviewing 2230

50-70 samples: 2231

• Repetitive references: The generated sum- 2232

maries often cited the same set of names (e.g., 2233

27



Smith and Jones), while news articles fre-2234

quently referred to a limited set of news out-2235

lets (e.g., RIA Novosti).2236

• Text length: Human-written news arti-2237

cles were generally shorter than machine-2238

generated ones, which tended to be overly2239

detailed.2240

• Standardized introduction phrases: Sum-2241

maries frequently begin with a predictable2242

opening sentence, such as “The article dis-2243

cusses ...”.2244

• Identifiable uniqueness: If a summary con-2245

tained references to names outside the repet-2246

itive set or a news article cited a unique2247

news outlet, it was more likely to be human-2248

written. Otherwise, detection became signifi-2249

cantly harder.2250

While the refined prompts made detection more2251

difficult, annotator who analyzed a sufficient2252

number of samples could still identify machine-2253

generated text based on these emerging patterns.2254

D.9 Vietnamese2255

To address the disparities in these two domains,2256

we introduced a new prompt for each domain to2257

enhance machine-generated text.2258

For Vietnamese news, we use the prompt:2259

Bạn là một nhà báo Việt Nam chuyên viết2260

những phần đầu đề cho các bài báo bằng2261

cách sử dụng tiêu đề của chúng. Lưu ý2262

rằng, hãy đưa ra các thông tin cụ thể và2263

chính xác như mốc thời gian, địa điểm,2264

các tình tiết, chi tiết, đồng thời viết văn2265

phong dưới dạng tóm lược cho phần mở2266

đầu của bài báo. Hãy viết cho tôi một2267

đoạn đầu đề cho bài báo có tiêu đề dưới2268

đây:2269

which means2270

"You are a Vietnamese journalist who2271

writes headlines for articles using their2272

titles. Please be specific and precise in2273

giving information such as time, place,2274

circumstance, and details, and write a2275

summary for the introduction of the2276

article. Please write me a headline for2277

the article with the following title:"2278

This prompt is used to improve writing quality2279

by providing more detailed information, such2280

as dates and times, rather than merely offering2281

general information in the news title. While 2282

this information may sometimes be incorrect, its 2283

specificity can persuade readers by appearing more 2284

credible (e.g., "In May 2020, Mr. A, the president 2285

of company X, stated that..."). 2286

For Wikipedia articles, we refined the prompt 2287

to ensure that machine-generated text includes 2288

only information that is appropriate for Wikipedia. 2289

Additionally, we instructed the AI to write only 2290

the introductory information, without delving into 2291

further details. Our new prompt for Vietnamese 2292

Wikipedia is: 2293

"Bạn là một nhà đóng góp cho Wikipedia 2294

tiếng Việt. Hãy viết cho tôi một đoạn 2295

giới thiệu ngắn gọn bằng tiếng Việt về 2296

chủ thể bên dưới để đăng trên trang 2297

Wikipedia. Hãy cố gắng hiểu về chủ đề, 2298

và viết ra một đoạn giới thiệu chứa các 2299

thông tin mà người dùng thường tìm kiếm 2300

trên Wikipedia. Hãy cố gắng viết ra các 2301

đoạn văn bản giống người viết nhất có 2302

thể. Chỉ đưa ra đoạn giới thiệu, không 2303

đưa ra thêm các thông tin khác. Lưu ý 2304

rằng bạn phải giữ độ dài văn bản trong 2305

khoảng word_count từ, không được viết 2306

dài hơn." 2307

which means: 2308

"You are a contributor to Vietnamese 2309

Wikipedia. Please write me a short 2310

introduction in Vietnamese about the 2311

subject below to post on the Wikipedia 2312

page. Try to understand the topic, and 2313

write an introduction that contains 2314

information that users often search for 2315

on Wikipedia. Try to write the text as 2316

humanly as possible. Provide only the 2317

introduction, do not provide any other 2318

information. Note that you must keep the 2319

text length within word_count words, 2320

do not write longer." 2321

Generally, these improved prompts aim to imbue 2322

AI-generated text with characteristics similar 2323

to human-written passages, enabling the AI to 2324

produce more human-like text. Indeed, humans 2325

find it more difficult to distinguish between the 2326

two passages, as they are more confused while 2327

reading them and struggle to determine which 2328

one is machine-generated. The contextual gap 2329

between human and AI seems to have narrowed 2330

significantly. 2331
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However, as noted previously, for news articles,2332

the machine may hallucinate and generate incorrect2333

timestamps for events. Additionally, the writing2334

style of the machine is somewhat unique and2335

consistent across all records, whereas human-2336

written text tends to exhibit greater variation in2337

structure and length. This distinction remains a2338

key factor for humans when identifying whether2339

a passage is machine-generated or written by a2340

human.2341

D.10 Subjectivity in Fill-the-gap Survey2342

To examine the subjectivity of this survey, i.e., the2343

variation between annotators when evaluating the2344

same set of examples, we asked three annotators2345

who previously detected Chinese student essays2346

to assess the same set of newly generated essays2347

and measure their inter-annotator agreement over2348

200 cases. Figure 5 shows that the two postdoc2349

annotators exhibit a higher correlation, whereas2350

the female PhD annotator demonstrates significant2351

disagreement with them. This suggests that annota-2352

tors’ backgrounds influence the survey results, and2353

individual biases are not negligible factors. To ob-2354

tain more objective results, we conducted a second2355

round of detection on the new generations, as we2356

believe detection accuracy provides a more objec-2357

tive measure.2358

D.11 Automatic Detection Data and Results2359

Table 9 presents the distribution of data used in au-2360

tomatic MGT detection, and the results are shown2361

in Figure 6. 19 among 26 automatic detection ap-2362

proaches demonstrate lower detection accuracy on2363

the improved generations produced by the adjusted2364

prompts.2365

D.12 Why do Human Preference strongly2366

differ in Zhihu QA?2367

We summarized three major reasons.2368

Mean-spirited human Zhihu answers. One2369

of the female annotators prefers responses that are2370

sincere, authentic, and uplifting. However, many2371

human-written responses tend to show the dark2372

aspects of society by often adopting a strongly neg-2373

ative tone through harsh, sarcastic, or offensive2374

remarks targeting specific groups. While these re-2375

sponses may contain some facts, they present a2376

narrow, subjective perspective rather than a com-2377

prehensive view. In such cases, a more positive or2378

neutral response is generally perceived as more ma-2379

ture and reasonable, aligning with Chinese cultural2380

norms of expressing individual opinions in a mild 2381

and modest manner. 2382

This does not imply that machine-generated re- 2383

sponses are ideal. When asked for personal opin- 2384

ions, LLMs typically provide generic, average 2385

viewpoints that lack depth, wisdom, and inspira- 2386

tion. Human annotators tend to prefer personalized, 2387

insightful reflections and suggestions informed by 2388

real experiences and critical thinking, rather than 2389

generic statements that merely reiterate common 2390

knowledge. This limitation may stem from their 2391

lack of personal experiences and the inability to in- 2392

ternalize knowledge into a coherent philosophical 2393

perspective or behavioral framework. Also, human 2394

answers would extend the answer from the current 2395

topic to other relevant topics, rather than only re- 2396

sponding to this question. They can tell from the 2397

history and naturally incorporate personal thoughts 2398

into it, while models do not have this ability or 2399

nature. 2400

Humans more trust human suggestions. For 2401

questions asking for clinical suggestions, gradu- 2402

ate program application experience, recommenda- 2403

tion of restaurants, educational institution, tutoring 2404

courses, and teacher in a city, town or even a dis- 2405

trict, humans tend to trust more on human answers 2406

than model generations. These questions require ei- 2407

ther expert knowledge or real personal experience. 2408

Compared with model generic opinion and sugges- 2409

tions, humans offer advice in a way of real profes- 2410

sional expertise or share firsthand experience with 2411

more details, feeling and suggestions, preferred by 2412

individuals. For example, How many students did 2413

Tongda Students and Kexing Education Tutoring In- 2414

stitution get admitted to top universities this year? 2415

Kexing Education and Tongda Students are two 2416

external tutoring schools to help improve scores of 2417

high school students in admission exams. This in- 2418

ternal information is only known by a small group 2419

of people in these tutoring schools. LLMs genera- 2420

tion must be less trustworthy and are even factually 2421

incorrect. 2422

Emotional and complex relationship issues 2423

are difficult for models. Sometimes it is difficult 2424

for models to understand complex relationship and 2425

emotional issues and provide practical suggestions. 2426

For example, I have 87 days left until the college 2427

entrance exam as a student who attended this exam 2428

the second time, and my girlfriend, who is in uni- 2429

versity, and we have been together for over 450 2430

days. When I went to see her, she told me she was 2431
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Language Source Original Prompt Improved Prompt

Arabic Dialect Tweet [translated from AR] Write a tweet in ’{dialect}’. [English
Prompt] Write a random tweet in ’{dialect}’

[translated from AR] Write a random tweet in Arabic. Use
dialect ’{dialect}’, express emotions and human experience.
[English Prompt] Generate a random tweet in Arabic. Use
dialect ’{dialect}’, use human emotions and experience.
Output the tweet only.

Arabic EASC Summary [translated from AR] Summarize this article while preserv-
ing the key points, ensuring conciseness and accuracy: ’{ar-
ticle}’.

[translated from AR] Summarize the following article while
attempting to simulate a human with intellectual or reli-
gious beliefs, ensuring accuracy and conciseness, as per the
average human level: ’{article}’.

Arabic Youm7 News [translated from AR] Paraphrase the following news article
in clear, clear language, keeping the key information and
ideas accurate. Make sure to arrange paragraphs logically
and present ideas in an understandable sequence, while
using fluent, easy-to-read Arabic.

[translated from AR] Rewrite the provided news article
with a refined, well-structured, and sophisticated style that
enhances clarity, depth, and coherence. Ensure the arti-
cle maintains journalistic integrity while improving logical
flow, sentence structure, and readability. The revised ver-
sion should elevate the narrative by incorporating precise
language, nuanced transitions, and a compelling tone ap-
propriate for a professional audience. Maintain factual ac-
curacy, emphasize key points effectively, and optimize the
article’s structure to enhance engagement and comprehen-
sion. Additionally, refine the coherence between paragraphs,
eliminate redundancy, and ensure seamless progression of
ideas.

Arabic SANAD News [translated from AR] You are a professional news writer.
Write an article in Arabic consisting of approximately
{word_count_rounded} words. The article is titled: ’{ti-
tle}’, assume that the source is: ’{source}’, and the general
topic falls under ’{topic_arabic}’.

[translated from AR] Act as if you are a professional news
writer and write an article in Arabic consisting of approxi-
mately {word_count_rounded} words, titled {title}. Ensure
that the article is rich in information and precise details, in-
cluding numbers, dates, and quantitative data when relevant.
Make sure to include links, phone numbers, or currency
exchange rates when necessary. Use some specialized En-
glish terms if the context requires it, and avoid relying
solely on generic phrases like "This development comes
amid a global trend..." without supporting events or details.
Maintain a clear chronological order that reflects the logical
sequence of events. Ensure that the text is written as a single
paragraph regardless of its length, without dividing it into
multiple paragraphs. Keep the formatting imperfect (e.g.,
uneven spacing) to reflect the nature of human writing, and
feel free to use hashtags when needed. Please note that the
topic generally falls under the category of {topic_arabic}.
Please do not use Markdown at all.

Hindi News [translated from Hindi] Here is a news headline: ’headline’
and the content: ’content’. Write a machine-generated
version of the news based on this headline.

[translated from Hindi] Here is a news headline: ’headline’
and its content: ’content’. Generate a machine-written
version of the news based on this headline. Return the
news in Hindi, formatted as plain text. Do not include any
additional text—just return the generated news content in
Hindi.

Italian DICE News System: You are an Italian journalist writing for a national
newspaper focusing on criminal events happening in the
area surrounding Modena.
User: Write a piece of news in Italian, that will appear in a
local Italian newspaper and that has the following title:

System: You are an Italian journalist writing for a national
newspaper focusing on criminal events happening in the
area surrounding Modena.
User: In writing avoid any kind of formatting, do not repeat
the title and keep the text informative and not vague. You
don’t have to add the date of the event but you can

Japanese News Please generate a Japanese news article that matches the
following news title.\n news title: {title}\n news article:

Please generate a Japanese news article that matches the
following news title. When creating the article, please use
plain form instead of polite form, and avoid generating the
beginning of the article by paraphrasing the title.\n news
title: {title}\n news article:

Kazakh Wikipedia Please, write one paragraph about the following topic in
Kazakh: {topic}.
Мына тақырып туралы бiр абзац жазыңыз: тақы-
рып.

Please, write one paragraph in Kazakh about the following
topic: {topic}. Avoid repetitive sentence structures and
predictable phrasing. When applicable, include concrete
facts such as specific numbers, dates, or historical refer-
ences. Avoid overly flattering or exaggerated language, and
instead focus on delivering clear, informative, and relevant
content.
Мына тақырып туралы бiр абзац жазыңыз: тақы-
рып. Қайталағыш сөйлем құрылымдарынан және
болжамды сөздерден аулақ болыңыз. Қажет болған
жағдайда нақты деректердi, мысалы, нақты сандар-
ды, даталарды немесе тарихи сiлтемелердi қосыңыз.
Артық мақтау немесе асыра сiлтеуден аулақ болы-
ңыз, орнына анық, ақпаратты және сәйкес мазмұн-
ды жеткiзуге назар аударыңыз.
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Language Source Original Prompt Improved Prompt

English Peersum Generate a meta review based on the reviews’ opinions and
authors’ rebuttal to make the final decision on whether the
paper should be accepted: {Reviews} \n\n Meta review:

Generate a meta review based on the reviews’ opinions and
authors’ rebuttal to make the final decision on whether the
paper should be accepted: {Reviews}\n\n. When generat-
ing, don’t use rigid format or structure such as “Decision:
XX" or headings such as “Strengths", “weaknesses" or bul-
let points. \n\n Meta review:

Chinese Zhihu-QA [translated from Chinese] Imagine you are a rational and
analytical Zhihu user. Your objective is to answer question
in a clear, objective, and logical manner. Please provide a
thorough and well-supported answer.
假设你是一位理性分析的知乎用户，你的目标是以客
观、逻辑的方式回答以下问题。请以理性分析者的身
份，给出详细、有据可查的回答。

[translated from Chinese] Imagine you are a rational and
analytical Zhihu expert. Your goal is to provide objec-
tive, logical, and detailed answers while strictly adhering to
Zhihu’s style. Keep responses concise, avoiding excessive
politeness or formality. Based on the question’s profession-
alism, start with ’Thank you for the invitation’ or a similar
phrase. If relevant, @ professionals to enhance credibility.
假设你是一位理性分析的知乎专家，你精通提问者所
提出的问题。你的目标是以客观、逻辑的方式回答问
题。请给出详细、有据可查的回答。回答请严格符合
知乎风格，避免长答案和过于礼貌正式的答案。根据
问题的专业性，在开头回复“谢邀”或同义词，在必要
时请在回答中@一些行业专业人士。

Chinese Student essay [translated from Chinese] As a Gaokao student, you must
write an 800-word essay that is logical, well-structured, and
clearly argued, with sufficient evidence. Express unique
insights on social, life, or philosophical issues in formal,
elegant language, avoiding colloquialisms. Ensure smooth
transitions and a complete structure, with a conclusion that
reinforces and elevates the theme. 你是一名正在参加高
考的学生，现在需要完成一篇800字左右的作文。请
根据题目要求，深刻思考，并清晰表达你的观点。文
章应有逻辑性和层次感，论点明确、论据充分，能够
展示出你对社会、生活或哲理问题的独到见解。注意
语言要规范、优美，避免口语化表达，确保文章结构
完整，段落之间过渡自然。结尾部分应对文章的主题
进行总结和升华，展示你对问题的深入思考。

[translated from Chinese] As a Gaokao student, you are
required to write an 800-word essay expressing your views
clearly and logically, with well-structured arguments and
supporting evidence. Reflect on social, life, or philosophical
topics, using formal and elegant language while avoiding
colloquial expressions. Ensure smooth transitions between
paragraphs and a conclusion that deepens the theme. Avoid
rigid structures like “firstly” and “secondly,” and if writing
narrative, use sincere and emotionally resonant language.
Do not include a title or heading, and write in Chinese only.
你是一名正在参加高考的学生，现在需要完成一
篇800字左右的作文。请根据题目要求，深刻思考，
并清晰表达你的观点。文章应有逻辑性和层次感，论
点明确、论据充分，能够展示出你对社会、生活或哲
理问题的独到见解。注意语言规范、优美，避免口语
化表达，确保文章结构完整，段落之间过渡自然。结
尾应对文章的主题进行总结和升华，展示你对问题的
深入思考。使用多样化的表达，避免过于结构化的表
述，例如"首先、其次、然后"等；如果是记叙文，请
使用情感丰富的真实表达。请不要输出任何题目或标
题，直接开始写作。请全程使用中文。

Chinese Government Report [translated from Chinese] Please continue writing the full
article based on the provided introduction. The original
article starts with: {head}请根据文章的开头续写完整的
文章，原文章开头为: {head}

[translated from Chinese] Please continue writing the full
article based on the provided introduction: head. Please
make the article as long as possible without generating
symbols like **. Do not generate any content unrelated to
the article. The original article starts with: {head}
请根据文章的开头续写完整的文章，请让文章尽可能
的长,并且不生成**这类符号。请不要生成文章之外的
其他内容。原文章开头：{head}

Russian News Write a news article on the topic {topic} from the lenta.ru
website using the title {title}. You must generate news
without a heading. News:
Напиши новость в области {topic} с сайта lenta.ru
используя заголовок {title}. Ты должен генериро-
вать новость без заголовка. Новость:

Write a news article on the topic {topic} from the lenta.ru
website using the title {title}. You must generate news
without a heading. Add as many details as possible, such
as names, numbers, dates, etc. You should also refer to
the original source of the information (for example, RIA
Novosti, CNN, BBC, etc.). News:
Напиши новость в области {topic} с сайта lenta.ru ис-
пользуя заголовок {title}. Ты должен генерировать
новость без заголовка. Добавь побольше деталей, та-
кие как имена, числа, даты и тд. Так же ты должен
сослаться на первоисточник информации (например,
РИА Новости, CNN, BBC и т.д.). Новость:

Russian Academic summary Write a summary for an article in the {topic} topic using
the title {title}. You must generate a summary without a
title. Contents:
Напиши краткое содержание для статьи в области
{topic} используя заголовок {title}. Ты должен ге-
нерировать краткое содержание без заголовка. Со-
держание:

Write a summary for an article in the {topic} topic using
the title {title}. You should generate a summary without
a title. Add details about the results, experiments, numbers,
references to other work, etc. Contents:
Напиши краткое содержание для статьи в области
{topic} используя заголовок {topic}. Ты должен гене-
рировать краткое содержание без заголовка. Добавь
деталей про результаты, эксперименты, числа, ссыл-
ки на другие работы и т.д. Содержание:

exhausted and that I couldn’t provide the support2432

she needed. She said that I was not someone who2433

could stand by her through tough times. Since this2434

was my first relationship, I don’t know how to do. 2435

She broke up with me decisively. In such a scenario, 2436

human responses are more realistic and practical, 2437
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Language Source Original Prompt Improved Prompt

Vietnamese Wikipedia You are a contributor to Vietnamese Wikipedia. Please write
me a brief introduction in Vietnamese about the subject
below to post on the Wikipedia page. Note that it must be
written within word_count words:

You are a contributor to Vietnamese Wikipedia. Please write
me a short introduction in Vietnamese about the subject
below to post on the Wikipedia page. Try to understand the
topic, and write an introduction that contains information
that users often search for on Wikipedia. Try to write the
text as humanly as possible. Provide only the introduction,
do not provide any other information. Note that you must
keep the text length within word_count words, do not write
longer.

Vietnamese News You are a Vietnamese journalist who writes summaries for
articles using their headlines. Please write me a summary
of the article with the following headline:

You are a Vietnamese journalist who writes headlines for
articles using their titles. Please be specific and precise in
giving information such as time, place, circumstance, and
details, and write a summary for the introduction of the
article. Please write me a headline for the article with the
following title:

Table 8: Original prompts vs. improved prompts used to fill the gap between human and machine text, imitating
human style and writing convention.
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Figure 5: Three annotator agreement on Chinese essays regarding whether the improved prompts mitigate the gap
between human text and machine-generated text.
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Figure 6: Detection accuracy differences of 26 automatic machine-generated text detection approaches on original
vs. improved generations.

comforting from their own relationship experience2438

and offering suggestions though some words can2439

be more polite and kind. 2440
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Source / Domain Language # Improved # Original LLM Generator List

QA Chinese 3422 9842 GPT-4o (3421), GPT-4o-mini (6845), GPT-4o-2024-05-13 (2998)

Essay Chinese 849 702 Claude-3-5-Sonnet (773), GLM-4-9B-Chat (778)

GovReport Chinese 16776 0 Baichuan2-13B-Chat (5521), ChatGLM3-6B (5359), GPT-4o (5896)

News Hindi 0 1199 GPT-4 (600), Human (599)

News Japanese 0 300 GPT-4o (300)

News Russian 5915 600 GPT-4o (3921), Vikhrmodels/Vikhr-Nemo-12B-Instruct-R-21-09-24 (3224)

Sunmary Arabic 153 153 GPT-4o (306)

Sunmary Russian 5944 585 Vikhrmodels/Vikhr-Nemo-12B-Instruct-R-21-09-24 (3279), GPT-4o (3300)

Tweets Arabic 2800 214 GPT-4-Turbo (1400), GPT-4 (1545), Qwen2.5 72B (69)

Total – 32,487 17,017 –

Table 9: Statistics of data used in automatic detection: generations using original and the improved prompts.
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