
ConsEval: Illuminating and Improving the Consistency of LLM Evaluators

Anonymous ACL submission

Abstract

Large language models (LLMs) have shown001
potential for data annotation and evaluation.002
Despite the evident benefits of speed and lower003
cost, we raise concerns about the reliability004
of LLMs when applied to this evaluation, es-005
pecially within the ground of consistency. In006
this paper, we conduct extensive studies on the007
two different aspects of consistency in LLM008
evaluations, Self-Consistency (SC) and Inter-009
Consistency (IC), comparing the rating scale010
and criterion granularity. Additionally, we011
study the effects of inconsistency along with012
accuracy. We empirically observe that Llama-013
2-based evaluators are more consistent and ac-014
curate in general. Lastly, we present two effec-015
tive methods: (1) Self-Consistency Evaluation016
(SCE) and (2) distilled In-Context Learning017
(dICL) to jointly promote consistency and ac-018
curacy without further training. Along with019
accuracy-driven research, we insist on the im-020
portance of research towards additionally as-021
sessing the consistency in pursuit of safer LLM022
applications if we intend to exploit them as023
human evaluation proxies.024

1 Introduction025

Using large language models (LLMs) as annotators026

(Liu et al., 2022; Gilardi et al., 2023) for evaluating027

language generation across diverse traits (Chiang028

and Lee, 2023a; Liu et al., 2023; Fu et al., 2023)029

as alternatives to human evaluations can improve030

speed and reduce cost for developing models. With031

the combination of appropriate input prompts with032

a described trait of interest, LLMs have been shown033

to be sufficiently capable of outputting a feedback034

score given a specified scale (e.g., 1-5 Interval or035

Likert Scale). However, the sensitivity of models036

to the input prompts has become a major issue in037

natural language generation (NLG) (Liang et al.,038

2022; Sun et al., 2023), raising concerns about the039

reliability of LLMs (Jang and Lukasiewicz, 2023).040

041

 Given a criterion and options, evaluate the following:
Instruction

Interval: 1 to 10 Binary: Yes or No
Scale 2Scale 1

8 No
Inconsistent

LLM Evaluator

Text Instance

Figure 1: A simplified example of an LLM evaluator
outputting inconsistent scores when given an identical
input with only varying scales.

This observed inconsistency may be exacerbated 042

in secondary applications of LLM, for instance, 043

where AI feedback is replacing human feedback 044

for preference alignment (Bai et al., 2022b; Lee 045

et al., 2023; Tunstall et al., 2023), regarding that 046

preference alignment algorithms are highly depen- 047

dent on the dataset (Wang et al., 2024) or reward 048

models (Shen et al., 2023). However, previous 049

works on the LLM evaluators mainly focus on 050

the alignment (i.e., the accuracy of evaluation) of 051

instruction-following language models against hu- 052

man annotations (Liu et al., 2023; Fu et al., 2023; 053

Chiang and Lee, 2023b; Kim et al., 2023), thereby 054

leaving the question about consistency, robustness 055

and credibility of LLM evaluators unresolved. 056

In this paper, we address an overlooked issue of 057

using LLMs as evaluators: consistency. We demon- 058

strate self-consistency and inter-consistency prob- 059

lems in model evaluators and suggest two methods 060

to mitigate them along while maintaining accuracy. 061

The summarized contribution of the paper are as 062

the following: 063

1. We highlight two aspects of consistency in 064

the context of LLM evaluator and conduct a 065

comprehensive analysis along with accuracy. 066

2. We design an evaluation testbed, ConsEval, to 067
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jointly analyze the consistency and accuracy068

and to promote further enhancements.069

3. To mutually improve consistency and accu-070

racy on ConsEval, we offer two methods: (1)071

Self-Consistency Evaluation (SCE) and (2)072

distilled In-Context Learning (dICL).073

2 Related Works074

LLMs as Evaluators Human evaluation has long075

served as the gold standard in training and evaluat-076

ing model outputs. However, with sufficient train-077

ing, model-based evaluation (Zhang et al., 2020;078

Sellam et al., 2020) has been demonstrated to be079

effective. With the introduction of large language080

models (LLMs) and their versatility, their potential081

to serve as annotators without the need for task-082

specific fine-tuning opens up a new alternative for083

replacing human annotations.084

In the context for LLM evaluators, Gilardi et al.,085

2023 solely exploits LLM’s zero-shot capability in086

data annotation in criteria of relevance, stance, etc.087

Chiang and Lee, 2023a points to the stability of088

using LLM evaluations on grammaticality, cohe-089

siveness, and other text properties, assessing LLM090

evaluations to be reproducible and economical. Liu091

et al., 2023 and Fu et al., 2023 perform NLG eval-092

uations on task-specific criteria, well showing the093

benefits of model zero-shot competence. Chiang094

and Lee, 2023b discusses the guidelines for LLM095

evaluations but only for text quality of natural lan-096

guage generation. Ye et al., 2023 suggests a pro-097

tocol to produce fine-grained LLM evaluations on098

a skill set level. Kim et al., 2023 fine-tunes a lan-099

guage model to specialize in evaluating.100

On Consistency of LLMs A model’s ability to101

be consistent is an essentially desired trait in mak-102

ing a reliable tool. Numerous work highlight the103

consistency of different nuisances: logical reason-104

ing consistency (Jung et al., 2022), semantic con-105

sistency (Raj et al., 2023), and consistency across106

LLMs in a debate setting (Xiong et al., 2023). Raj107

et al., 2023 raises a similar concern as our paper on108

the inconsistent generation of LLMs but focuses on109

semantic consistency only. Wang et al., 2023 takes110

further to introduce a confidence-based decoding111

strategy entitled, "Self-Consistency" to enhance112

the logical reasoning process over greedy decod-113

ing. Even so, within different contexts (e.g. LLM114

evaluators), more consideration on the ground of115

consistency needs to be contemplated in promoting116

more reliable and safer applications of LLMs. 117

3 Consistency of LLM Evaluators 118

3.1 Aspects of Consistency 119

For an estimator to be reliable, consistency stands 120

as a strong prerequisite. Within the context of 121

LLM evaluations, we are treating LLM evaluators 122

as a potential alternative for costly human eval- 123

uations. Therefore, we highlight two aspects of 124

consistency to be examined: (1) evaluation of con- 125

fidence over equal prompt input (Self-Consistency) 126

and (2) evaluation of cohesiveness across result- 127

preserving structural changes (Inter-Consistency). 128

Self-Consistency (SC) The term Self- 129

Consistency has been popularized by Wang 130

et al., 2023, where the majority voting on the 131

sampled forward passes led to a boost in logical 132

reasoning performance. Though the mentioned 133

work stresses the concept through a prompting 134

methodology, we remark on the importance 135

of Self-Consistency as an important testbed of 136

consistency for LLM, especially in the application 137

of evaluations to adequately output self-contained 138

scores. 139

Inter-Consistency (IC) We also measure LLMs 140

evaluators’ consistency across variables. We enti- 141

tle this "Inter-Consistency," aiming to quantify a 142

model’s evaluation cohesiveness across variables 143

that are hypothesized not to massively disrupt the 144

output trend but are suspected to be influential. We 145

selected different scales and the criterion granular- 146

ity as our main variable of interest for measuring 147

inter-consistency. 148

3.2 Experimental Design 149

Prompt Design To facilitate a relatively more 150

controlled setting for assessing consistency, we 151

maintain a coherent prompt template with mini- 152

mal changes across models and the variables of 153

interest, as shown in Table 1. 154

Models We test seven instruction-following mod- 155

els to report the consistency in using LLMs as 156

evaluators. We include Stable Vicuna1 and three 157

Llama-2-Chat models (Touvron et al., 2023) that 158

are trained with reinforcement learning with human 159

feedback (RLHF) are tested along with Zephyr 160

(Tunstall et al., 2023) trained with DPO. Lastly, 161

1https://stability.ai/blog/
stablevicuna-open-source-rlhf-chatbot
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Figure 2: Self-Consistency evaluation results by five sampled evaluations for varying criterion granularity and rating
scales. The evaluation is conducted on seven different models and five criteria of interest. Higher Krippendorff’s α
indicates the sampled responses to be more consistently similar.

Prompt Template

You will be given a pair of input query and
response. Given a criterion and rating op-
tions, rate the response.
Evaluation Criterion:
{criterion}:{detail}
Options: {options}
Only output the evaluation score.
Query: {query}
Response: {response}
Answer:

Table 1: The default prompt template with only minor
changes across different settings. {options} refers
to the option of a range of the scale for scoring (e.g., 1-5,
1-10) or specific nominal options. {criterion} and
{detail} are the criterion and the detailed definition
for the selected criterion (e.g. Logicality, "correct and
valid reasoning").

GPT-3.5-Turbo-16k2 is tested as a large but rela-162

tively affordable proprietary LLM3.163

2https://platform.openai.com/docs/
models/gpt-3-5

3As of Feb. 2024 OpenAI Pricing for GPT-4 i 60x and 40x
times the input and output tokens compared to GPT-3.5-Turbo

Datasets We test on five criteria by selecting the 164

most representative and relatable datasets: Harm- 165

lessness (Bai et al., 2022a), Helpfulness (Zhou 166

et al., 2023), Factuality (Lin et al., 2022) Logicality 167

(Cobbe et al., 2021) and Conciseness. We sample 168

out 1,000 instances for each criterion for represen- 169

tative dataset(s) for each trait. The details of the 170

sampling process of the dataset can be found in 171

Appendix A. To control the sensitivity of prompts, 172

we mostly adopt a similar base prompt template in 173

Table 1 across settings. 174

3.3 Experimental Variables 175

Evaluation Metric To jointly assess differing as- 176

pects of consistency, we select Krippendorff’s α4 177

(Hayes and Krippendorff, 2007) as our main metric 178

in Sections 4 and 5 to assess inter-coder reliabil- 179

ity. As it is applicable to varying types of variables 180

(e.g. interval, nominal), the metric facilitates con- 181

sistency comparison across variables. Additionally, 182

we evaluate the accuracy with the Pearson correla- 183

tion r with evaluation scores of GPT-4-Turbo5 and 184

Gemini-Pro (Team et al., 2023) in Section 6. 185

4https://github.com/pln-fing-udelar/
fast-krippendorff

5https://platform.openai.com/docs/
models/gpt-4-and-gpt-4-turbo
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Figure 3: Inter-Consistency evaluation results for varying criterion granularity, rating scales, and decoding strategy.
The detailed comparison sets of Cases 1, 2, 3, and 4 are in Table 4. Higher Krippendorff’s α indicates the sampled
responses to be more consistently similar.

Rating Scale We adopt both categorical and nu-186

merical rating systems for comprehensive observa-187

tion, including five different interval scales and one188

ordinal Likert scale.189

Scale Notation Range

Interval

5-P [1, 5]
7-P [1, 7]
10-P [1, 10]

11-P (POS) [1, 11]
11-P (NEG) [-5, 5]

Ordinal 5-P Likert {Strongly Disagree,...,Strongly Agree}
Nominal Binary {No, Yes}

Table 2: The types of rating scales used for the con-
sistency assessment in Figure 2. ‘Range’ denotes a
continuous ([]) or discrete ({}) range of scores given to
the LLM evaluator.

Criterion Granularity We incorporate varying190

thoroughness of the criterion definitions. While191

assessing the evaluation consistency of models on192

five different criteria, we define each criterion with193

three different levels of granularity: no definition194

(None), single phrase definition (Short), and para-195

graphed definition (Long). The detailed definitions196

of each criterion can be found in Appendix B.197

4 Self-Consistency 198

We measure Krippendorff’s α across the five scores 199

sampled with a temperature of 1.0 in Figure 2 with 200

four scales selected from Table 2 for AC. 201

4.1 Results and Analysis 202

Higher criterion granularity generally aids SC 203

The models tend to be more confident about their 204

evaluation when the criterion definition is more 205

detailed by having higher SC with high granularity. 206

While this proclivity is clearly shown between no 207

definition (None) and thorough definition (Long) 208

setting in Figure 2, the tendency varies when we 209

compare short definition and long definition. 210

Llama-Chat models are more self-consistent 211

While the scaling effect is not clear in consis- 212

tency, Llama-Chat models typically surpass other 213

7B models. Also, it is notable that they are fre- 214

quently more consistent than GPT-3.5. 215

High variance in Harmlessness and Conciseness 216

Mainly in Harmlessness and Conciseness, SC var- 217

ied by the models. While Stable Vicuna (13B) and 218

Tulu-2-DPO (7B) have nearly 0 Krippendorff’s α 219

with every scale, the two biggest Llama-Chat mod- 220

els and GPT-3.5 reached up to 0.9. 221
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Model Size Harmlessness Helpfulness Factuality Conciseness Logicality
GPT-4 Gemini GPT-4 Gemini GPT-4 Gemini GPT-4 Gemini GPT-4 Gemini

Llama-Chat 7B 0.42 0.45 0.20 0.19 0.37 0.18 0.40 0.43 -0.04 0.03
Llama-Chat 13B 0.54 0.57 0.24 0.26 0.39 0.20 0.42 0.48 0.04 0.07
Llama-Chat 70B 0.54 0.57 0.29 0.26 0.51 0.25 0.38 0.40 0.07 0.10

Stable Vicuna 13B 0.13 0.14 0.11 0.10 0.09 0.05 0.11 0.09 0.01 0.10
Zephyr 7B 0.30 0.35 0.22 0.16 0.47 0.22 0.20 0.20 0.01 0.06

Tulu-2-DPO 7B 0.23 0.25 0.22 0.17 0.25 0.13 0.23 0.30 -0.03 0.01
GPT-3.5 - 0.44 0.46 0.52 0.47 0.54 0.26 0.42 0.44 0.09 0.12
Gemini - 0.60 1.00 0.59 1.00 -0.03 1.00 0.02 1.00 0.45 1.00

Table 3: Accuracy Performance across models calculated by Pearson Correlation between representative proprietary
LLMs (GPT-4, Gemini-Pro) with Interval Scale 1 to 5.

5 Inter-Consistency222

To assess the Inter-Consistency, we calculate Krip-223

pendorff’s α between the scores generated with dif-224

ferent scales given the same input. Table 4 outlines225

the three cases of interest, and we jointly exper-226

iment on the effect of criterion granularity. The227

selected cases are aimed to configure the alignment228

of (1) three positive interval scales with different229

ranges, (2) a 5-point interval scale with a typical230

5-point Likert scale, (3) a negative interval scale231

to a positive interval scale, and (4) binary scale to232

10-point interval scale.233

Item 1 Item 2 Item 3 Detail
Case 1 5-P 7-P 11-P Interval vs Interval
Case 2 5-P 5-P Likert - Interval vs Ordinal
Case 3 11-P (+) 11-P (-) - Interval(+) vs Interval(-)
Case 4 Binary 10-P - Nominal vs Interval

Table 4: Inter-Consistency comparison cases mapped
to each row in Figure 3. The ’Detail’ column describes
the actual data type of evaluation scores that are being
compared in each case.

5.1 Results and Analysis234

Low IC in Logicality One of the most clear ten-235

dencies found in Figure 3 is that the models gen-236

erally divagate in Logicality. We speculate the237

numeracy of language models is the main cause for238

this phenomenon (Petrak et al., 2023).239

Higher IC in deterministic queries Recall that240

we have used TruthfulQA for the Factuality dataset;241

higher IC in comparison to other criteria implies242

higher inter-consistency in the queries that have243

deterministic standards.244

Weak mapping between binary and interval245

scale evaluation In case-wise comparison, the246

IC was generally lower in Case 4, which is the247

consistency between binary evaluation and 10-P 248

evaluation. It is noteworthy that even the propri- 249

etary model GPT-3.5 was not consistent in those 250

settings. 251

6 Accuracy of LLM Evaluators 252

Although we stress the importance of the quality of 253

being consistent, merely assessing consistency can 254

lead to unexpected preference cases (e.g., consis- 255

tently bad evaluations). Therefore, we also evaluate 256

the models on the alignment towards proprietary 257

LLMs, Gemini-Pro and GPT-4, which we will de- 258

fine as accuracy. 259

6.1 Result and Analysis 260

Llama-Chats are accurate in Harmlessness and 261

Conciseness Out of seven models that we test, 262

Llama-Chat (13B) tends to have the highest corre- 263

lation with GPT-4 and Gemini-Pro. However, it is 264

notable that GPT-3.5 has distantly higher accuracy 265

in Helpfulness and Factuality, while Llama-Chat 266

(13B) and (70B) have marginally higher accuracy 267

in Harmlessness and Conciseness. 268

Low Accuracy in Logicality Along with low IC 269

for Logicality in Section 5.1, the models show a 270

similar tendency in accuracy for Logicality. While 271

GPT-3.5 showed the highest correlation against 272

both Gemini-Pro and GPT-4, it stays around 0.1, 273

which is a low value for Pearson Correlation. 274

Again, we infer the main reason would come from 275

the low numeracy of open-source language models 276

as discussed in Section 5.1. 277

Gemini and GPT-4 are partially aligned While 278

both Gemini-Pro and GPT-4 are set as oracles, they 279

were not aligned in a few criteria. Their evaluations 280

were especially not aligned in Factuality and Con- 281
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Logicality and seven models. For simplicity of the trend, the Inter-Consistency Krippendorff’s αs and the Accuracy
(Pearson r) are averaged, respectively.

ciseness, resulting in Pearson Correlation of -0.03282

and 0.02, respectively.283

7 ConsEval: Assessing the Reliability of284

LLM Evaluators285

Reflecting upon the analyses carried out, we design286

and report results from an integrated, light evalu-287

ation testbed: ConsEval, for evaluating the relia-288

bility of LLM evaluators in the mentioned aspects:289

Self-Consistency, Inter-Consistency, and Accuracy.290

7.1 Evaluation Design291

Dataset We split the original split dataset per cri-292

terion in an 8:2 split to enable training or attending293

a portion of the dataset for performance increase.294

Additionally, as criterion granularity is shown to295

be influential in consistency, we separate instances296

per criterion granularity, which triples the original297

dataset size.298

Evaluation Metrics Most of the evaluation met-299

rics are identical to the settings laid out in Sec-300

tion 3.3 with the exception of Self-Consistency.301

There is a visible difference in the consistency302

scores (Figure 2), but it is not significant enough to303

report all of the values per scale. Instead, we inte-304

grate the scores from the four scales to calculate a305

single representative metric for Self-Consistency.306

Remarks Figure 4 outlines the ConsEval results307

of the five criteria and the models referred to in308

the previous sections. The overall trends on Self-309

Consistency, Inter-Consistency, and accuracy men-310

tioned in the previous sections are effectively cap-311

tured concisely, even with a smaller subset of the312

data and breaking down the instances over cri- 313

terion granularity. From the results, we can ob- 314

serve a positive association in consistency and ac- 315

curacy in the aspect of LLM evaluators. The trend 316

of Inter-Consistency and Accuracy are very sim- 317

ilar in their performance pattern through criteria. 318

Meanwhile, the Self-Consistency radar specifies 319

the consistently bad cases where the models are 320

confident to the scores, which are off to a large 321

margin from the best performing proprietary LLMs 322

(GPT-4, Gemini-Pro). 323

8 Towards Improving LLM Evaluators 324

Even though the correlation between accuracy and 325

consistency seems to be present in Figure 4, the 326

causal relationship cannot be assumed. In light of 327

this, we suggest two methods to induce consistency 328

and accuracy simultaneously without any training 329

procedure. 330

8.1 Methods 331

On top of the baseline prompting method, we sug- 332

gest two training-free methods and one training 333

method that can be utilized simultaneously. 334

8.1.1 Self-Consistency Evaluation (SCE) 335

Self-consistency (SC) is utilized as a main metric 336

for ConsEval. However, resembling Wang et al., 337

2023, we further exploit it as an evaluation mecha- 338

nism that can potentially aid consistency and accu- 339

racy at the same time. We sample five scores with 340

a temperature of 1.0 and average them to form a 341

single score. 6 342

6We distinguish Self-Consistency (SC) and Self-
Consistency Evaluation (SCE) in which SC is used as a

6



HARMLESSNESS CONCISENESS
Consistency Accuracy Consistency Accuracy

Models SC IC1 IC2 IC3 IC4 GPT-4 Gemini SC IC1 IC2 IC3 IC4 GPT-4 Gemini

Llama-Chat 0.44 0.35 0.36 0.18 -0.04 0.39 0.47 0.61 0.34 -0.11 0.33 0.02 0.26 0.46
w/ SCE - 0.58 0.50 0.41 0.10 0.50 0.61 - 0.53 -0.12 0.53 0.20 0.35 0.59

w/ dICLr 0.34 -0.01 -0.27 -0.03 0.14 0.03 0.01 0.44 -0.01 -0.19 0.06 0.17 0.18 0.17
w/ dICLr &SCE - -0.04 -0.29 -0.03 0.11 0.12 0.01 - 0.20 -0.17 0.17 0.12 0.17 0.18

w/ dICLsm 0.35 -0.03 0.06 -0.17 0.09 0.01 0.08 0.49 0.13 0.01 0.05 0.20 0.18 0.12
w/ dICLsm &SCE - 0.05 0.19 -0.05 0.14 0.03 0.04 - 0.35 0.18 0.20 0.25 0.14 0.13

Tulu-2-DPO 0.19 0.28 0.33 0.22 0.09 0.28 0.33 0.30 0.24 0.23 0.17 0.04 0.24 0.34
w/ SCE - 0.48 0.55 0.52 0.24 0.31 0.44 - 0.63 0.53 0.38 0.15 0.27 0.50

w/ dICLr 0.33 0.20 0.20 0.13 0.13 0.32 0.34 0.34 0.18 0.15 0.09 0.06 0.06 0.12
w/ dICLr &SCE - 0.40 0.42 0.27 0.13 0.33 0.35 - 0.34 0.42 0.35 0.28 0.13 0.23

w/ dICLsm 0.48 0.23 0.23 0.24 0.19 0.31 0.27 0.48 0.22 0.23 0.10 0.19 0.06 0.15
w/ dICLsm &SCE - 0.35 0.36 0.37 0.16 0.35 0.39 - 0.37 0.38 0.36 0.31 0.11 0.21

GPT-3.5 0.48 0.54 0.58 0.31 -0.40 0.44 0.39 0.51 0.53 0.45 0.38 -0.15 0.38 0.49
w/ SCE - 0.75 0.73 0.52 -0.48 0.52 0.50 - 0.72 0.61 0.59 -0.12 0.43 0.57

w/ dICLr 0.70 0.52 0.54 0.39 -0.19 0.49 0.48 0.57 0.36 0.29 0.24 -0.24 0.33 0.32
w/ dICLr &SCE - 0.62 0.62 0.52 -0.23 0.53 0.56 - 0.47 0.42 0.37 -0.32 0.38 0.38

w/ dICLsm 0.78 0.60 0.65 0.47 -0.04 0.54 0.61 0.69 0.48 0.44 0.39 0.07 0.41 0.37
w/ dICLsm &SCE - 0.69 0.72 0.54 -0.01 0.60 0.65 - 0.58 0.50 0.49 0.07 0.44 0.43

Table 5: ConsEval Performance of Llama-Chat (7B), Tulu-2-DPO (7B), and GPT-3.5 Turbo on Harmlessness and
Conciseness with different evaluation methods. SCE refers to Self-Consistency Evaluation while SC refers to the
consistency metric. dICLr refers to distilled In-Context Learning from randomly sampled examples and dICLsm

refers to sampling from examples with same target scale.

8.1.2 Distilled In-Context Learning (dICL)343

To bridge the gap between large proprietary mod-344

els and smaller LLMs, we propose a prompt-345

ing method called Distilled In-Context Learning346

(dICL). The idea is rooted in distilling the best347

proprietary LLM evaluation capability to increase348

accuracy and robustness to scales (consistency)349

of smaller evaluators. We generate evaluations350

from GPT-4-Turbo and Gemini-Pro and sample351

out five examples to form an example set of352

{(x1, y1), . . . , (xk, yk)} that will be included in353

the input for LLM evaluation7. We test on two354

sampling strategies: random and scale_matched.355

Random sampling literally means selecting exam-356

ples from the entire set of distilled evaluations.357

Scale_Matched Sampling refers to a filtered sam-358

pling process that only samples from the examples359

with the same scale as the target instance.360

8.2 Experimental Design361

Models We assess ConsEval with additional362

methods on two 7B models, Llama-2-Chat (7B)363

and Tulu-2-DPO (7B), as they have shown the high-364

est and lowest overall consistency and accuracy in365

Section 3, respectively. In addition, we also test366

metric of model confidence, and SCE is used as an evaluation
strategy.

7Refer to Appendix 6 for the actual template

GPT-3.5, which had high consistency and accuracy 367

overall, to improve the limits of performance. 368

Criteria Selection We select two criteria, Harm- 369

lessness and Conciseness, regarding the high vari- 370

ance of consistency across the models in Figures 371

2 and 3. To effectively capture the impact of each 372

method, two criteria that have distant consistencies 373

between the two models were selected. 374

8.3 Experimental Result 375

LLM evaluators are generally inconsistent in 376

IC4 Recall to Table 4, the LLM evaluators were 377

highly inconsistent in binary evaluations. As dis- 378

cussed in Section 5, the models generally show low 379

Krippendorff’s α and Pearson Correlation in IC4. 380

Even with the methods proposed in Section 8.1, 381

consistency in IC4 did not increase in most cases 382

for every model. 383

SCE boosts both consistency and accuracy SC 384

enhances the consistency and accuracy of both 385

Llama-Chat and Tulu-2-DPO. Especially in Harm- 386

lessness, Llama-Chat surpasses the plain GPT-3.5 387

with SC. It is notable that even though the SC is 388

relatively low (as in Tulu-2-DPO), SCE improves 389

both consistency and accuracy by a large margin. 390

While it will be further discussed, simple SCE is 391

mostly the best way of prompting LLMs as evalua- 392
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tors in terms of both consistency and accuracy.393

dICL makes the models more self-consistent394

As shown in the first row of Harmlessness and395

Conciseness in Table 5, dICL improves the SC of396

Tulu-2-DPO and GPT-3.5. On the other hand, the397

SC of Llama-Chat is degraded with dICL in Con-398

ciseness and improved in Harmlessness.399

dICL improves GPT-3.5 for both accuracy and400

consistency Compared to the default prompting401

style, dICL better aligns the GPT-3.5 as an eval-402

uator model to the oracle models that generated403

the in-context examples. This implies that intrin-404

sic evaluation skills can also be distilled through405

not only straight fine-tuning but also through in-406

context learning. Especially, dICLsm yields extra407

improvements in both accuracy and consistency, in408

comparison to dICLr, which provides the example409

set with random scales.410

Comprehensive use of SCE and dICL can fur-411

ther benefit GPT-3.5 With the previous observa-412

tions, jointly using dICLsm and SCE maximizes413

the consistency and accuracy of GPT-3.5 more414

than any other settings. Meanwhile, the effect of415

dICLsm + SCE varied for Llama-Chat and Tulu-416

2-DPO. For instance, Tulu-2-DPO is best aligned417

to GPT-4 with dICLsm + SCE in Harmlessness,418

but the accuracy was degraded in Conciseness with419

dICLsm + SCE. Moreover, the accuracy of Llama-420

Chat was critically lowered with dICLsm + SCE,421

which Llama-Chat models are not capable of learn-422

ing the evaluation skills in context.423

8.4 Future Directions424

Despite evident gains from the suggested methods,425

more research can be conducted from in inducing426

further capabilities. For example, Kim et al., 2023427

introduces a fine-grained LLM evaluator solely428

trained for evaluations generated by GPT-4. How-429

ever, due to the discrepancy of the prompt configu-430

rations (e.g., Score Rubric, Explanation), we were431

not able to generate effective evaluations of the432

models as expected with our prompt template. Fur-433

thermore, Chiang and Lee, 2023b highlights the ad-434

vantage of generating a rationale of the evaluation,435

introducing performance benefits beyond genera-436

tion interpretability. We expect more consistency-437

driven research to be conducted as it closely ties438

in with its reliability. Lastly, we leave for future439

researches to unveil the drawbacks of excessive re-440

liance on top proprietary LLMs and the blind-spots441

that they fail to excel, especially on the aspect of 442

evaluation. 443

Conclusion 444

By highlighting two aspects of the inconsistency 445

of large language model (LLM) evaluators, we sur- 446

face the lack of credibility as reliable alternatives 447

to human evaluation. We report a comprehensive 448

analysis of each type of consistency and its impli- 449

cations across criterion granularity and rating scale 450

using Krippendorff’s α agreement measure. We 451

find that using Llama2 models with fine-grained 452

positive rating scales and criterion definitions gen- 453

erally leads to more consistent evaluations. Then, 454

we present ConsEval, a light testbed to assess di- 455

verse aspects of consistency along with accuracy. 456

Finally, we propose two novel methods: (1) Self- 457

Consistency Evaluation (SCE) and (2) distilled In- 458

Context Learning (dICL) to mutually improve ac- 459

curacy and consistency. Considering the ubiquitous 460

scope of LLM applications, we assert the need to 461

thoroughly investigate the extent of inconsistency 462

in the LLM evaluation pipeline and disclose how 463

it is manifested throughout subsequent utilization. 464

The inconsistency is likely to persist throughout 465

the succeeding stages (e.g. preference alignment). 466

Limitations 467

This work assesses the consistency of LLM eval- 468

uations across variables of interest. Although we 469

are trying to control other effective variables, as we 470

are not directly mitigating the prompt sensitivity of 471

the language models, minor prompt shifting may 472

have an impact on the results. Additionally, though 473

many paper present top proprietary LLMs such as 474

GPT-4 and Gemini-Pro as oracles and sufficient 475

alternatives to human evaluations, an in-depth hu- 476

man evaluation process will benefit the research 477

proposed. 478
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A Details on Dataset 656

As mentioned in the paper, we manually select relevant dataset(s) and sample out instances in the following 657

manner: 658

Harmlessness We sample out from 500 instances Anthropic’s HH-RLHF Dataset (Bai et al., 2022a) in 659

which a assistant response is either chosen or rejected. We use both of the chosen and rejected responses 660

to sum to a total of 1000 instances. 661

Helpfulness (Zhou et al., 2023)’s training set is composed of exactly 1000 high quality instances to 662

train human alignment. We use the entire training set for evaluation. 663

Factuality The factuality dataset in evenly sampled from the TruthfulQA (Lin et al., 2022) dataset. 664

From the original TruthfulQA dataset, we sample out 500 questions and select the correct and a sampled 665

incorrect answer choice to add up to 1000 instances. 666

Logicality We sample out 1000 instances of the GSM8K (Cobbe et al., 2021) test set from the 1395 667

instances. 668

Conciseness We find conciseness a central characteristic that is favored for most cases of LLM genera- 669

tions. Thus, we evenly sample from the four datasets above (250 instances each) to sample a total of 1000 670

instances to evaluate. 671
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B Instruction Granularity: Thoroughness of definition672

This section provides the details of three different definitions used for elaborating each evaluation metric673

to the language model. The definition of each skill is generated with GPT-3.5.674

We prompted "You are a word dictionary. Please tell me the definition of {skill_name} in a short675

phrase." and "Please tell me the definition of {skill_name} within 100 words." to acquire the short and676

long definition of each skill respectively.677

Harmlessness

Short Definition
a state or quality of being free from causing harm or damage to others.

Long Definition
a term that denotes the quality or state of not causing harm, injury, or damage to individuals, living
beings, or entities. It embodies a deliberate and conscientious approach to actions, behaviors,
and intentions, aiming to avoid any adverse consequences or negative effects on others. This
concept is often associated with ethical and moral principles, such as non-violence and empathy,
and is integral to various philosophies and belief systems, including pacifism and some religious
teachings. Practicing harmlessness involves considering the well-being and rights of others,
promoting peace and non-aggression, and seeking constructive and non-destructive solutions to
conflicts and challenges in interpersonal and societal contexts.

Logicality

Short Definition
the quality of being logical or the extent to which something adheres to logical principles and
reasoning.

Long Definition
a noun that refers to the quality of being logical or conforming to principles of sound reasoning and
coherence. It pertains to the extent to which an argument, statement, or action follows a rational and
consistent thought process. In discussions, debates, and problem-solving, logicality plays a crucial
role in ensuring that conclusions are derived from valid premises, and the connections between
ideas are clear and reasonable. It encompasses the ability to think logically, analyze information,
and draw well-founded conclusions. The concept of logicality is fundamental in philosophy,
mathematics, science, and everyday decision-making, as it promotes clarity, consistency, and the
avoidance of fallacious or irrational thinking.

12



Factuality

Short Definition
the quality or state of being based on factual information or truth.

Long Definition
term that denotes the degree to which something is grounded in facts or reality. It relates to the
accuracy and truthfulness of a statement, assertion, or information. When information or claims
are described as having a high level of factuality, it signifies that they are supported by objective
evidence, data, or verifiable sources, making them reliable and trustworthy. Conversely, low
factuality implies a lack of factual basis, often indicating a reliance on speculation, opinion, or
falsehoods. Factuality is essential in critical thinking, journalism, and decision-making processes,
as it helps distinguish between information that can be relied upon and that which should be viewed
skeptically.

Helpfulness

Short Definition
the quality of being willing and able to assist or support others when needed.

Long Definition
the characteristic of being inclined and capable of providing aid, support, or assistance to others.
It entails a genuine willingness to offer guidance, information, or resources in order to make
tasks, challenges, or situations easier for someone else. Helpfulness is often associated with
empathy, compassion, and a positive attitude toward helping others achieve their goals or overcome
difficulties. It fosters cooperation, teamwork, and a sense of community, making it an essential trait
in building strong relationships, both personally and professionally. People who exhibit helpfulness
are often seen as dependable and reliable contributors to the well-being of those around them.

Conciseness

Short Definition
the quality of being clear and brief, expressing ideas in a succinct manner.

Long Definition
a fundamental aspect of effective communication. It refers to the quality of expressing thoughts,
ideas, or information clearly and succinctly, without unnecessary elaboration or wordiness. Con-
ciseness aims to convey a message in the most efficient and direct way possible, eliminating
superfluous words or details that might confuse or bore the audience. Concise writing or speech
gets straight to the point, making it easier for readers or listeners to grasp the intended message
quickly. It enhances clarity, maintaining the audience’s attention and interest while avoiding
ambiguity or misunderstanding. Achieving conciseness requires careful editing and choosing
words judiciously to convey the essential information without unnecessary clutter or verbosity.

13



Five Shot Prompt Template

You will be given a pair of input query and response. Given a criterion and rating options, rate the
response.
Evaluation Criterion:
{criterion}:{detail}

### Example
Query: {query}
Response: {response}
Options: {options}
Answer: {Answer}

### Example Query: {query}
Response: {response}
Options: {options}
Answer: {Answer}

### Example
Query: {query}
Response: {response}
Options: {options}
Answer: {Answer}

### Example
Query: {query}
Response: {response}
Options: {options}
Answer: {Answer}

### Example
Query: {query}
Response: {response}
Options: {options}
Answer: {Answer}

### Target
Only output the evaluation score.
Options: {options}
Answer:

Table 6: The default prompt template for a few shot setting for dICL
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