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ABSTRACT

Deep learning models require a large amount of data to perform well. When data
is scarce for a target task, we can transfer the knowledge gained by training on
similar tasks to quickly learn the target. A successful approach is meta-learning,
or learning to learn a distribution of tasks, where learning is represented by an
outer loop, and fo learn by an inner loop of gradient descent. However, a num-
ber of recent empirical studies argue that the inner loop is unnecessary and more
simple models work equally well or even better. We study the performance of
MAML as a function of the learning rate of the inner loop, where zero learning
rate implies that there is no inner loop. Using random matrix theory and exact
solutions of linear models, we calculate an algebraic expression for the test loss of
MAML applied to mixed linear regression and nonlinear regression with overpa-
rameterized models. Surprisingly, while the optimal learning rate for adaptation
is positive, we find that the optimal learning rate for training is always negative,
a setting that has never been considered before. Therefore, not only does the per-
formance increase by decreasing the learning rate to zero, as suggested by recent
work, but it can be increased even further by decreasing the learning rate to neg-
ative values. These results help clarify under what circumstances meta-learning
performs best.

1 INTRODUCTION

Deep Learning models represent the state-of-the-art in several machine learning benchmarks (Le-
Cun et al.|(2015)), and their performance does not seem to stop improving when adding more data
and computing resources (Rosenfeld et al.| (2020)), [Kaplan et al.| (2020)). However, they require a
large amount of data and compute to start with, which are often not available to practitioners. The
approach of fine-tuning has proved very effective to address this limitation: pre-train a model on a
source task, for which a large dataset is available, and use this model as the starting point for a quick
additional training (fine-tuning) on the small dataset of the target task (Pan & Yang|(2010), Donahue
et al.| (2014)), [Yosinski et al.[(2014))). This approach is popular because pre-trained models are often
made available by institutions that have the resources to train them.

In some circumstances, multiple source tasks are available, all of which have scarce data, as opposed
to a single source task with abundant data. This case is addressed by meta-learning, in which a model
gains experience over multiple source tasks and uses it to improve its learning of future target tasks.
The idea of meta-learning is inspired by the ability of humans to generalize across tasks, without
having to train on any single task for long time. A meta-learning problem is solved by a bi-level
optimization procedure: an outer loop optimizes meta-parameters across tasks, while an inner loop
optimizes parameters within each task (Hospedales et al.| (2020)).

The idea of meta-learning has gained some popularity, but a few recent papers argue that a simple
alternative to meta-learning is just good enough, in which the inner loop is removed entirely (Chen
et al.| (2020a), [Tian et al.| (2020), |Dhillon et al.| (2020), |Chen et al.| (2020b), Raghu et al.| (2020)).
Other studies find the opposite (Goldblum et al.|(2020), (Collins et al.| (2020), Gao & Sener]| (2020)).
It is hard to resolve the debate because there is little theory available to explain these findings.

In this work, using random matrix theory and exact solutions of linear models, we derive an algebraic
expression of the average test loss of MAML, a simple and successful meta-learning algorithm (Finn
et al.| (2017))), as a function of its hyperparameters. In particular, we study its performance as a
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function of the inner loop learning rate during meta-training. Setting this learning rate to zero is
equivalent to removing the inner loop, as advocated by recent work (Chen et al.| (2020al)), Tian et al.
(2020), Dhillon et al.| (2020), (Chen et al.| (2020b), Raghu et al.| (2020)). Surprisingly, we find that
the optimal learning rate is negative, thus performance can be increased by reducing the learning
rate below zero. In particular, we find the following:

e In the problem of mixed linear regression, we prove that the optimal learning rate is always
negative in overparameterized models. The same result holds in underparameterized mod-
els provided that the optimal learning rate is small in absolute value. We validate the theory
by running extensive experiments.

e We extend these results to the case of nonlinear regression and wide neural networks, in
which the output can be approximated by a linear function of the parameters (Jacot et al.
(2018), [Lee et al|(2019)). While in this case we cannot prove that the optimal learning
rate is always negative, preliminary experiments suggest that the result holds in this case as
well.

2 RELATED WORK

The field of meta-learning includes a broad range of problems and solutions, see Hospedales et al.
(2020) for a recent review focusing on neural networks and deep learning. In this context, meta-
learning received increased attention in the past few years, several new benchmarks have been in-
troduced, and a large number of algorithms and models have been proposed to solve them (Vinyals
et al.[ (2017), Bertinetto et al.| (2019)), Triantafillou et al| (2020)). Despite the surge in empirical
work, theoretical work is still lagging behind.

Similar to our work, a few other studies used random matrix theory and exact solutions to calculate
the average test loss for the problem of linear regression (Advani & Saxe|(2017)), Hastie et al.|(2019),
Nakkiran|(2019)). To our knowledge, our study is the first to apply this technique to the problem of
meta-learning with multiple tasks. Our results reduce to those of linear regression in the case of one
single task. Furthermore, we are among the first to apply the framework of Neural Tangent Kernel
(Jacot et al.| (2018), [Lee et al.|(2019)) to the problem of meta-learning (a few papers appeared after
our submission: |Yang & Hu|(2020), [Wang et al.|(2020a), Zhou et al.| (2021)).

Similar to us, a few theoretical studies looked at the problem of mixed linear regression in the context
of meta-learning. In|Denevi et al.[(2018)), |Bai et al.|(2021), a meta-parameter is used to bias the task-
specific parameters through a regularization term. |[Kong et al|(2020) looks at whether many tasks
with small data can compensate for a lack of tasks with big data. |Tripuraneni et al.|(2020), Du et al.
(2020) study the sample complexity of representation learning. However, none of these studies look
into the effect of learning rate on performance, which is our main focus.

In this work, we focus on MAML, a simple and successful meta-learning algorithm (Finn et al.
(2017)). A few theoretical studies have investigated MAML, looking at: universality of the opti-
mization algorithm (Finn & Levine| (2018))), bayesian inference interpretation (Grant et al.|(2018)),
proof of convergence (Ji et al.| (2020)), difference between convex and non-convex losses (Saunshi
et al.| (2020)), global optimality (Wang et al. (2020b)), effect of the inner loop (Collins et al.| (2020),
Gao & Sener] (2020)). Again, none of these studies look at the effect of the learning rate, the main
subject of our work. The theoretical work of [Khodak et al.|(2019) connects the learning rate to task
similarity, while the work of |Li et al.[|(2017) meta-learns the learning rate.

3 META-LEARNING AND MAML

In this work, we follow the notation of Hospedales et al.| (2020) and we use MAML (Finn et al.
(2017)) as the meta-learning algorithm. We assume the existence of a distribution of tasks 7 and, for
each task, a loss function £7 and a distribution of data points D™ = {z", y™ } with input 2" and label
y”. We assume that the loss function is the same for all tasks, L7 = £, but each task is characterized
by a different distribution of the data. The empirical meta-learning loss is evaluated on a sample of
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m tasks, and a sample of n,, validation data points for each task:

mo My
L:meta (w ,Dta ( D( ) (Z)’ ;’( )) (1)

i=1 j=1
The training set Df" = { Lyt )} and validation set DY = { ”.(”),y}’”} are
Jj=1lmy J=1lin,

drawn independently from the same distribution in each task ¢. The function 8 represents the adap-
tation of the meta-parameter w, which is evaluated on the training set. Different meta-learning
algorithms correspond to a different choice of 8, we describe below the choice of MAML (Eq[3)),
the subject of this study. During meta-training, the loss of Eq[I] is optimized with respect to the
meta-parameter w, usually by stochastic gradient descent, starting from an initial point wqy. The
optimum is denoted as w*(D;, D,,). This optimization is referred to as the outer loop, while com-
putation of 0 is referred to as the inner loop of meta-learning. During meta-testing, a new (target)
task is given and 6 adapts on a set D,. of n,. target data points. The final performance of the model
is computed on test data D of the target task. Therefore, the test loss is equal to

ﬁtest _ ﬁmeta (w*(Dt; Dv); DT7DS) @

In MAML, the inner loop corresponds to a few steps of gradient descent, with a given learning rate
a¢. In this work we consider the simple case of a single gradient step:
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If the learning rate oy is zero, then parameters are not adapted during meta-training and (w) = w.
In that case, a single set of parameters in learned across all data and there is no inner loop. However,
it is important to note that a distinct learning rate v, is used during meta-testing. A setting similar
to this has been advocated in a few recent studies (Chen et al.| (2020a), [Tian et al.| (2020), Dhillon
et al.| (2020), |Chen et al.|(2020b)), [Raghu et al.[(2020)).

We show that, intuitively, the optimal learning rate at
meta-testing (adaptation) time «, is always positive.
Surprisingly, in the family of problems considered wy
in this study, we find that the optimal learning rate
during meta-training v is instead negative. We note
that the setting oy = 0 effectively does not use the
n training data points, therefore we could in princi-
ple add this data to the validation set, but we do not

consider this option here since we are interested in

a wide range of possible values of a; as opposed to @ @ @
the specific case a; = 0.

4 MIXED LINEAR REGRESSION @ @ @
training validation target test

We study MAML applied to the problem of mixed ||j=1,.,n| [j=1.,n, j=1,..n
linear regression. Note that the goal here is not to

. A X meta-training meta-testing
solve the problem of mixed linear regression, but to i=1,..m
probe the performance of MAML as a function of its
hyperparameters.

Figure 1: Graphical model of data generation

In mixed linear regression, each task is character- . . . .
in mixed linear regression

ized by a different linear function, and a model is
evaluated by the mean squared error loss function.
We assume a generative model in the form of y =
xTw + z, where x is the input vector (of dimension
p), y is the output (scalar), z is noise (scalar), and w
is a vector of generating parameters (of dimension p), therefore p represents both the number of
parameters and the input dimension. All distributions are assumed Gaussian:

2
w~N (Wo7 yp[,,) x ~ N (0,1,) ylx,w ~ N (x"w,0?) 4)
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where I, is the px p identity matrix, o is the label noise, wy is the task mean and v represents the task
variability. Different meta-training tasks ¢ correspond to different draws of generating parameters
w (), while the parameters for the meta-testing task are denoted by w’. We denote by superscripts ¢,
v, r, s the training, validation, target and test data, respectively. A graphical model of data generation
is shown in Figure[I]

Using random matrix theory and exact solutions of linear models, we calculate the test loss as a func-
tion of the following hyperparameters: the number of training tasks m, number of data points per
task for training (n;), validation (n,) and target (n,.), learning rate for training c; and for adaptation
to target av,-. Furthermore, we have the hyperparameters specific to the mixed linear regression prob-
lem: p, v, o, wg. Since we use exact solutions to the linear problem, our approach is equivalent to
running the outer loop optimization until convergence (see section [7.1]in the Appendix for details).
We derive results in two cases: overparameterized p > n,m and underparameterized p < n,m.

5 RESULTS

5.1 OVERPARAMETERIZED CASE

In the overparameterized case, the number of parameters p is larger than the total number of valida-
tion data across tasks n,m. In this case, since the data does not fully constrain the parameters, the
optimal value of w found during meta-training depends on the initial condition used for optimiza-
tion, which we call wy.

Theorem 1. Consider the algorithm of section[3|(MAML one-step), and the data generating model
of section 4| (mixed linear regression). Let p > n,m. Let p(§) and ny(§) be any function of order

O(€) as € — oo. Let |wy — wol| be of order O(6~/*). Then the test loss oqu. averaged over the
entire data distribution (see Eq[27|in the Appendix) is equal to
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where we define the following expressions

1
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Proof. The proof of this Theorem can be found in the Appendix, sections O

The loss always increases with the output noise o and task variability v. Overfitting is expressed in
Eq[5| by the term |wy — wo|, the distance between the initial condition for the optimization of wy
and the ground truth mean of the generating model wg. Adding more validation data n,, and tasks m
may increase or decrease the loss depending on the size of this term relative to the noise (Nakkiran
(2019)), as it does reducing the number of parameters p. However, the loss always decreases with
the number of data points for the target task n,., as that data only affects the adaptation step.

Our main focus is studying how the loss is affected by the learning rates, during training a; and
adaptation «.. The loss is a quadratic and convex function of ., therefore it has a unique minimum.
While it is possible to compute the optimal value of - from Eq[5] here we just note that the loss
is a sum of two quadratic functions, one has a minimum at ., = 0 and another has a minimum
at . = 1/(1+ (p+ 1)/n,), therefore the optimal learning rate is in between the two values and
is always positive. This is intuitive, since a positive learning rate for adaptation implies that the
parameters get closer to the optimum for the target task. An example of the loss as a function of the
adaptation learning rate o, is shown in Figure 2h, where we also show the results of experiments
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in which we run MAML empirically. The good agreement between theory and experiment suggest
that Eq[)is accurate.

However, the training learning rate c; shows the opposite: by taking the derivative of Eq[5] with
respect to o, it is possible to show that it has a unique absolute minimum for a negative value of «.
This can be proved by noting that this function has the same finite value for large positive or negative
v, its derivative is always positive at oy = 0, and it has one minimum (—) and one maximum (+)

at values
ng +1 ng +1 2y
aff = —= i\/<t )+t 8)
2p 2p p

Note that the argmax o is always positive, while the argmin a; is always negative. This result
is counter-intuitive, since a negative learning rate pushes parameters towards higher values of the
loss. However, learning of the meta-parameter w is performed by the outer loop (minimize Eq[T)),
for which there is no learning rate since we are using the exact solution to the linear problem and
thus we are effectively training to convergence. Therefore, it remains unclear whether the inner loop
(Eq[3) should push parameters towards higher or lower values of the loss. An example of the loss
as a function of the training learning rate v, is shown in Figure Zp, where we also show the results
of experiments in which we run MAML empirically. Here the theory slightly underestimate the
experimental loss, but the overall shapes of the curves are in good agreement, suggesting that Eq[3]
is accurate. Additional experiments are shown in the Appendix, Figure[6]
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Figure 2: Average test loss of MAML as a function of the learning rate, on overparameterized
mixed linear regression, as predicted by our theory and confirmed in experiments. a) Effect of
learning rate «,- during adaptation. b) Effect of learning rate ; during training. The optimal learning
rate during adaptation is positive, while that during training is negative. Values of parameters:
ny = 30,1y = 2,0, =20,m =3,p =60,0 = 1.,v = 0.5, wg = 0, wg = 0. In panel a) we set
a¢ = 0.2, in panel b) we set a,. = 0.2. In the experiments, each run is evaluated on 100 test tasks of
50 data points each, and each point is an average over 100 runs (a) or 1000 runs (b).

5.2 UNDERPARAMETERIZED CASE

In the underparameterized case, the number of parameters p is smaller than the total number of
validation data across tasks n,m. In this case, since the data fully constrains the parameters, the
optimal value of w found during meta-training is unique. We prove the following result.

Theorem 2. Consider the algorithm of section[5|(MAML one-step), and the data generating model
of section {|(mixed linear regression). Let p < n,m. Let n,(§) and n(£) be any function of order
O(&). For &, m — oo, the test loss of Eq.EI averaged over the entire data distribution (see Eq. in
the Appendix) is equal to
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where h", h' are defined as in previous section, Eqs.@ E] and g; are order O(1) polynomials in oy,

see Egs|98] in the Appendix.

Proof. The proof of this Theorem can be found in the Appendix, sections O

Again, the loss always increases with the output noise ¢ and task variability v. Furthermore, in this
case the loss always decreases with the number of data points n,, n,, and tasks m. Note that, for
a very large number of tasks m, the loss does not depend on meta-training hyperparameters o, 1.,
n¢. When the number of tasks is infinite, it doesn’t matter whether we run the inner loop, and how
much data we have for each task.

As in the overparameterized case, the loss is a quadratic and convex function of the adaptation
learning rate «v., and there is a unique minimum. While the value of the argmin is different, in
this case as well the loss is a sum of two quadratic functions, one with minimum at o, = 0 and
another with a minimum at o, = 1/ (1 4 (p + 1)/n,.), therefore the optimal learning rate is again
in between the same two values and is always positive. Similar comments applies to this case: a
positive learning rate for adaptation implies that the parameters get closer to the optimum for the
target task. An example of the loss as a function of the adaptation learning rate cv, is shown in Figure
[Bp, where we also show the results of experiments in which we run MAML empirically. The good
agreement between theory and experiment suggest that Eq[9]is accurate.

As a function of the training learning rate o, the loss Eq[9)is the ratio of two fourth order polyno-
mials, therefore it is not straightforward to determine its behaviour. However, it is possible to show
that the following holds

—test 2

oL _ o >0 (10)
Oay _, Twm

suggesting that performance is always better for negative values of c; around zero. Even if counter-
intuitive, this finding aligns with that of previous section, and similar comments apply. An example
of the loss as a function of the training learning rate «, is shown in Figure [3p, where we also show
the results of experiments in which we run MAML empirically. A good agreement is observed
between theory and experiment, again suggesting that Eq[9)is accurate. Additional experiments are
shown in the Appendix, Figure[6]

5.3 NON-GAUSSIAN THEORY IN OVERPARAMETERIZED MODELS

In previous sections we studied the performance of MAML applied to the problem of mixed linear
regression. It remains unclear whether the results in the linear case are relevant for the more in-
teresting case of nonlinear problems. Inspired by recent theoretical work, we consider the case of
nonlinear regression with squared loss

1
L@)=E E5ly—f(w) (11)
X y|x
where y is a target output and f (x,w) the output of a neural network with input x and parameters
w. The introduction of the Neural Tangent Kernel showed that, in the limit of infinitely wide neural
networks, the output is a linear function of its parameters during the entire course of training (Jacot
et al. (2018), |Lee et al.[(2019)). This is expressed by a first order Taylor expansion

f(x,w) ~ f(x,wp) + k(x, wg)T (w—wo) (12)
k(x,wp) = Vo f(x,w)] (13)

X,wo
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Figure 3: Average test loss as a function of the learning rate, on underparameterized mixed linear
regression, as predicted by our theory and confirmed in experiments. a) Effect of learning rate v,
during testing. b) Effect of learning rate cv; during training. The optimal learning rate during testing
is always positive, while that during training is negative. Values of parameters: n; = 5,n, =
25,n, = 10,m = 40,p = 30,0 = 0.2,v = 0.2. In panel a) we set oy = 0.2, in panel b) we set
a, = 0.2. In the experiments, the model is evaluated on 100 tasks of 50 data points each, and each
point is an average over 100 (a) or 1000 (b) runs.

The parameters w remain close to the initial condition wq during the entire course of training, a
phenomenon referred to as lazy training (Chizat et al.| (2020)), and therefore the output can be
linearized around wy. Intuitively, in a model that is heavily overparameterized, the data does not
constrain the parameters, and a parameter that minimizes the loss in Eq[TT] can be found in the
vicinity of any initial condition wq. Note that, while the output of the neural network is linear in the
parameters, it remains a nonlinear function of its input, through the vector of nonlinear functions k
in Eq[T3]

By substituting Eq[T2]into Eq[TT] the nonlinear regression becomes effectively linear, in the sense
that the loss is a quadratic function of the parameters w, and all nonlinearities are contained in the
functions k in Eq[T3] that are fixed by the initial condition wy. This suggests that we can carry over
the theory developed in the previous section to this problem. However, in this case the input to the
linear regression problem is effectively k (x), and some of the assumptions made in the previous
section are not acceptable. In particular, even if we assume that x is Gaussian, k (x) is a nonlinear
function of x and cannot be assumed Gaussian. We prove the following result, where we generalize
the result of section [5.1]to non-Gaussian inputs and weights.

Theorem 3. Consider the algorithm of section 3] (MAML one-step), with wy = 0, and the data
generating model of section |4} where the input x and the weights w are not necessarily Gaussian,
and have zero mean and covariances, respectively, ¥ = Exx” and ¥, = Eww”. Let F be the
matrix of fourth order moments F = E (x”$x) xx*. Let p > nym. Let p(§) and ny(§) be any
Sunction of order O(§) as & — oo. Let Tr (Efu) be of order O (f‘l), and let the variances of matrix
products of the rescaled inputs x//p, up to sixth order, be of order O (f ’1) (see Eqs. in
the Appendix). Then the test loss of Eq[2] averaged over the entire data distribution (see EqI27|in
the Appendix) is equal to

. 1 2 2
£ = STr(S,HT) + % {1 + %Tr(zz)} +

Ny

1 Tr (H"HY) {Tr(EwHt) +0? {1 + %Tr (22)}}

= —3/2) (14
+ 5mom T +0(&) aw
where we define the following matrices
2
Ht = |:Z (I — atE)Q + & (F - 23):| (15)
N
2 o?
H = [z (I —a,X) +n—T (F—zﬂ (16)
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Proof. The proof of this Theorem can be found in Appendix, section O

Note that this result reduces to Eqs E], when ¥ = I1,%, = I?/p, F = I(p+2), wy = 0,
w = 0. This expression for the loss is more difficult to analyze than those given in the previous
sections, because it involves traces of nonlinear functions of matrices, all elements of which are free
hyperparameters. Nevertheless, it is possible to show that, as a function of the adaptation learning
rate o, the loss in Eq[T4]is still a quadratic function. As a function of the adaptation learning rate
., the loss in Eq[T4]is the ratio of two fourth order polynomials, but it is difficult to draw any
conclusions since their coefficients do not appear to have simple relationships.

Even if the influence of the hyperparameters is not easy to predict, the expression in Eq[I4]can still
be used to quickly probe the behavior of the loss empirically, by using example values for the X,
Y, F, since computing the expression is very fast. Here we choose values of X, X, by a single
random draw from a Wishart distribution
V2
Note that the number of degrees of freedom of the distribution is equal to the size of the ma-
trices, p, therefore this covariances display significant correlations. Furthermore, we choose
F =223 + 3Tr (22), which is the value taken when x follows a Gaussian distribution. There-
fore, we effectively test the loss in Eq[T4]for a Gaussian distribution, as in previous section, but we
stress that the expression is valid for any distribution of x within the assumptions of Theorem 3] We
also run experiments of MAML, applied again to mixed linear regression, but now using the covari-
ance matrices drawn in Eq[T7] Figure ] shows the loss in Eq[T4]as a function of the learning rates,
during adaptation (panel a) and training (panel b). Qualitatively, we observe a similar behaviour as
in section[5.1} the adaptation learning rate has a unique minimum for a positive value of «,, while
the training learning rate shows better performance for negative values of c;. Again, there is a good
agreement between theory and experiment, suggesting that Eq[T4]is a good approximation.
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Figure 4: Average test loss of MAML as a function of the learning rate, on overparameterized mixed
linear regression with Wishart covariances, as predicted by our theory and confirmed in experiments.
a) Effect of learning rate «, during adaptation. b) Effect of learning rate a; during training. The
optimal learning rate during adaptation is positive, while that during training appears to be negative.
Values of parameters: n; = 30,n, = 2,n, = 200m = 3,p = 60,0 = 1.,v = 0.5, wg = 0,
wo = 0. In panel a) we set a; = 0.2, in panel b) we set . = 0.2. In the experiments, each run is
evaluated on 100 tasks of 50 data points each, and each point is an average over 100 runs (a) or 500
runs (b).

5.4 NONLINEAR REGRESSION

To investigate whether negative learning rates improve performance on non-linear regression in
practice, we studied the simple case of MAML with a neural network applied to a quadratic function.
Specifically, the target output is generated according to y = (W’ x + b)? + 2, where b is a bias term.
The data x, z and generating parameters w are sampled as described in section [d] (in addition, the
bias b was drawn from a Gaussian distribution of zero mean and unit variance.). We use a 2-layer
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feed-forward neural network with ReLU activation functions. Weights are initialized following a
Gaussian distribution of zero mean and variance equal to the inverse number of inputs. We report
results with a network width of 400 in both layers; results were similar with larger network widths.
We use the square loss function and we train the neural network in the outer loop with stochastic
gradient descent with a learning rate of 0.001 for 5000 epochs (until convergence). We used most
parameters identical to section 5.1} n, = 30;n, = 2;n, = 20;m = 3;p = 60;0 = 1,v =
0.5,wo = 0. The learning rate for adaptation was set to o, = 0.01. Note that in section [5.1]
the model was initialized at the ground truth of the generative model (wy = wyg), while here the
neural network parameters are initialized at random. Figure [5|shows the test loss as a function of the
learning rate o;. The best performance is obtained for a negative learning rate of oy = —0.0075.

6 DISCUSSION

We calculated algebraic expressions for the average
test loss of MAML applied to a simple family of lin-
ear models, as a function of the hyperparameters.
Surprisingly, we showed that the optimal value of
the learning rate of the inner loop during training is
negative. This finding seems to carry over to more
interesting nonlinear models in the overparameter-
ized case. However, additional work is necessary
to establish the conditions under which the optimal
learning rate may be positive, for example by prob-
ing more extensively Eq[T4]
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test loss
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. . . . . . —0.015 —0.010 —0.005 0.000 0.005
A negative optimal learning rate is surprising and lerning rate (training)

counter-intuitive, since negative learning rates push
parameters towards higher values of the loss. How-
ever, the meta-training loss is minimized by the outer
loop, therefore it is not immediately obvious whether
the learning rate of the inner loop should be positive,
and we show that in some circumstances it should
not. However, perhaps obviously, we also show that
the learning rate during adaptation at test time should
always be positive, otherwise the target task cannot
be learned.

Figure 5: Average test loss of MAML as a
function of the learning rate, on nonlinear
(quadratic) regression using a 2-layer feed-
forward neural network. Optimal learning
rate is negative, consistent with results on the
linear case. Each run is evaluated on 1000
test tasks, and each point is an average over
10 runs. Error bars show standard errors.
Note the qualitative similarity with Figures
In this work, we considered the case of nonlinear [2b and[@db.

models in the overparameterized case. However,

typical applications of MAML (and meta-learning in

general) implement relatively small models due to the heavy computational load of running bi-level
optimization, including both outer and inner loop. Our theory applies to regression problems, and
assumes a limited number of tasks where data is independently drawn in each task, while some ap-
plications use a large number of tasks with correlated draws (for example, images may be shared
across tasks in few-shot image classification, see [Bertinetto et al.| (2019))). Our theory is valid at
the exact optimum of the outer loop, which is equivalent to training the outer loop to convergence,
therefore overfitting may occur in the outer loop of our model. Another limitation of our theory
is represented by the assumptions on the input and task covariance, which have no correlations in
Theorems I} [2] and are subject to some technical assumptions in Theorem [3]

To the best of our knowledge, nobody has considered training meta-learning models with negative
learning rates in the inner loop. Given that some studies advocate removing the inner loop altogether,
which is similar to setting the learning rate to zero, it would be interesting to try a negative one. On
the other hand, it is possible that a negative learning rate does not work in classification problems,
in nonlinear models, or using input or tasks with a complex structure, settings that are outside the
theory presented in this work.

We would like to thank Paolo Grazieschi for helping with formalizing the theorems, and Ritwik
Niyogi for helping with nonlinear regression experiments.
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7 APPENDIX

theory overparam
—— theory underparam
#® experiment

theory overparam
74 —— theory underparam
& experiment

08

07

test loss
test loss

4
06 sos?
3 *
2 05 L
. L]
[
1 se s,
L Bn o B B Ba B L BN BN BN BN BN BN L BN BN B Jn an ) 04
04 02 oo 02 04 04 02 0 02 04
learning rate (training) learning rate {training)
o d
08
0.55
theory overparam theory overparam
—— theory underparam [ + » 0.7 { —— theory underparam
0.50 & experiment IS & experiment
» 06
0.45 L]
L] 05
L]
0.40 L]

0.4

test loss
L]
test loss

= =
ER
.
.
.
.
.
.
.
.
.

03

0z

01

=
P
o

T T T T T o0 T T T T T
-04 =02 oa 0z o4 -0.4 -0.2 0.0 02 04
learning rate (training) learning rate (training)

Figure 6: Average test loss of MAML as a function of the learning rate a; (training) on mixed linear
regression, showing the transition from strongly overparameterized (a), to weakly overparameterized
(b), weakly underparameterized (c) and strongly underparameterized (d). As expected, predictions
of theory are accurate only in panels (a) and (d). The amount of validation data increases from panels
(a) to (d), with the following values: m = 1, n,, = 2 (a), m = 5, n, = 5 (b), m = 10, n,, = 10 (¢),
m = 10, n,, = 40. Other parameters are equal to: n; = 40,n, = 40,p = 50,0 = 0.5.,v = 0.5,
ar = 0.2, wg = 0, wg = (0.1,0.1,...,0.1) (note that overfitting occurs since wy # wy). In the
experiments, each run is evaluated on 100 test tasks of 50 data points each, and each point is an
average over 100 runs.

7.1 DEFINITION OF THE LOSS FUNCTION

We consider the problem of mixed linear regression y = Xw + z with squared loss, where X is
an X p matrix of input data, each row is one of n data vectors of dimension p, z is an x 1 noise
vector, w is a p x 1 vector of generating parameters and y is a n X 1 output vector. Data is collected
for m tasks, each with a different value of the parameters w and a different realization of the input
X and noise z. We denote by w(?) the parameters for task i, for i = 1,..., m. For a given task i, we
denote by X*(V) X(%) the input data for, respectively, the training and validation sets, by z*(), z*(*)
the corresponding noise vectors and by y*(*), y¥() the output vectors. We denote by n, n,, the data
sample size for training and validations sets, respectively.

For a given task ¢, the training output is equal to

y! ) = X1 0w(@) 4 7t (18)
Similarly, the validation output is equal to
yU () = X 4 000, (19)

We consider MAML as a model for meta-learning (Finn et al 2017). The meta-training loss is equal

to
m

1 . L 2
[meta _ R Z ‘yv(z) — xv@) g (w) (20)
v i=1
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where vertical brackets denote euclidean norm, and the estimated parameters () (w) are equal to
the one-step gradient update on the single-task training loss £(?) = [y*(?) — Xt |2 /2p,, with
initial condition given by the meta-parameter w. The single gradient update is equal to

00 (w) — <Ip _ O‘tXt(nTXt(i)) w + CLxt@Tt) 21
Uz uz

where I, is the p x p identity matrix and oy is the learning rate. We seek to minimize the meta-
training loss with respect to the meta-parameter w, namely

w* = arg min L4 (22)
w
We evaluate the solution w* by calculating the meta-test loss

1 *
rtest — ﬁ |ys _ X0 ‘2 (23)

Note that the test loss is calculated over test data X ®, z®, and test parameters w’, namely
y'=X°w'+2° (24)

Furthermore, the estimated parameters 8* are calculated on a separate set of target data X", z",
namely

0* — <Ip _ ZTX’I”TXT> w* + %XrTyr (25)
y =X"w +2z" (26)

Note that the learning rate and sample size can be different at testing, denoted by -, n,., ns. We are
interested in calculating the average test loss, that is the test loss of Eq[23| averaged over the entire
data distribution, equal to

1
ly® — X*6*|? 27)

7.2 DEFINITION OF PROBABILITY DISTRIBUTIONS

We assume that all random variables are Gaussian. In particular, we assume that the rows of the
matrix X are independent, and each row, denoted by x, is distributed according to a multivariate
Gaussian with zero mean and unit covariance

x ~N(0,1,) (28)

where I, is the p X p identity matrix. Similarly, the noise is distributed following a multivariate
Gaussian with zero mean and variance equal to o2, namely

z N/\/'(O,azln) (29)

Finally, the generating parameters are also distributed according to a multivariate Gaussian of vari-
ance v /p, namely

2

Y (wo, Zﬂ’) (30)

The generating parameter w is drawn once and kept fixed within a task, and drawn independently
for different tasks. The values of x and z are drawn independently in all tasks and datasets (train-
ing, validation, target, test). In order to perform the calculations in the next section, we need the
following results.
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Lemma 1. Let X be a Gaussian n X p random matrix with independent rows, and each row has
covariance equal to I, the p X p identity matrix. Then:

E[X"X] =nI, (31)
E[(XTX)*] =n(n+p+1)1, = n?ual, (32)
E[(XTX)"] = n(n? + 0%+ 3np + 30+ 3p+ 4) I, = ’pual, (33)
E [(XTx)“] — n (n® + p* + 6n°p + Gnp>+ (34)
+6n2 + 6p? + 17np + 21n + 21p + 20) I, = n* 4, (35)
E[XTX Tr(X"X)] = (n®p+2n) I, = pn’u1 1, (36)

E[(XTX)* 7 (XTX)] =n (0% +np? + np+ dn + dp+4) I, = pn*uza L, G7)
E {XTXTr ((XTX)Q)} —n (n®p+np® +np+An+4p+4) I, = pnPunal,  (38)
E[(X7X)" 1 (X7X)")] = n (np+ np® + 20%p® + 20%p + 2np*+ (39)
+8n® + 8p® + 21np + 20n + 20p + 20) I, = pn'pa o1, (40)

where the last equality in each of these expressions defines the variables . Furthermore, for any
n X n symmetric matrix C and any p X p symmetric matrix D, independent of X :

E[XTCX] =1r(0) 1, (41)
E[X"XDX"X]| =n(n+1)D+nTr(D)I, (42)

Proof. The Lemma follows by direct computations of the above expectations, using Isserlis’ theo-
rem. Particularly, for higher order exponents, combinatorics plays a crucial role in counting products
of different Gaussian variables in an effective way.

O

Lemma 2. Let X" X' pe Gaussian random matrices, of size respectively n, x p and ny X p,
with independent rows, and each row has covariance equal to I, the p X p identity matrix. Let p(§)
and ny(§) be any function of order O(§) as & — oco. Then:

X Oxv @ = p 1, 40 (6” 2) (43)
Xi)(?)XfO)TXf(?)XU(?)T = pny In,u + O (53/2) (44)
xv@ x0T 3t 1T xt@ xe @O — (0, 4 p+ DI + O (55/2) (45)

Note that the order O (£) applies to all elements of the matrix in each expression. For i # j

x*®Oxv@»" Z o (51/2) (46)
Xy(i)Xt(i)TXt(i)Xv(j)T -0 (53/2) (C))]
Xy(i)Xt(i)TXt(i)Xt(j)TXt(j)XU(j)T -0 (55/2) (48)
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Furthermore, for any positive real number § and for any p X p symmetric matrix D independent of
X, where Tr(D) and Tr(D?) are both of order O(&?)

X ODX O = 17 (D) I, + 0 (£/?) (49)
x* O xtO" xt@ pxv®T = (D) n,I,,, + O (5”5/2) (50)
X OO X0 p O XD XD = T (D) ny(ny +p+ 1), + O (€472)  (51)
x @O px*HT o (56/2) (52)
xv0 x0T xt@ pxv@T — o (€1+a/2) (53)
xv@ xt@T xt@ pxtiH T xto) xv@»T — o (§2+5/2) (54)

Proof. The Lemma follows by direct computations of the expectations and variances of each term.
O
Lemma 3. Let X°, X! be Gaussian random matrices, of size respectively n, x p and n; X p, with

independent rows, and each row has covariance equal to I,,, the p X p identity matrix. Let n,(§)
and (&) be any function of order O(§) for & — oo. Then:

XUTX =, 1, +0 (£/?) (55)
XTXXTXY = ngny I, + O (647) (56)
XtTXthTX'UXtTXt _ nvnt(nt + P 4 ]-)Ip + O (55/2) (57)

Note that the order O () applies to all elements of the matrix in each expression.

Proof. The Lemma follows by direct computations of the expectations and variances of each term.

O

7.3 PROOF OF THEOREMS [I]AND

We calculate the average test loss as a function of the hyperparameters n;, n,, n,, p, m, oy, &, o,
v, w. Using the expression in Eq[24]for the test output, we rewrite the test loss in Eq[27] as

—test 1
L= —|X* (W — 0" +2z° (58)

2N

We start by averaging this expression with respect to X °, z°, noting that 8* does not depend on test
data. We further average with respect to w’, but note that 6* depends on test parameters, so we
average only terms that do not depend on 6*. Using Eq[31] the result is

6|
2

Ftest _ o? n 2 N |wo > iR
22 2

— (wo + ow')" 6* (59)

where we define 5w’ = w’ — wq. The second term in the expectation is linear in * and can be
averaged over X", z", using Eq[25|and noting that w* does not depend on target data. The result is

EE 6" =(1-a)w" +a, (wo+dw) (60)
Xz

Using Eq we average over w’ the second term in the expectation of Eq and find
0"
2

—test

2 1
7rest _ + <_ar> (y2+|w0\2) —(1—-o,)WiEw* +E

g
5 5 61)
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We average the last term of this expression over z", w’, using Eq[25] and noting that w* does not
depend on target data and test parameters. The result is

a? 2
E, E |0*‘2 _ |w*|2 + nig (w* _ WO)T (XT'TxT‘) (w* _ WO) _ (62)

9 ) . . 2 92 ' - 2,2 ) ) 2
= 20 Ty T (w0 — wo) + ST Tk [XTX’T] + Oy [(X’X’T) } (63)
Ny n; T

We now average over X", again noting that w* does not depend on target data. Using Eqs[31] 32}
we find
2 2

* * Jr 1 * * * .0
)I(E IE,I@|0 ? = |w*|* + a? <1+pn> (1/2+\w —w0|2> — 20w (w* — wp) + —~ P
(64)
We can now rewrite the average test loss[61]as
—test 07 ; 1 1
e =% (14 2) 4 - a 22 (P a Bt owil) @
n, iy

In order to average the last term, we need an expression for w*. We note that the loss in Eq[20]
is quadratic in w, therefore the solution of Eq[22] can be found using standard linear algebra. In
particular, the loss in Eq[20|can be rewritten as

1
£rett = —— |y — Bwl’ (66)

where -y is a vector of shape n,m X 1, and B is a matrix of shape n,m x p. The vector - is a stack
of m vectors

X0 (1, - e xOT X ) wlb) — 2t X0 x0T 50 4 o)
7= : 67)
Xv(m) (Ip — %Xt(m)TXt(m)) w(m %:XU(Trl)Xt('rrL)TZt(m) 4 gv(m)
Similarly, the matrix B is a stack of m matrices
X (Ip - %:Xt(l)TXt(l))
B= : (68)
xv(m) (Ip —  xtm) Xt(m))

We denote by I, the p X p identity matrix. The expression for w that minimizes Eq@] depends on
whether the problem is overparameterized (p > n,m) or underparameterized (p < n,m), therefore
we distinguish these two cases in the following sections.

7.3.1 OVERPARAMETERIZED CASE (THEOREMI))

In the overparameterized case (p > n,m), under the assumption that the inverse of BB exists, the
value of w that minimizes Eq[66]is equal to

w* = BT (BBT) " v+ [1, - BT (BBT) " B|w, (69)

The vector wy is interpreted as the initial condition of the parameter optimization of the outer loop,
when optimized by gradient descent. Note that the matrix B does not depend on w,z!,z", and
Ew Ezt Ez» v = Bwg. We denote by d~ the deviation from the average, and we have

w* = wo =BT (BBT) ' oy + I, - BT (BB") " B (wo — wo) (70)

We square this expression and average over w, z!, z. We use the cyclic property of the trace and
-1 . r .
the fact that BT (BB™) B is a projection. The result is

lw* — wo|> =Tr [F (BBT)_l} + (wo — wo)" [Ip - BT (BBT)_l B} (wo—wo)  (71)
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The matrix I is defined as

r® o 0
F=IEI[§IE%5767T: 0 .0 (72)
} 0 0 Tm

Where matrix blocks are given by the following expression

2 2 2
£ = Yoxo@ (- Y x0T x| xe@T g2 (10 Yyl x0T xt6) xoi T
p Py g
(73)

It is convenient to rewrite the scalar product of Eq[71]in terms of the trace of outer products
-1
jw' —wol” =Te [(BBT) ™" (T = B (wo — wo) (wo — wo)" BT )| +|wo —wol”  (4)

In order to calculate E |w* — W0|2 in Eq we need to average this expression over training and
validation data. These averages are hard to compute since they involve nonlinear functions of the
data. However, we can approximate these terms by assuming that p and n; are large, both of order
O(€), where ¢ is a large number. Furthermore, we assume that |wy — wo| is of order O(£1/4).
Using Lemma 2] together with the expressions of B (Eq[68) and I' (Eqs[72][73)), we can prove that

lppr = {(1 —ay)? + a2l + 1] Lyym + O (5—1/2) (75)
p T
2
e {lﬂ {(1 Ca)? a2l 1] to? (1 + “tp) } L+ 0 (€777 (76)
e T

41 B
B (wo — wo) (wo — wo)” BT = |wo — wo? {(1—0@)2—&—04?])” }fnvaro(g 1/2) 77
t

Using Eq{75|and Taylor expansion, the inverse (BBT) ~!is equal to

-t 1 o2, apt1 - ~3/2
(BBY) —p[(l )’ + o nt} Invm+0(§ ) (78)

Substituting the three expressions above in Eq[74] and ignoring terms of lower order, we find

1+a$p

Ty Nym ¢ —
]Ew*w0|2—(1 >|wowo|2+ V2 + o2 5 =] JrO(f 3/2)
P P (1 —a)” +af B>
(79)
Substituting this expression into in Eq[65] we find the value of average test loss
2 2
£ =z (1 + O‘Tp) + (80)
2 Ny
2 2 1 aip
v NyMm 1 Ny 9 o*nyml+=F _
p|Z (1 = S - v s O( 3/2)
i 2<+p)+2< p>w0 wol + 2p o | TOL
8D
where we define the following expressions
1 1
=(1-a)+ ozfp + and h"=(1—a,) + oz%p + (82)
T Ny

7.3.2 UNDERPARAMETERIZED CASE (THEOREM 2))

In the underparameterized case (p < mn,m), under the assumption that the inverse of BT B exists,
the value of w that minimizes Eq[66]is equal to

w* = (B"B)”' BTy (83)
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Note that the matrix B does not depend on w, z°, 2", and E E,: Ezv v = Bwg. We denote by d~
the deviation from the average, and we have

jw* —wol’ =T [(BTB) ™" BToy 64" B (BTB) | (84)

We need to average this express1on in order to calculate E |w* — w0| in qu We start by aver-
aging 0y 6~ over w,z!,z", since B does not depend on those variables. Note that w, z¢,z" are
independent on each other and across tasks. As in previous section, we denote by I the result of this
operation, given by Eq.q72} Finally, we need to average over the training and validation data

Elw’ —wi* = & E Tr[(B"B) ' B'TB(B"B) | (85)

It is hard to average this expression because it includes nonlinear functions of the data. However,
we can approximate these terms by assuming that either m or & (or both) is a large number, where
¢ is defined by assuming that both n; and n,, are of order O(€). Using Lemma together with the
expression of B (Eq[68), and noting that each factor in Eq[85]has a sum over m independent terms,
we can prove that

BTB = (1 -2, + a}jiz) I + O ((m¢)*/?) (86)

NyM
The expression for p15 is given in Eq[32] Using this result and a Taylor expansion, the inverse is
equal to

m(BTB) " = (1-2a+afuz) " I, + O ((mg)"/?) (87)
Similarly, the term BTT B is equal to its average plus a term of smaller order
1
B'TB=—E (B"TB) + 0 ((mg)—1/2) (88)
Ny Ny

We substitute these expressions in Eq[85] and neglect lower orders. Here we show how to cal-
culate explicitly the expectation of BTT'B. For ease of notation, we define the matrix A" =

Ir— o xtHT xt0), Using the expressions of B (Eq and I' (Eqs{7 ) the expression for
BTI‘B is given by

" 2
B'TB =0 AT xo@T xo() gt6) Z (AW Xv(i)TXm)At(i))QJr
=1 p =1
a?o? m T 7 ' o 4 - 4 |
+ th E AT xv)t xo(d) xt(i) T xt) xo() T o) i) (39)
n

toi=1

We use Eqs 31} [32]to calculate the average of the first term in Eq[89]

E EZAt DT xe@T yo@) gt0) — o (1= 20y + o) I, (90)
Xt X0

We use Eqs@ B2[33] @ 36 371 B8] 39 to calculate the average of the second term
AT xv@ Xv()At()) — { o (n + 1) AXD* AH %, (At }:
EEX( EY [t A O (407)

On
=mn, (n, + 1) (1 — 4oy + 6afu2 - 4afu3 + ozf,u4) I+
+ mnyp (1 — 4oy + 201%#2 + 4afu171 — 4af’,u271 + 0124/14272) I, 92)
Finally, we compute the average of the third term, using Eqs[31} [32} [33] [34} A1} [36]

E E Z At )TXu(i)TXv(i)Xt(z‘)TXt(i)Xv(i)TXv(i)At(i) = (93)

Xr Xy =1
=5 [n (ny + 1) AT xt@T X80 4100 Ly 46T g0y ( xt@T Xt(i))} - (94)

Xt 4

1=1

=mn, (ny, + 1) ny (1 — 202 + afug) I, + mny,nep (1 — 21,1 + 0[?/1/2’1) I, (95)
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Putting everything together in Eq[83] and applying the trace operator, we find the following expres-
sion for the meta-parameter variance

E |w* — wo|? = pm (172at+at2p2)_2 {02 (1—2a¢ + afps) +
at202 2 2
+ o [(nv +1) (1 — 202 + atug) +p (1 — 20411 + 0%#2,1)]

v? :
+ n [(nv +1) (1 — 4oy + 6aips — 4aj s + o) +

+p (1 — 4oy + 204?#2 + 40%2/,6171 — 40(?,&271 + 042111272) :| } + O ((mf)—3/2> (96)

We rewrite this expression as

2

2
* P [0 v
E|w* — wo|* = 5 {02 {ht+t[(nv+1)91 +pgz]} +—[(ny +1) g3 +pgg]}+
ht“n,m ny 4
+0 ((mg)*/?) ©7)
where we defined the following expressions for g;
g1 =1— 209 + alps (98)
g2 = 1-— 20&15#1’1 + OétzlLLQJ (99)
gs=1—4day + 6(1?#2 — 4a§’u3 + afu‘l (100)
ga =1 — 4oy + 207 pio + 4aFpn 1 — 40 a1 + o oo (101)
and p; are equal to
1
p2=— (e +p+1) (102)
t
1 2 2
e = — (ni 4+ p* + 3np + 3n, + 3p + 4) (103)
t
1
== (n} + p® + 6n7p + 6nyp* + 607 + 6p* + 17nyp + 210, + 21p + 20) (104)
t
1
11 = 2 (nip + 2n,) (105)
t
1 2 2
H21 = oo (mip + up® + rup - dny + dp +4) (106)
t
1
po2= o (nfp + mp® + 2nfp* + 2nip + 2np” + 807 + 8p* + 21nyp + 20n; + 20p + 20)
t
(107)

Substituting this expression back into Eq[63] returns the final expression for the average test loss,
equal to

Ztest _ 0; (1 + Ong) n hr2y2 N

h" p o, V2
o“|h"+ —[(ny +1) g1 + pg2]| + —
2ht? nvm{ [ T [(n )91 2 P [

(1) g+ pail + 0 ((me)2)
(108)

7.4 PROOF OF THEOREM[3]

In this section, we release some assumption on the distributions of data and parameters. In particular,
we do not assume a specific distribution for input data vectors x and generating parameter vector
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w, besides that different data vectors are independent, and so are data and parameters for different
tasks. We further assume that those vectors have zero mean, and denote their covariance as

Y = Exx! (109)
Y = Eww’ (110)

We will also use the following matrix, including fourth order moments

F=E(x"2x) xx" (111)
We do not make any assumption about the distribution of x, but we note that, if x is Gaussian, then
F =233 4+ 3Tr (22). We keep the assumption that the output noise is Gaussian and independent

for different data points and tasks, with variance o2. Using the same notation as in previous sections,
we will also use the following expressions (for any p X p matrix A)

E[XTX] =nY% (112)
ETr[EXTXAXTX] =Tr {A[n*S® +n (F - $%)]} (113)
We proceed to derive the same formula under these less restrictive assumptions, in the overparam-

eterized case only, following is the same derivation of section We further assume wg = 0,
wo = 0. Again we start from the expression in Eq[24]for the test output, and we rewrite the test loss

in Eq[27)as
—=Lles 1
' t:E—zn X (W — 0%) +2°| (114)

We average this expression with respect to X *®, z°, noting that 8* does not depend on test data. We
further average with respect to w’, but note that 8* depends on test parameters, so we average only
terms that do not depend on 8*. Using Eq112] the result is

—test 0'2

1 1
L =5 +;Tr(E8) +E 5@”2 6" —w's 6 (115)

The second term in the expectation is linear in 8* and can be averaged over X", z", using Eq[25|and
noting that w* does not depend on target data. The result is

EE 0" =(—-aY)w" +a.Xw (116)
Xra"
Furthermore, we show below (Eq[128)) that the following average holds
EEE w* =0 (117)

Combining Eqs[T16] [TT7] we can calculate the second term in the expectation of Eq[IT5]and find

—test 0'2

1 Lt
L7 =5 +5Tr(S%) — o, Tr (¥25,) + ES67 % 67 (118)

We start by averaging the third term of this expression over z", w’, using Eq and noting that w*
does not depend on target data and test parameters. The result is

EE 6T 0" =Tr [2 (1 - O“"X”XT) ww*T (I - O""XTTXTH T 119

w' z" Ny Ny
2. 2 0[2

+ 57y [X’”EX’”T} + 2T [ZX”TXTEH,X”TXT} (120)
n'r n"‘

We now average over X", again noting that w* does not depend on target data. Using Eqs[112] [T13]
we find

2
EEE 7S 6" =Tr {w*w*T [2 (I—a,2)? + 22 (F - 23)} } T (121)
X" w'z" Ny
0‘302 2 2 3 1 3
+ Tr (%) + afTr{ 8y | 2% 4+ — (F - %) (122)
ny Ny
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We can now rewrite the average test loss in Eq[TT8]as

—test 02 a? 9 1 o *T\ rrr
C _2[1+mTr(z )}+2Tr[<2w+Eww )H} (123)
where we define the following matrix
2, aF
H" = [z (I—-0,%)" 4+ (F - 23)} (124)
Ty

In order to average the last term, we need an expression for w*. We note that the loss in Eq[20]
is quadratic in w, therefore the solution in Eq[22] can be found using standard linear algebra. In
particular, the loss in Eq[20|can be rewritten as

1
Lrete — . |y — Bwl|? (125)

where -y is a vector of shape n,m X 1, and B is a matrix of shape n,m x p. The vector - is a stack
of m vectors

xv) (1 _ %Xtu)TXt(l)) w(® — er xyv) xt)T4t(1) 4 5o()
v= : (126)
xv(m) ( 7 — o xtm)T Xt(m)) w(m) _ s xo(m) xtm) T gt(m) | go(m)
Similarly, the matrix B is a stack of m matrices
xo() (I _ %Xt(l)TXt(l))
B= : (127)
X v(m) ([ — %Xt(m)TXt(m)>

In the overparameterized case (p > n,m), under the assumption that the inverse of BBT exists, the
value of w that minimizes Eq[I25] and that also has minimum norm, is equal to

w* =BT (BBT) 'y (128)

Note that the matrix B does not depend on w,z!,z%, and Ew Ey¢ Ez» v = 0, therefore Eq
holds. In order to finish calculating Eq[I23] we need to average the following term

Tr (Hww™”) =Te [(BBT) "2 (BBT) " (BH'BT)] (129)

where we used the cyclic property of the trace. We start by averaging vy over w, z*, z”, since B
does not depend on those variables. Note that w, z!, z" are independent on each other and across
tasks. We denote by I' the result of this operation, which is equal to a block diagonal matrix

r® o 0
F:EF;H%,Y,YT: 0 - 0 (130)
‘ 0 0 T

Where matrix blocks are given by the following expression

r® — xv@® (I _ atXt(i)TXt(i)> Y <[ _ atXt(i)TXt(i)) Xv(i)T+ (131)
N T
T (Inv n ﬁxv(”xt(i)TXt(i)X“(i)T) (132)
t
Finally, we need to average over the training and validation data
ETr(H'w'w”) = & BT [(BB") T (BB") " (BH"B")] (133)
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These averages are hard to compute since they involve nonlinear functions of the data. However, we
can approximate these terms by assuming that p and n; are large, both of order O(¢), where ¢ is a
large number. Furthermore, we assume that Tr (32)) is of order O (§71), and that the variances of
matrix products of the rescaled inputs x/,/p, up to sixth order, are all of order O (§ ’1), in particular

1. _
Var <X”<Z>X”<J>T) =0 (¢ (134)
p
1 . ) ) .
Var (QXv(i)Xt(i)TXt(z)vaT) —0(e) (135)
p
Var (13X”“)XWTXt“)Xt(f)TXtU)XUU)T) =0(™) (136)
p
Then, using Eqs[TT2} [TT3]and the expressions of B (Eq[I127) and I" (Eqs[I30]T13T), we can prove that
BB =Tr (H") I, + O (51/2) (137)
2
I = {Tr (S H') + 0 [1 + STy (22)} } Lnm + 0 (£12) (138)
g
BH"BT =Tt (H"H) Iy, + +0 (51/2) (139)
where, similar to Eq[124] we define
2 of
H' = [z (I—X) + = (F— 23)} (140)
T

Note that all these terms are of order O (£). The inverse of BB can be found by a Taylor expansion
(BBT) ™ =Tr(H') " Lm+0 (¢77) (141)
Substituting these expressions in Eq[I33] we find

ey ) o 1.+ )

E Tr (H’"w*w*T> = nym +O (5*3/2) (142)

Tr (H)?
Substituting this expression into in Eq[I23] we find the value of average test loss
—test 1 o? a?
£ = 5Tr(sz’“) + {1 + —LTr (22)} + (143)
Ny

L Te(HTHY) {Tr(szt) + o2 {1 + 2y (22)} }
+ S NyM 2 -
2 Tr (H?)

+0 (5*3/2) (144)
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