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Abstract

Pretrained Transformers demonstrate remarkable in-context learning (ICL) capabil-
ities, enabling them to adapt to new tasks from demonstrations without parameter
updates. However, theoretical studies often rely on simplified architectures (e.g.,
omitting MLPs), plain data models (e.g., linear regression with isotropic inputs),
and single-source training—Ilimiting their relevance to realistic settings. In this
work, we study ICL in pretrained Transformers with nonlinear MLP heads on
nonlinear tasks drawn from multiple data sources with heterogeneous input, task,
and noise distributions. We analyze a model where the MLP comprises two layers,
with the first layer trained via a single gradient step and the second layer fully
optimized. Under high-dimensional asymptotics, we prove that such models are
equivalent in ICL error to structured polynomial predictors, leveraging results from
the theory of Gaussian universality and orthogonal polynomials. This equivalence
reveals that nonlinear MLPs meaningfully enhance ICL performance—particularly
on nonlinear tasks—compared to linear baselines. It also enables a precise analysis
of data mixing effects: we identify key properties of high-quality data sources
(low noise, structured covariances) and show that feature learning emerges only
when the task covariance exhibits sufficient structure. These results are validated
empirically across various activation functions, model sizes, and data distributions.
Finally, we experiment with a real-world scenario involving multilingual sentiment
analysis where each language is treated as a different source. Our experimental
results for this case exemplify how our findings extend to real-world cases. Overall,
our work advances the theoretical foundations of ICL in Transformers and provides
actionable insight into the role of architecture and data in ICL.

1 Introduction

Transformers [38] have emerged as a dominant architecture across a broad range of machine learning
applications. A particularly striking capability of these models is in-context learning (ICL)—the
ability to adapt to new tasks from a few examples presented as input, without parameter updates [[7].
As this phenomenon becomes central to modern Al systems, a deeper theoretical understanding of
when and why Transformers succeed at ICL is increasingly critical.

To make this challenge tractable, recent work has studied simplified settings, often focusing on linear
tasks and attention-only models that omit multilayer perceptrons (MLPs) [3} 142} 45.147]. However,
such abstractions overlook the empirical observation that nonlinear MLPs are integral to Transformer
performance in practice. While a few recent studies have begun to investigate MLPs in the ICL
context [23],24}132], their analyses are restricted either to nonstandard architectures, specific activation
types, or overly simplistic data settings—typically assuming a single, homogeneous data source.
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In contrast, real-world settings involve Transformers with nonlinear MLPs trained with data from
multiple heterogeneous sources, where data quality vary. This raises two open questions:

(i) How do nonlinear MLPs shape ICL behavior under realistic data conditions? (ii) What role does
mixture of training data play in shaping the Transformers’ capabilities for ICL and feature learning?

To address these questions, we analyze the ICL performance of Transformers with a nonlinear
MLP head trained under multiple data sources with different distributions, focusing on nonlinear
regression tasks in high-dimensional regimes. We adopt an asymptotic lens where sample size,
context length, and hidden dimension jointly diverge, and draw on Gaussian universality theory
[21 [13] to analytically characterize model behavior. Specifically, we study a Transformer with
linear attention and a two-layer nonlinear MLP head, where the first layer is trained with a single
gradient step and the second is fully trained. We show that this model is asymptotically equivalent
to a finite-degree polynomial model in terms of ICL error. This equivalence allows us to (i) explain
the performance gains due to nonlinear MLPs and (ii) study how different training data distributions
affect ICL outcomes.

Our theoretical findings are corroborated by simulations, which demonstrate that nonlinear MLPs
significantly improve ICL performance over linear counterparts. We further reveal that data sources
with structured covariances and low noise are critical for effective learning. Next, we show that
feature learning in Transformers depends crucially on the structure of task distributions, and that
certain mixtures can either enhance or suppress the model’s ability to learn useful features. Finally, we
provide an experimental result on a real-world scenario (multilingual sentiment analysis), displaying
how our results can apply in a scenario where different languages are treated as different sources.

Overall, our contributions are as follows:

1. We show that a Transformer with a nonlinear MLP head is asymptotically equivalent to a
polynomial model, and outperforms its linear counterpart on nonlinear ICL tasks.

2. We analyze the role of data mixing in ICL and identify key properties—structured covariances
for input and task vectors and low target noise—that define high-quality data sources.

3. We uncover the interaction between data mixing and feature learning, showing that structure in
task distributions is essential for meaningful feature learning to occur.

2 Related Work

In-context learning with Transformers The discovery of in-context learning (ICL) in large-scale
Transformers [[7]] has prompted a surge of empirical and theoretical investigations. Empirically,
studies such as [44] [33] [37]] highlight that ICL capabilities grow with model size, suggesting an
emergent behavior critical to modern foundation models. On the theoretical side, controlled synthetic
tasks—especially linear regression—have become a standard benchmark for analyzing ICL mecha-
nisms in simplified settings 47,16l 36]. These studies often adopt linearized attention mechanisms
for tractability and argue that Transformers learn to simulate algorithmic procedures during pre-
training [15 13} 2} 25142 [29] [15) 26} 135]]. Yet, the precise nature of these learned procedures remains
unclear. Notably, [47} 127, 28] offer generalization analysis for Transformers with a linear attention
(without MLPs) in linear ICL tasks, laying the groundwork for extensions to more realistic settings.

Nonlinear MLPs in Transformers While much of the theoretical literature abstracts away the
MLP components of Transformers, recent efforts have started to examine their impact on ICL. For
example, [24] studied ReLU-based MLPs in classification tasks, while [23}|32] analyzed architectures
where MLP layers precede attention—deviating from the standard Transformer design in which
MLPs follow attention blocks. Furthermore, [1]] studied a simplified Transformer architecture with a
fixed (non-trainable) nonlinear attention mechanism—omitting the training of key, query, and value
weights—and an optional MLP head. Overall, these studies either restrict task types, limit activation
functions, adopt nonstandard architectures, or omit training of the attention weights, leaving open
questions about the role of nonlinear MLPs in Transformers for nonlinear ICL in realistic settings.
Our work addresses this gap by analyzing a Transformer with a trained nonlinear MLP head consistent
with the canonical architecture and showing asymptotic equivalence of a polynomial surrogate model
to the Transformer model in terms of the ICL error. Moreover, prior works focus primarily on
single-source training with simplified data distributions, whereas we consider multiple heterogeneous
data sources and explicitly characterize the impact of data mixture ratios on the ICL performance.



Gaussian universality The concept of Gaussian universality from random matrix theory has proven
valuable for the asymptotic analysis of neural networks. Under isotropic Gaussian inputs, random
feature models (two-layer neural network with random first layer and trained second layer) can be
shown to be equivalent to Gaussian models with matched first and second moments [17, 21} 18]
These results have been extended to broader settings, including empirical risk minimization [31]],
mixture-distributed inputs [[L1]], and structured covariances [12]. More recently, the equivalence
has been rigorously established for two-layer networks trained with one gradient step [30, (10} [13]].
However, these universality results have not yet been extended to Transformer architectures or in-
context learning scenarios. Our work bridges this gap by showing that a Transformer with a nonlinear
MLP is asymptotically equivalent to a finite-degree polynomial model—thus connecting Gaussian
universality theory to Transformer-based ICL for complex data scenarios involving data mixing.

3 Problem formulation

3.1 In-context learning of nonlinear regression

We investigate the in-context learning (ICL) capabilities of pretrained Transformer architectures on
nonlinear regression tasks. Given a sequence of input-output pairs—referred to as the context—
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where each input «; € R? and corresponding response y; € R are sampled i.i.d. from an unknown
joint distribution, the objective is to predict yy1 for a new input &, using the context. The context
length is denoted by ¢. In the nonlinear setting, we assume the input-output relationship cannot be
captured by any linear function. Thus, the model has to learn to estimate the nonlinear input-output
relationship from a set of training contexts.

3.2 Data model

While most of the theoretical works assume a single data source, in practice, the models are pretrained
with datasets consisting of a mixture of data sources [46]. To reflect this, we consider S different data
sources. Thus, when constructing a dataset, we first sample the source index s from a categorical
distribution with the following probabilities: P(s = i) = p; for {0,1,...,S—1}. Then, for each data
source, we posit a nonlinear relationship between @ and y governed by a context-specific parameter
vector £ € R, subject to additive Gaussian noise. Although & remains constant within a given
context, it is re-sampled across different contexts, imposing the requirement that the model estimate
& from the observed pairs before generalizing to the new input.

Formally, for a given source index s, we first sample the task vector &|s ~ N (e s, ¢ s) and using
the sampled task vector, data is sampled as:
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where ¢ : R — R is a nonlinear function and ¢;|s ~ N(0, A2) is noise. This setup encapsulates
structured nonlinear regression and classification tasks with mixed data sources.

Following [47], we construct an embedding matrix Z € R(@+1)x(“+1) by stacking the feature vectors
and their corresponding labels, using a zero placeholder for the unknown label:
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where we omit the source index s for Z to streamline the presentation.

3.3 Transformer model

In this work, we consider a Transformer model involving single block / layer of a linear attention and
an MLP head (two-layer neural network). While it is possible to extend the setting to those involving
multiple blocks of attention and MLP layers, following many theoretical studies [47 27, 3] in the
literature, we focus on the single block case to streamline our theoretical analysis. Similarly, while



nonlinear attention mechanisms (such as softmax attention) are popular in the empirical literature, we
use linear attention since it is analytically tractable [47,27] and variants of linear attention can lead
to performance similar to softmax attention [20]. Another benefit of focusing on linear attention is
that it allows us to isolate the role of the nonlinear MLP head in capturing the nonlinear nature of our
ICL tasks since nonlinear attention can also play a role in capturing such nonlinear relations. In the
rest of this section, we first describe the linear attention mechanism—introducing linear Transformer
without MLP head as our baseline— and then, we explain our Transformer model with MLP head
together with the training procedure.

3.3.1 Linear attention (linear Transformer)

The Transformer must leverage this representation to infer the underlying mapping and predict ;1.
Then, the output of linear attention in the Transformer can be computed as:

A:=Z+ %VZ(KZ)T(QZ), 3)

where K, Q, V are appropriately sized key, query, and value matrices, respectively. When predicting
Ye+1, the relevant output of the linear Transformer (without MLPs) will be A1 ¢41, i.e., the element
of A corresponding to the 0 element in the embedding matrix Z. Using the reparameterization in
[27] (see Appendix [A]), this prediction can be simplified to:

?)linear = VCC(F)TVCC(HZ)7 4

where vec(.) denotes the vectorization operation, I' € R*(4+1) is the parameter matrix formed
using the entries of K, Q, V matrices while H z is defined as
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Note that the parameter matrix I is trained for the linear Transformer case as
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where ) is the regularization constant. Here, {(Z7, yg +1) j=1 denotes the n samples (contexts) used
for the training where Z7 is formed by .

3.3.2 Transformer with a nonlinear MLP

ICL of nonlinear tasks requires nonlinear models. As such, Transformers include nonlinear MLP
layers for capturing such nonlinearities. Therefore, we consider the Transformer with a nonlinear
MLP head, for which the prediction of the model can be written as

. 1
Ynonlinear *= ﬁwTU(FveC(HZ))v ®)]
where o : R — R is the activation of MLP, and the parameters are F' € R¥*4(4+1) and w € R*.
Here, F' encapsulates the parameters of the attention (denoted by I' in the description of the linear
attention above) and the parameters of the first layer in the MLP head while w is the weights
corresponding to the second layer of the MLP.

Training procedure To simplify our analysis while keeping feature learning for the MLP, we
consider the following training procedure with two stages [4}, 9]]:

i) Gradient descent on the first layer: Given {(Zj , gjz H)}?:l a set of training samples drawn
using the procedure described above, we first fix w at the initialization and perform a single gradient
descent step on F' with respect to squared loss. The gradient update with step size n > 0 is given as

F.=F+1G, (6)
where gradient matrix G is defined as
1/ 1 1 ~ ~ ~
G:=-|— w~T—w'wTUFHT)@a’FHT)H7 7
+ (2 (0" - JrwwTo(rAT) ) 0 o' (FHT) )

with H := [vec(H z.),vec(H z.), ..., vec(Hz,)|T, and § := [§} 1, 921, 901)T



ii) Ridge regression for the second layer: A fresh sample set {(Z7, ) +1)}7=1 is used to train w:

n
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w n =1 \/E

where A > 0 is the regularization constant.

Here, by avoiding data reuse, we ensure F remains independent of the second training set, which
simplifies theoretical analysis [4]. Furthermore, while our training procedure differs from standard
end-to-end training techniques, this two-phase scheme —gradient descent on the first layer followed
by ridge regression on the second- is well-motivated by prior theoretical work on MLPs [4] 9]. This
separation enables tractable analysis while preserving meaningful feature learning dynamics.

3.4 Evaluating ICL Performance

To evaluate ICL performance, we consider a uniform mixture of data sources, i.e., P(s = 1) = 1/S
foralli € {0,1,...,S — 1}. Under this setting, we define the ICL error as

1 S—1
< 2 B[ —9)°[s = 3], ®)
5=0

where ¢ denotes the model prediction, given by (@) for the linear Transformer or by (3)) for the
Transformer with a nonlinear MLP. This formulation enables controlled experimentation with training-
time data mixtures while evaluating performance as an average across all sources. Such an approach
aligns with practical multi-source training scenarios, where models are trained on heterogeneous
datasets and validated by averaging performance over the constituent sources [46]. Note that, we also
provide ICL errors corresponding to each source (for cases when it might be relevant) in Appendix

4 Main results

In this section, we present both our theoretical and empirical results. We begin by outlining the
assumptions underlying our asymptotic analysis. Next, we introduce our main theoretical result
establishing an asymptotic equivalence. We conclude with simulation studies and a real-world
experiment that validate this equivalence and further illustrate how performance is influenced by
factors such as sample size, context length, hidden dimension, feature learning, and data mixing.

4.1 Assumptions

We formalize our theoretical analysis under a set of assumptions designed to capture the high-
dimensional nature of in-context learning (ICL) and the architectural properties of Transformers.

Assumption 4.1 (Proportional limit). The input dimension d, context length ¢, number of training
samples n, and hidden dimension & diverge jointly as d, ¢, n, k — oo, while maintaining constant
ratios £/d, n/d?, and k/n in RT.

This assumption aligns with regimes studied in prior work: ¢/d and n/d? are critical for ICL
performance in linear Transformers [27], while & /n ensures the model capacity scales with data [21]).

Assumption 4.2 (Input statistics). The covariance matrices of input vectors satisfy || 2, s[|3 = O(d)
and Tr(X, ;) < d while the mean vectors satisfy ||, s ||2 = O(d'/?).

The assumption on the input statistics naturally constrains the input distribution. To streamline the
exposition, we restrict our analysis to the zero-mean case (p,,, = 0), with the generalization to
non-zero mean inputs discussed in Appendix [F|

Assumption 4.3 (Scaling of the step size). The step size 7 scales as 1 = o(d?).

By permitting step size to scale with the input dimension while the dimension tends to infinity, we
introduce nontrivial feature learning, allowing the model to learn nonlinear features [4} [13].



Assumption 4.4 (Covariance of the attention output). For all task indices i, j, the attention output
satisfies
Tr(Cov(vec(Hz)|s = i)) = Tr(Cov(vec(Hz)|s = 7)),

and admits a low-rank decomposition:

COV(VeC(HZ)ls) = Id(d+1) + Z es,q7s,q7zjqa )
q=1
where rs € Z*, 05, > 0, and {~; ,} are orthonormal vectors in R4(4+1),
Assumption 4.5 (Joint scaling). The step size and covariance of attention outputs satisfy

0+ [|Cov(vec(Hz))|l2 = o(d?).

Assumptions[d.3} [f.5|ensure tractability in our asymptotic analysis while allowing the feature learning.
Although these assumptions might look unnatural at first glance, they enable us to connect our setting
involving ICL by Transformer with a nonlinear MLP to prior results [13] for MLPs, facilitating our
theoretical analysis. We would like to note that Assumptions .3} [£.5] represent limitations of our
theoretical results. Nevertheless, our experimental results on both synthetic and real-world datasets
suggest that these assumptions can be partially relaxed in practice.

Assumption 4.6 (Initialization). The vector w ~ A (0, %) and the matrix F := [fy,..., fx]” has
rows f; NN(O %)

» Tr(Cov(vec(Hz)))

This initialization is consistent with standard practices for MLP initializations [18]].
Assumption 4.7 (Target function). Each task-specific function ¢ : R — R is Lipschitz.

Assumption 4.8 (Activation function). The activation ¢ : R — R has bounded derivatives and
satisfies £, ar(0,1) [0(2)?] < oo, admitting a Hermite expansion [34, Chapter 11.2]:

=1
o(r)=> ﬁthj(a:), h; =E. x| Hj(2)a(2)], (10)
j=0""

where H; is the j-th probabilist’s Hermite polynomial.

Assumptions accommodate a broad class of nonlinearities for both the target and activation
functions, while maintaining analytical tractability via Hermite expansions of the activation. Although
certain functions, such as polynomials, may not strictly satisfy the bounded-derivative condition, our
theoretical results are expected to remain valid when the derivatives of the activation are bounded
with high probability for inputs 2 ~ N(0, 1).

4.2 Asymptotic equivalence

We present our theoretical results in terms of an asymptotic equivalence between models. The main
technical challenge in our analysis arises from characterizing the distribution of the attention outputs,
denoted by vec(H z). To address this, we begin with an equivalent statistical representation of the
random feature mapping F'vec(H z), as formalized in the following lemma. This representation later
serves as the foundation for our analysis of the Transformer with a nonlinear MLP ().

Lemma 4.9 (Asymptotic distribution of F'vec(Hz)).

Under Assumption the entries of F are i.i.d. N(0,1/ Tr(Cov(vec(Hz)))), ensuring that the
components of Fvec(Hz) have unit variance. Let f; denote the i-th column of F. Given the
assumptions stated in Section[d.1} we obtain

fiTvec(Hz) — N(0,1) almost surely, (11)
Sforalli e {1,... k}.

Proof. Sett := Tr(Cov(vec(Hz))). Given H z, we have
fi'vee(Hz) | Hz ~ N (0, ||vec(Hz)|j3/t). (12)

Since ||vec(Hz)||3/t concentrates around 1, the desired result follows. See Appendix O



The lemma simplifies the term F'vec(H z), enabling a more tractable analysis for our study of
in-context learning in Transformers with nonlinear MLPs. As a result, we concentrate on the joint
behavior of (Fvec(Hz), & xy, 1) rather than (Hz, ye1 1), given that yp1 1 := ¢ (€T @pr1) + €p41.
The subsequent corollary demonstrates that (Fvec(Hz), &7 2y, 1) converges in distribution to a
jointly Gaussian vector in the high-dimensional limit that we consider.

Corollary 4.10 (Joint distribution of (Fvec(Hz), &7 x¢, 1) conditioned on & and s). Suppose that
the task vector & and data source s are given. Under our assumptions (given in Section {.1),
(Fvec(Hz), & @1 1) becomes jointly Gaussian with a certain mean and covariance.

Lemma and Corollary collectively characterize the distributions of both the F'vec(H z) and
the label y,41, which are utilized for our subsequent study of the asymptotic equivalence.

Next, we need to consider the impact of updating F' with one gradient descent step as described in
@): F := F + nG where G is the gradient matrix and 7 is the step size. For this purpose, we look
into the gradient matrix G in the following lemma.

Lemma 4.11 (Decomposition of the gradient matrix). The gradient G defined in ([7) admits the

following decomposition: G = uv” + A, where u := aw for some o € Rand v := H g /(mVk).
Here, uv™ is the dominant rank-one term while || A ||y is the negligible residual term.

Proof. Using high-probability tail bounds, this can be shown similarly to the decompositions of the
gradient matrix for simpler neural network settings in the literature [4}[I3]. See Appendix[C| O

With these components established, we can now leverage the preceding results in conjunction with
existing asymptotic analyses of two-layer neural networks [13] to study the in-context learning error
defined in (8] for Transformers equipped with nonlinear MLPs. The following theorem identifies a
polynomial model that is asymptotically equivalent to such a Transformer architecture.

Theorem 4.12 (Equivalent polynomial model). Suppose our assumptions described in Sectiond.1]

Consider we train the first layer F' of the MLP according to (@ Then, the Transformer with a
nonlinear MLP in (D)) performs asymptotically equivalent to the model
1 7 -
—w" 6,(Fvec(Hz (13)
o o, (Fec(Hy))
with respect to the ICL error (8), where the second layers w in the two models are trained separately.
Here, 6, : R — R is a degree-p polynomial function with a residual term, which is defined as

P
. 1 X
op(z) = Z ﬁciHi(x) +cpz for z ~ N(0,1), (14)
i=0
where H; : R — R denotes the i-th (probabilist’s) Hermite polynomial, c; are the corresponding
Hermite coefficients and c}, is the residual term such that B n(0,1)[0p(2)%] = g0,y [0(2)?].
The smallest degree p that is necessary for the equivalence depends on the joint distribution of
(Fvec(Hz), §T 1) and the activation function o, but a finite p suffices under our assumptions.

Proof: We employ our established theoretical results f.9}4.TT}-regarding the distribution of
(Fvec(Hz), & ¢, 1)- in combination with the orthogonality property of Hermite polynomials
under the Gaussian measure in order to prove this theorem. See Appendix [E] O

Theorem .12 establishes an asymptotic equivalence between the ICL behavior of a Transformer
with an MLP and that of a polynomial model in terms of the ICL errors. This result is significant
for several reasons. Firstly, (I3) admits a much simpler analysis, allowing precise characterization
of ICL error behavior of the Transformer under data mixing and feature learning. Second, it sheds
light on the function class learned by the Transformer—specifically, that it effectively learns a
low-degree polynomial approximation of the task function. This equivalence opens the door to
optimizing nonlinearities in MLPs (inside the Transformer) through polynomial surrogate analysis.
These insights extend beyond classical intuition and align with recent trends in Gaussian equivalence
literature 2130, [13]]. Note that although similar equivalence results exist for supervised learning by
two-layer neural networks [30,[13]], this work represents a cornerstone in adapting those results to a
novel setting involving ICL by Transformers with MLPs.
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Figure 1: Effects of sample size, context length, and hidden dimension on the ICL errors for linear
Transformer @I), Transformer with a nonlinear MLP (E]), and the equivalent model @) The number
of data sources is S = 2 with equal probability: P(s = 0) = P(s = 1) = 1/2. For the input vectors,
Mz s = 0and X, o = I, for all s. For the task vectors, e ; = 0 for all s while 3¢y = I and
Se1 = Iy + 0y~ for some 6 < d? and v € R with |||z = 1. The target function ¢, is ReLU,
and the target noise is A; = 0.01 for all s. The Transformer is used with two different activation
functions: ReLU and tanh. Here, d = 80, n =< d?,and A = 5 x 10~°. The degree of the equivalent
polynomial model p is set to 4. The average over 20 Monte Carlo runs is plotted.

4.3 Experimental results

Leveraging our equivalence results, we systematically compare the performance of the Transformer
with a nonlinear MLP to that of the linear Transformer. We also empirically validate the equivalence
between the Transformer and its polynomial surrogate, highlighting their predictive alignment under
various conditions. We illustrate the data mixing effects in ICL exhibited by Transformers with
a nonlinear MLP. Next, we provide results depicting the interplay between feature learning, data
mixing, and properties of the data sources. Finally, we consider an example real-world scenario
involving multilingual sentiment analysis and display how our findings extend to this case.

4.3.1 Data setup

In our experiments, we consider a setting with two data sources. For the synthetic (simulation)
scenarios, the first source is an isotropic Gaussian in both input and task space, representing a
low-quality (noise-like) dataset, while the second source features non-isotropic covariance in either
the input or task distributions, introducing additional structure and serving as a higher-quality signal.
This configuration enables us to analyze how ICL performance varies under mixtures of differing data
quality. The rest of the experimental details and the setting of our real-world (multilingual sentiment
analysis) experiment are described in the corresponding captions.

4.3.2 Effect of model dimensions

We first assess the role of sample size (n), context length (¢), and hidden dimension (k) on ICL error.
Results are shown in Figure[I] We highlight two consistent observations across all cases:

(i) The nonlinear MLP Transformer (5) outperforms the linear one (@) in terms of ICL error (§8).
Although outperforming the linear Transformer may sound trivial, without the training of the first
layer F as in (6], there exist many cases where the Transformer with the nonlinear MLP head
fails to outperform the linear one [14]]. Therefore, outperforming the linear one is a reasonable
baseline and an indicator of effective feature learning.

(ii) The nonlinear MLP Transformer closely aligns with its polynomial surrogate model (I3), even at
moderate dimensionalities, empirically validating our asymptotic equivalence results.

These findings underscore both the benefits of nonlinear MLPs and the theoretical significance of our
equivalence framework. Additionally, we observe a characteristic double descent phenomenon [6] in
the ICL error: with respect to sample size in Figure[Ia) and hidden dimension in Figure[I[c). The
effect of increasing context length £ is shown in Figure[I[b), revealing a consistent reduction in ICL
error, reflecting improved task estimation with longer contexts.
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Figure 2: Data mixing effects on the ICL error: performance of Transformers with ReLU activation
(denoted with diamonds (), and the equivalent model (denoted with lines (I3)) are illustrated for
different mixing ratios p. For this figure, p controls the data source mixture for the training, as we
define P(s =0) := 1 — pand P(s = 1) := p, while the ICL error is calculated as an average over
data sources . Here,d = 80,1 =d,n =k = 0.5d*>, A\ = 5 x 1075, 5 < d? and the target function
¢, is ReLU for all s. We initially consider the following setting: for the input vectors, pt,, s = 0 and
X:,s = 14 for all s; for the task vectors, pe = 0 and 3¢ ; = I for all s; and the target noise is
Ag = 0.01 for all s. For each subfigure, we modify one data property while keeping the rest same and
show its effect on the ICL error: in (a), we focus on the input covariance of the second data source by
using ¥, 1 = I + HI%C%,T such that |3, 1|2 is changed by varying 6,; in (b), we concentrate on
the task covariance of the second data source by using ¢ 1 = I + 0¢yey! such that [ 1|2 is
changed by varying 6¢; and in (c), we modify the noise of the second data source A; while the noise
of the first source Ay is set to 0.2 and fixed. We set the degree of the equivalent polynomial model to
p = 5. The average of 20 Monte Carlo runs is plotted.

4.3.3 Impact of data mixing

We next explore how mixing structured and unstructured data sources affects ICL performance,
shown in Figure [2| In these experiments, we vary the second data source by modifying its input
covariance (a), task covariance (b), or noise variance (c), while keeping the first source fixed.

(i) In Figure[2[a), increasing the proportion of samples from a data source with structured inputs
significantly improves ICL performance.
(ii) Figure[2(b) shows a similar trend when the task vectors have structured covariance, with ICL
error decreasing as their prevalence increases.
(iii) In Figure [2c), lowering the noise variance in the second source leads to performance gains,
underscoring the sensitivity of ICL to data quality.

When studying the impact of the data mixing, the ICL errors corresponding to each source can be of
interest, so we provide them in Appendix [G] where we observe behaviors similar to those in Figure[2]
Overall, these results demonstrate that Transformers can effectively exploit structured data, and that
the relative quality of data sources—defined by structure and noise—directly shapes ICL.

4.3.4 Feature learning with data mixing

While prior results in Figures used a fixed step size 7 < d?, we now study the interaction between
feature learning and data mixing. Specifically, we assess how varying 7 influences ICL error under
two distinct structural conditions: (a) structured input covariance and (b) structured task covariance.

Results in Figure Eka)—(b) show a notable asymmetry:

(1) In (a), increasing 1 does not improve ICL error, consistent with our intuition that the first-layer
updates do not capture a useful signal when task vectors are isotropic. Here, the intuition comes
from the fact that the feature learning enables MLPs to align with task vectors [4} Section 3.2].

(i1) In contrast, (b) reveals significant performance gains with increasing 7, as the model can extract
informative task-related features when the task vectors have structured (non-isotropic) covariance.

This contrast highlights that feature learning via gradient updates primarily enhances representations
of task-related directions. The extent of benefit depends on both the structure present in the data and
the relative mixing ratios of the sources. These findings emphasize a rich interplay between feature
learning dynamics and data heterogeneity in ICL.
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Figure 3: Feature learning with data mixing on synthetic and real-world data: the effect of different
step sizes 7 is illustrated. For the synthetic data scenarios in (a) and (b), we start with the same initial
setting as Figure[2] In (a), we just modify the covariance of the input vectors from the second data
source, while we only change the covariance of the task vectors from the second data source in (b).
In each case, we add an additional rank-one structure to the covariance, which is the same as Figure
[2l We plot the average of 20 Monte Carlo trials for (a) and (b). For the real-world data scenario
in (c), we focus on the effect of feature learning on ICL errors for multilingual sentiment analysis
using the Multilingual Amazon Reviews Corpus [22]]. This dataset contains customer reviews (with
text and star ratings) in multiple languages, such as English and German. By treating English and
German reviews as two distinct data sources, we can vary the mixing ratio across languages, allowing
us to evaluate our framework in a more realistic setting. We consider English reviews as source 1
and German reviews as source 0, so a mixing ratio of p = 1 corresponds to entirely English data,
and p = 0 to entirely German data. For labels {y; }, the review star ratings are demeaned and scaled
to lie in the range [—1, 1], making the task regression-like. For inputs {x;}, each review text is
embedded using the multilingual text embedding model called “multilingual-e5-small” [43], the
generated 384-dimensional embeddings are reduced to 64 dimensions via PCA (principal component
analysis), and then normalized. We group [ input-label pairs (of the same language) together to form
a context so that we make the problem compatible with our ICL setting. The rest of the details for
(c)ared =1 =64, n = k = 0.25d%, and A = 5 x 107°. The degree of the equivalent polynomial
model is set to 5. The mean of 100 Monte Carlo trials is illustrated in (c).

4.3.5 Data mixing in a real-world scenario: multilingual sentiment analysis

For a real-world example, we consider multilingual sentiment analysis using the Multilingual Amazon
Reviews Corpus [22], which contains customer reviews in multiple languages. Treating each language
as a distinct source, we examine feature learning under data mixing, as illustrated in Figure [3c).
Consistent with our theoretical predictions, the ICL errors of the Transformer model closely align
with those of the equivalent model, even in this multilingual real-world setting. We observe a clear
trend (similar to Figure [3|b)) whereby increasing the step size 7 reduces the ICL error, indicating
effective feature learning. Finally, a higher proportion of English reviews can lead to increased
performance, consistent with the known strength of the embedding model (for text) on English data.

5 Conclusion

This work advances the theoretical and empirical understanding of in-context learning (ICL) in
pretrained Transformers with nonlinear MLP heads, especially under high-dimensional asymptotics.
By leveraging techniques from Gaussian universality and orthogonal polynomials, we establish that
such Transformers are effectively equivalent to structured polynomial predictors in terms of ICL
error. This equivalence not only clarifies the functional role of nonlinear MLPs in Transformers but
also enables precise analysis of their learning behavior. Our findings reveal that nonlinear MLPs
substantially enhance ICL on nonlinear tasks, outperforming their linear counterparts. Furthermore,
we explored the impact of having a mixture of different data sources during the training, characterizing
the properties of a good data source and providing insight about choosing the mixture ratio. Namely,
we found that good (high-quality) data sources are those having low target noise and structured
covariances for input and task. We showed that feature learning depends on the data mixture, and
specifically, having a structured covariance for the task vectors is needed for feature learning. Finally,
we illustrated an example showing our findings extend to a real-world scenario involving multilingual
sentiment analysis. Overall, this work contributes to the theoretical understanding of the impact of
data distribution and feature learning on ICL by Transformers.
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Deferred proofs

In the following appendices, we provide deferred proofs. We first consider the case of zero-mean
inputs, i.e., ;s = 0 for all s, and address the extension to non-zero mean inputs, i.e., ft s # 0, in
the final section. This organization streamlines the initial presentation while preserving generality.

Appendix[A]introduces a reparameterization of the attention mechanism that simplifies the form of the
attention outputs. Appendix analyzes the distribution of F'vec(H z), a key quantity in our analysis,
and proves Lemma[4.9] Appendix [C|presents a decomposition of the gradient matrix corresponding
to a single gradient step on the first layer (6)), establishing Lemma.T1] Appendix [D]builds on prior
results to establish a conditional Gaussian equivalence. Appendix [E|contains the proof of our main
theoretical result (Theorem[4.12)). Finally, Appendix [F|considers an extension of the analysis to the
setting with non-zero mean inputs.

Notation

We adopt standard notation following [18]. For a random vector v, its covariance is denoted by
Cov(v). The spectral norm and Frobenius norm of a matrix A are denoted by || A||> and ||A| F,
respectively, while Tr(A) denotes the trace. Matrix entries and slices are indicated by A, A. 4, and
A,; ., where 7 and j denote the row and column indices, respectively. vec(.) denotes the vectorization
operation. We write f(-) =< ¢(-) to denote that f and g are of the same asymptotic order with
respect to the diverging dimensions. We use standard asymptotic notation: f(d) = O(g(d)) if
f(d)/g(d) — C < oo for some C > 0, and f(d) = o(g(d)) if f(d)/g(d) — 0asd — oc.
Furthermore, we define O(f(+)) as shorthand for O(f(-) polylogd) to suppress polylogarithmic
factors for brevity. Element-wise multiplication is denoted by ®, and the Kronecker product by ®.
Conditional random variables are written as X | C, representing the distribution of X given condition
C. Finally, we use x — N (0, 1) to denote that the random variable = converges in distribution to the
standard normal.

A Reparameterization of the linear attention

We begin by reparameterizing the linear attention mechanism in accordance with prior work [47, [2,
29,123,132} 12'7]] to simplify subsequent analysis. Specifically, we consider the following form of linear
attention:

A=Z+ %VZ(KZ)T(QZ), (S1)

where K, @, and V denote the key, query, and value matrices, respectively. Due to the structure of
the embedding matrix introduced in ([ZI) the output of linear attention, denoted @iipear, corresponds to
the (d + 1,¢ + 1)-th entry of A, i.e.,

N 1
Utinear = Ady1.041 = ZWH,:(ZZT)(KTQ)Z;,M (S2)

This formulation highlights that the parameters relevant to Jiinear are Vg41,. and K TQ. To isolate
these, we express the matrices as follows:

V:{* *] and M::KTQz[ (S3)

M11 *
Vo1 V22 ’

T
ms k

where * denotes components not involved in predicting 1, 1, while the submatrices M;; € R4*4,
Va1, Mo € RY, and v93 € R capture the relevant contributions. Using these components, the
prediction %inear can be rewritten in terms of the input features and previous outputs as:

1
T 2 T T T
7 Toq1, Va2 My E YiT i + V22121 g y; + My, g T;T; V21 + Moy E Yi; V21 ),
i<t i<t i<lt1 i<t

(84)

where (-, -) is the standard inner product and we omit the source index s for brevity.
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In most of the theoretical literature [47, 2, 29| 23] 32], the parameters vy and ms; are commonly
set to 0, since the leading term

1
7 <€w+17 vas M Y yszz>

i<¢

in (S4) alone is often sufficient to accurately predict y¢1. More recently, [27] relaxed this assumption
by allowing ms; to be trainable while keeping vo; = 0, as this modification retains analytical
tractability. Following this approach, we adopt a setting in which vo; = 0 and the remaining
parameters are trainable.

Under this formulation, the output of the linear attention mechanism can be compactly expressed as:
Ylinear = VGC(I‘)TVGC(Hz), (S5)

where the trainable parameters are consolidated into the matrix I, and the processed version of the
embedding matrix Z is denoted by H z. These are defined as:

T i=wy [MlTl m21] , and Hgz := x4 [% Zigg yifCZT %Zige yﬂ . (S6)

The advantage of this reformulation lies in the fact that the linear attention output is now a linear
function of both the trainable parameters I' and the data-derived matrix H z. As a result, the matrix
T can be efficiently optimized via ridge regression.

Similarly, in the case of a Transformer architecture equipped with a nonlinear MLP block, the above
formulation enables us to express the prediction as:

N 1 7
Unontinear := ——=w" o(F vec(Hz)) (ST
nonlinear \/E )
where F' € RF*4(d+1) serves a role analogous to that of vec(T"), with each row of F representing
the weights associated with one of the k£ nonlinear neurons. The function o denotes a nonlinear
activation function, allowing the model to capture complex input-output relationships, and w € R is
a trainable vector that linearly combines the outputs of these nonlinear units. Overall, this formulation

captures the structure of a Transformer with linear attention followed by a nonlinear (two-layer) MLP
block.

B Asymptotic distribution of F'vec(H z)

In this section, we analyze the asymptotic distribution of the term F'vec(H z), which plays a central
role in the Transformer with a nonlinear MLP layer. After training the first-layer parameters as
described in (6)), the prediction of the model () takes the form

I 7 ( 2 L 7
—w" o ( Fvec(H ):—waFvecH +nGvec(Hz)),
\/E ( zZ ) \/E ( ( zZ ) n ( zZ ))

where G denotes the gradient matrix defined in . Since Fvec(Hz) is the primary input to the
nonlinear activation function o, understanding its distribution is a natural and informative starting
point.

Let f; denote the i-th row of the matrix F', and define ¢ := Tr(Cov(vec(H z))). For the purpose of
this analysis, we initially assume that H z is fixed. Under Assumption 4.6, each row f; is drawn
independently from a Gaussian distribution A/(0, I /t). Consequently, we have

filfvec(Hz) ~ N (0, |vec(Hz)|3/t) -

Thus, the task of proving Lemma 4.9|reduces to showing that ||vec(H z)||3/t concentrates around 1,
which would imply that ¥ vec(Hz) — N(0, 1) almost surely.

To establish this concentration result, we begin with the following lemma, which characterizes H
as an outer product of a Gaussian vector and a sub-exponential vector, conditional on the data source
index s and the task vector £|s. The lemma also provides concentration bounds for the norms of these
constituent vectors. For brevity, we omit explicit conditioning in some expressions where the context
makes it clear.
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1
Lemma B.1. Let b := {Z %Q v Z} , which implies that Hz = x,,1b*. Suppose that the
l z<€ 7

data source index s and the task vector €|s are given. Then, conditioned on s, the vector ©yy1|s is
Gaussian by definition, and the conditional vector b| (€, s) exhibits sub-exponential tails. Furthermore,
conditioned on (s, €|s), the following concentration bounds hold with high probability:

[lze41]13 — Te(Cov(zesn)] / Tr(Cov(@ers)) = o(1), (S8)
[1b]13 — Te(E[bbT])| / Tr(E[bST]) = o(1). (89)

N(Hz,saz ) and y; := ¢s <M) + 6i|57

lIglsllz | 2z 11"
where ¢, is Lipschitz by Assumption[4.7and ¢;|s is Gaussian by definition.

We can express b as: b = % > i<obi, where b; = {y; 1} Since ¢y is Lipschitz and x; is sub-
- i

Gaussian, the composition y; is sub-Gaussian with a constant norm due to Gaussian concentration of
Lipschitz functions [40, Theorem 5.2.2].

By Assumption we have ||2, 5|3 = O(d) and Tr(X,5) =< d, so x; is sub-Gaussian with norm
O(d"/*). Then, since the product of sub-Gaussian random variables is sub-exponential [40, Lemma
2.7.7], the term y,; x; is sub-exponential with norm O(dl/ 4), and yf is sub-exponential with constant
norm. Thus, b; is a sub-exponential vector with norm O(d'/4).

Applying the (vector version of) Bernstein’s inequality [40, Corollary 2.8.3] to the vector b (an
average over [ samples of a sub-exponential) implies that the deviation (b — E[b]) has sub-exponential
tails with norm O(d'/*/¢). Under Assurnption ¢/d € R, and hence the norm becomes O(d~3/4).

Finally, applying the Hanson-Wright inequality [40, Theorem 6.2.1] yields the bound in (S8). For (S9),
we rely on an extension of the Hanson-Wright inequality to sub-exponential vectors [19]]. O

Now that we have bounds on the norms of the vectors used to construct H z, we can analyze the
concentration of the norm of vec(H z) in the following corollary, which builds on Lemma[B.1]

Corollary B.2. With high probability, the following concentration result holds:

[[Ivec(Hz) | (s, €]s)|5 — Tr(Cov(vec(Hz) | (s,&]9)))| _ | [vec(Hz)|(s.&l3)I5 | _ o1),
Te(Cov(vec(Hz) | (5,€]5))) :
where t := Tr(Cov(vec(Hz))).
Proof. We first note that:
vec(Hz) = vec(xp1b7) =b® xpp 1.
Using this, we compute the covariance:

Cov(vec(Hz)) = E[(b® zo11)(b @ xp41)7], (S10)
=E[(b@ @) (b" @ 2pyy)], (S11)
=E[(bb") ® (ze12711)]; (S12)
=E[bb"] ® Cov(zei1), (S13)

where we used properties of the Kronecker product (transpose and mixed-product), the independence
of b and x4, and the linearity of expectation.

Similarly, we have:
[vec(Hz)3 = b @ @esa 3 = [B]3 - lzerall3, (S14)
and

Tr(Cov(vec(Hz))) = Tr(E[bb”]) - Tr(Cov(xsi1)). (S15)
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Define the relative errors:

_ |lzesa 3 — Te(Cov(aesn)))| [IB)3 — Te(EBDT)))|

: = 1
% Tr(Cov(zesr)) , and 5, Tr(E[bbT]) (516)
Then, conditioned on (s, &|s), we get:
|lIvec(H z)||3 — Tx(Cov(vec(Hz)))| _ |l@e41]3]1b]13 — Tr(Cov (1)) Tr(E[BOT])| S17)
Tr(Cov(vec(Hz))) Tr(Cov(xys1)) Tr(E[bbT])
< 0p + 0y + 020y (S18)
= o(1), (S19)
where the final step follows from Lemma which showed that both d,, and ¢, are o(1). O

So far, our analysis has focused on the case where H 7 is conditioned on the data source s and the
task vector £|s. However, by Assumption we have

t =Tr(Cov(vec(Hz) | s =1i)) = Tr(Cov(vec(Hz) | s = 7))
for any data source indices 4, j. Furthermore, Corollary B.2|showed that ||vec(H z)||3/t concentrates
around 1 for all s and &|s. This leads us to the following unconditioned concentration result.

Corollary B.3. Without conditioning on the data source or task vector, the following holds with high
probability:

lvec(Hz) | (s,€]s)I3 _
t

H 2
bectHo)E | < g
t 5,€ls

as a consequence of LemmalB.I|and Corollary

1| = o(1), (S20)

Proof. We apply a union bound over the (countable) set of data sources and integrate over the
distribution of £|s. Since the conditional deviation is uniformly bounded by o(1), the same bound
extends to the unconditioned case.

Remark B.4. (Implications of task vector randomness) Corollary implies that the variability
introduced by the task vector £|s does not significantly affect the norm of the attention output
vec(H z), with deviations bounded by o(1). This concentration result justifies a simplification in
our analysis: we may treat £|s as effectively fixed and analyze the system under a worst-case &|s,
rather than integrating over its full distribution. This reduces analytical complexity while preserving
rigorous control over variation across tasks. In effect, the randomness of task vectors can be absorbed
into a uniform bound, allowing our results to hold uniformly over task diversity.

This completes our analysis of the concentration of ||vec(H z)||3/t around 1, and thereby concludes
the proof of Lemma|4.9

C Decomposition of the gradient matrix

Having characterized the distribution of F'vec(Hz), we now turn our attention to the effect of a
single gradient step during training, as defined in Equation (6). Specifically, we analyze the structure
of the gradient matrix G, following the approach of [4} [13].

Recall the definition of the gradient matrix (7):

G := % (\/1% (ng - \}E’waO'(FIZIT)> ® a’(FfIT)> H. (S21)

A complication arises from the presence of the derivative of the activation function o, which appears
as a multiplicative factor. To simplify this expression, we apply an orthogonal decomposition to the
derivative:

o'(2) = a+ 0’ (2),
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where o := E..nr(0,1)[0”(2)] is the average slope, and 0’ (2) := 0”(2) — « captures the zero-mean
deviation. The decomposition is justified by the fact that the random variable entering c—namely,
i h j—converges in distribution to (0, 1) almost surely for all 4, j, by Lemma

Using this decomposition, the gradient matrix G’ can be rewritten as:

1 ~T / 7T N_i T 7T / 7T ]
G—u'zi — ('wy ©o (FH ))H = (ww o(FHT) & o' (FH ))H, (S22)
spike

A
where we define u := aw and v :== H”g/(nVk).

This decomposition separates the gradient into two components: A spike term uv™ , which is expected
to dominate, and a residual term A.

Our next goal is to establish that ||uv® || > ||A||2, thereby confirming that the spike term governs
the spectral structure of G.

A new technical challenge arises in this context: unlike prior work [4] [13]], where His composed
of i.i.d. Gaussian vectors, in our setting each row of H is a realization of vec(H z). As shown in
Lemma (Appendix [B), Hz is the outer product of a Gaussian vector and a sub-exponential
vector, making vec(H z) a heavy-tailed [41] random vector. This deviates from the sub-Gaussian
assumptions in prior analyses and introduces additional complexity in bounding the norms of H.

Nevertheless, in the following lemma, we characterize a spectral norm bound for H that accommo-
dates this heavy-tailed structure.

Lemma C.1. Under our assumptions, the spectral norm of the matrix H satisfies the following
bound with high probability:

IH |2/ |Cov(vec(Hz))3'* = O(d). (S23)

Proof. Corollaries[B.2and [B.3]imply that
|[[vec(H z)||5 — Tr(Cov(vec(Hz)))| =
with high probability, given that Tr(Cov(vec(Hz))) < d? by Assumptlon H 4.4] Tt follows that
[vec(Hz)l|2 = O(d)

holds with high probability. We now apply a result from [39, Theorem 5.44] concerning the spectral
norm of a random matrix with independent heavy-tailed rows. This yields the stated bound on
| H||2. Note that the assumption n/d> € R (from Assumption ensures the validity of this
application. O

We now establish high-probability norm bounds for other key random quantities involved in the
analysis. Specifically, the following lemma bounds the norms of w, F', and y.

Lemma C.2. Under our assumptions, the following bounds hold with high probability:
(i) |lwllz = O(1) and ||lw]| = O(k~/?),
(i) ||F 2 = O(1),
(iii) ]2 = O(n'/?) and ||g]| = O(1),
where k,n = O(d?) as specified by Assumption

Proof. (i) Follows from standard sub-Gaussian norm bounds, specifically [40, Proposition 2.5.2 and
Theorem 3.1.1], in conjunction with Assumption 4.6

(ii) The spectral norm bound on F' is a direct consequence of the concentration of the spectral norm
for sub-Gaussian random matrices; see [40, Theorem 4.4.5].

(iii) The bounds for y follow from the Gaussian concentration of Lipschitz functions [40, Theorem
5.2.2], noting that each element of y is defined via a Lipschitz transformation of sub-Gaussian
variables. O
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Next, we derive high-probability norm bounds for key quantities appearing in the residual term A
of the decomposed gradient expression in 1) Specifically, we consider the terms o’ (FHT),
o/ (FHT),and w”oc(FHT).

Lemma C.3. Under our assumptions, the following bounds hold with high probability:

(i) llo' (FHT) |2/ | Hll2 = O(K'/?),
(ii) |lo'(FH")|l2 = O(k),
(iii) |lw" o (FH")||x / | H||l2 = O(1),
where k = O(d?), as specified by Assumption

Proof. (i) From Lemma the elements of FH” converge in distribution to A/(0, 1) under the
asymptotic regime specified by Assumption Furthermore, the columns of FH7 are inde-
pendent by construction, although their covariance is not isotropic due to the structure imposed
by Cov(vec(Hz)). The function ¢’ (-), being the centered component of the derivative, remains
bounded and Lipschitz (by Assumption . Thus, the rows of o/, (FHT)T are independent
anisotropic sub-Gaussian vectors. Using Gaussian concentration of Lipschitz functions [40, Theorem
5.2.2] and spectral norm bounds for matrices with independent sub-Gaussian rows [39, Theorem 5.39
and Eq. (5.26)], we obtain the desired result.

(ii) We bound the full derivative term as
lo"(FHT)|l2 < [l (FH")||2 + | 1kxaasn) |12

where o := E.. z(0,1)[0"(2)] and 1j 4(441) denotes a matrix of all ones. Since |1y q(d+1)ll2 =
O(k), the result follows from part (i).

(iii) The term w”o(F HT) is a Lipschitz function of Gaussian random variables, and thus obeys

Gaussian concentration [40, Theorem 5.2.2]. Since ||w|y = O(1) by Lemma the bound
follows. O

With all necessary high-probability bounds in place, we now derive a bound on the norm of the
residual term A appearing in the gradient decomposition. Recall:

1AL = | — (wg" @ o' (FH)) H - L (wwo(FA") 0 o' (FHT)) H| ,  (524)
nvk nk )
1o - - 1 ) ) )
<— HwyT © a;(maﬂ)H2 |H2 + = waTJ(FHT) © a’(FHT)H2 IH|s,
(S25)

1 ~ - 1 - - .
mllwl\ooH@Hoo||01(FHT)H2||H||2 + —lwlloolw o (FHT) oo (FHT) | H|l2,
(S26)
— Ok, (S27)
which holds with high probability, where 3 € [0, 1] satisfies || Cov(vec(Hz))||2 = O(k~#+1) under
Assumption [4.5]

To derive this bound, we first apply the triangle inequality, and then use the identity for Hadamard
products:
ab” © C = diag(a) C diag(b),

which allows us to factor out the vectors and simplify norm computations. The final result follows by
applying high-probability bounds established in Lemmas and

Similarly, we can bound the norm of the spiked term uwv?:
a o - ~ry—
luv”[l2 = [lull2[lv]l2 = —= w2l Hl:llgll2 = O~"?), (528)
nk
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which also holds with high probability.

Taken together, the bounds in and confirm that the leading contribution to the gradient
matrix arises from the rank-one term wv', whereas A constitutes a negligible residual. This
completes the proof of Lemma@.11]

D Conditional Gaussian equivalence

With the results from the preceding appendices, we now establish a new result: a conditional Gaussian
equivalence, which will play a key role in the proof of Theorem[d.12] To formulate this result, we
first define a subspace relevant for the conditioning in the equivalence argument.

Lemma D.1 (Decomposition of Fvec(H z) conditioned on data source s). Let s be a fixed data
source. Define the subspace

S = [U7 Vs,1) V5,25« - - 7’75,Ts]7
where v is the spiked direction from Lemma and Ys 1, - .. ,Vs,r, are the spiked directions of
Cov(vec(Hz)) as specified in Assumption 4.4] Let P and P, denote the orthogonal projection
matrices onto span(S) and its orthogonal complement, respectively. Then,

Fvec(Hz) = (F 4+ nA)Pyvec(Hz) + FSk,, (529)
where k== (ST 8)"18Tvec(Hy).

Proof. This decomposition follows directly from the definition of orthogonal projections and the
linearity of matrix multiplication. O

Lemmayields a decomposition of the transformed hidden state ﬁ‘vec(H 7 ) into two components:
a “bulk” term that is conditionally Gaussian, and a structured term aligned with the low-rank subspace
S induced by spiked directions. Crucially, this implies that, conditional on the coefficient vector K,
the transformation F'vec(H z) is sub-Gaussian. This motivates the following conditional Gaussian
equivalence theorem, which approximates the nonlinear feature map o (F'vec(Hz)) with a Gaussian
counterpart conditioned on (s, Ks).

Theorem D.2 (Conditional Gaussian equivalence). Under the assumptions in Section define
the nonlinear feature map (vec(Hz)) := o(Fvec(Hz)), and let o := Pyvec(Hz) be the
projection onto the orthogonal complement of the subspace S defined in Lemma [D.1} Then, the

following conditional Gaussian feature map is equivalent to 1 (vec(H z)) in terms of ICL error, when
conditioned on data source s and alignment vector K:

Y(vec(Hz); s, ks) :=v(s,ks) + (s, ks)o + P(s, fes)mg, (S30)
where g ~ N(0,I), and

v(s,ks) :=E {U(ﬁ'vec(ﬂz))

)
( s, HS} ;
(s, ks):=FE {a(ﬁ’vec(HZ))oT ’ s, IiS:| ,
®(s, k) := Cov (a(ﬁ‘vec(Hz)) ‘ s, ns) — W(s, k)P (s, k).
Proof. The proof strategy follows the standard approach to Gaussian equivalence for random features
as developed in [31}[11} 10, [13]]. In particular, it is sufficient to establish a central limit theorem (CLT)

for the bulk component (F' 4+ nA)o, conditional on s, k. Once this CLT is in place, the remainder
of the proof mirrors that of [13]], and is omitted here for brevity.

Conditional CLT For any Lipschitz function ¢ : R? — R, for all s € {0,...,S — 1} and for all
Ky € R7sTL

lim sup |E {C (u?Tz/)(vec(Hz)),éTa:> ‘ s,ns} —E [C (’IIJlel(VeC(Hz)),éT.’B) ‘ s,ns}

d,k—o00 @€

:O7

(S31)
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where the supremum is taken over w € {w € R* | |w|l2 = O(1), |w]|oc = O(k™¢)} for some
e > 0, and € € R satisfies ||€]|s = 1/||Cov(z | s)Hé/Q. Here, k,d — oo such that k/d? € R, as
specified in Assumption

This conditional CLT establishes the equivalence of the original and Gaussian feature maps,

Y(vec(Hz)) and ¢ (vec(Hz); s, k), in terms of their behavior under any test function ¢, condi-
tional on s and k4. Notably, the supremum ensures robustness to variation in task vectors, accounting
for worst-case alignment.

We begin proving the conditional CLT by recalling the decomposition from Lemma [D.T}
Fvec(Hz) = (F +nA)P vec(Hz) + FSk,.

Define 7 := (F + nA)P vec(Hz) and ¢ := F Sk, so that Fvec(Hz) = 7 + c. The random
vector r is approximately Gaussian because:

|All2 — 0 asymptotically (see Appendix [C)),

» P, is an orthogonal projection (|| P || = 1),

Lemma shows that F'vec(H z) converges to a Gaussian distribution,

* Assumption 4.4 ensures P, eliminates spiked directions, leading to r — AN (0, I};) almost
surely.

. d £ d . e =
Consequently, we may write » = F'q, where = denotes equivalence in distribution, F' is a random
feature matrix satisfying the conditions in [21] and g ~ N(0,I). Meanwhile, c is deterministic
conditional on (F, s, k). Define the neuron-wise conditional activation:

Gilswn) (FFa) =0;(fla+c), j=1,....k

This representation allows us to view the feature map as a collection of neuron-specific activations
with fixed shifts ¢;. Importantly, the CLT for random features in [21]] applies even when activations
vary across neurons, a point further supported by related results in L1 [13]].

Utilizing Corollary 4.10|and applying the central limit theorem for heterogeneous neuron activations
[21, Theorem 2], we obtain convergence in distribution of ¢)(vec(H z)) to its Gaussian approximation

Y(vec(Hz); s, ks). Furthermore, the odd activation function assumption required in [21] can
be omitted here, since both feature maps share the same conditional covariance structure. See
[311 (114 [10L [13]] for related proofs and further technical details.

So far, we have established an equivalence with respect to the training error. While not stated
explicitly earlier, this training error corresponds to that of ridge regression applied to the second-layer
weights in our two-stage training setup. To extend this asymptotic equivalence to the ICL error
defined in (8)—which is our main object of interest—we require an additional technical condition,
formalized below.

Assumption D.3. Consider a perturbed optimization objective:

n

2
Tn(c) ;== min 1 Z (yﬁ+1 - \}EwTJ(ﬁvec(sz))> + Mwl|3 + c&(w), (S32)
=

where ¢ € R is a scalar perturbation parameter, and £(w) denotes the ICL error from (8)) associated
with second-layer weight vector w. The constraint set Cy, is the constraint set in the conditional CLT
and it is defined as Cj, := {w € R¥ | |[w| = O(1), |w| s~ = O(k~¢)} for some € > 0. Then, there
exists a constant ¢* > 0 such that, for all ¢ € [—c*, ¢*], the function T, (c) converges pointwise to a
limiting function 7 (c), which is differentiable at ¢ = 0.

Although this assumption may appear somewhat artificial at first glance, it enables the use of
convexity-based arguments in establishing generalization error equivalence (ICL errors in our case),
as seen in prior work on Gaussian universality [11, Assumption 5]. Similar assumptions are also
employed in related studies on asymptotic equivalence [21, |31} [13]]. Importantly, this condition arises
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primarily as a technical requirement of the proof method, rather than as a limitation on the broader
applicability of the Gaussian equivalence results established in this work.

With Assumption [D.3]in place, we are now able to extend the asymptotic equivalence result to the
ICL error, thereby completing the proof of the conditional Gaussian equivalence, as established in
[13]. O

Theorem [D.72]establishes an asymptotic equivalence between two feature maps with respect to the
ICL error, under the condition that their first two conditional moments match. This result implies the

existence of an equivalent (conditional) Gaussian model—namely, w? 1) (vec(H z); s, ks )—that can
replace the original feature map without affecting ICL performance. Leveraging this equivalence,
we now prove that the Transformer model with a nonlinear MLP is asymptotically equivalent to a
polynomial model, as formalized in Theorem The full proof is presented below.

E Equivalent polynomial model

We aim to establish the asymptotic equivalence between a Transformer model with a nonlinear MLP
and the polynomial model described in Theorem[d.12] Our strategy relies on the conditional Gaussian
equivalence result stated and proved in Appendix [D] (Theorem [D.2). This result asserts that two
models with matching conditional means and covariances yield the same ICL error (§). Thus, to
prove equivalence, it suffices to demonstrate that the first two conditional moments of the two models
coincide.

Fix a data source index s, and recall the orthogonal decomposition with respect to the subspace
defined by the matrix S:

Fvec(Hz) = (F +nA)P vec(Hz) + FSk,, (S33)
where k, := (8TS)"'S8Tvec(Hz), as established in Lemma The first term, (F +

nA)P, vec(Hz), behaves asymptotically like a Gaussian random variable (see the proof of Theo-
rem , while the second term, F'Sk,, is deterministic conditional on F', s, and k.

According to [13, Theorem 4], if conditional Gaussian equivalence holds and the deterministic
component FSk, vanishes at a rate of @(k";) for some § > 0, then there exists a finite polynomial
degree p such that the polynomial activation &, (-) (as defined in Theorem@ yields equivalent
generalization performance to that of the original nonlinear activation o(-). In their proof, the
vanishing nature of the deterministic term is used to show that ,,(-) and o(-) induce the same first
two conditional moments, thereby ensuring asymptotic equivalence in generalization (ICL) error.

Similarly, in our setting, the vanishing nature of the term FS K s—together with Assumption im-
plies the following bounds:

H]E [g(ﬁvec(Hz))

s, HS} —E [&p(ﬁvec(Hz))

=o(1), (S34)

|
2

HIE {a(ﬁ’vec(Hz))oT ‘ s,:s:s} —E [&p(ﬁ’vec(Hz))oT ‘ s,ns}

)F —o(1), (S35

HCOV (a(ﬁ‘vec(Hz)) ‘ S,Ks) — Cov (&p(ﬁ‘vec(HZ)) ‘ s,ns>

L =oh), (36

where o := P, vec(Hz). These bounds suffice to prove the equivalence between the original
activation o(-) and the polynomial approximation &,(-), as explained by [[13]|. Therefore, it remains
to verify that

|fFSky| = O(k™%) forallie {1,...,k}, (S37)
for some § > 0, where f; denotes the i-th row of F'.
To analyze | fAZT Sk|, we begin by expanding the expression:
ISk, = |FI'S(STS) " S vee(H )| ($38)
< |fiTS(STS)_1STvec(HZ)’ +n ‘g;‘FS(STS)_l.S’Tvec(HZ)

» (839)
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where we used the decomposition f; = fi + ng;, and g; is the i-th row of the gradient matrix G
defined in (7). The first term corresponds to the contribution from the randomly initialized feature
matrix F', while the second accounts for the effect of the gradient update.

Finally, invoking the bounds derived in Appendix|C] along with Assumptions[4.4Jand[.5] we conclude
that each term vanishes at the desired rate. These assumptions ensure that the step size 1 and the
influence of spiked directions in Cov(vec(H z)) remain controlled, which completes the proof.

In summary, our results indicate that although the output of the attention layer, vec(H z), exhibits
a heavy-tailed distribution [41]], the application of the random matrix F' attenuates the heavy tails.
Moreover, training the first-layer weights F' with a single gradient step has a negligible effect on the
analysis. Together, these insights allow us to transfer known results from supervised learning with
two-layer neural networks to the in-context learning setting of Transformers with nonlinear MLPs.
This connection opens promising avenues for analyzing complex, realistic models using Gaussian
equivalence techniques.

F Extension to inputs with non-zero mean

In the main body of our proofs, we have assumed zero-mean inputs, i.e., 1, s = O for all data sources
s, to streamline the exposition and focus on the core aspects of the Gaussian equivalence framework.
However, in practical scenarios, input data often has non-zero mean, necessitating a generalization of
our theoretical results to handle such cases.

The key observation enabling this extension is that the mean vector p,, ; of each Gaussian data source
introduces a structured, low-rank perturbation in the representation of the attention output. Formally,
we have:

Hz | s=(Tes1|5— pos)b’ + py b, (S40)

which separates the stochastic (zero-mean) and deterministic (mean) components. Consequently, the
vectorized attention output vec(H z) becomes non-zero-mean, but its non-central second moment
still captures the combined statistical behavior of both components.

To rigorously extend our results to this more general setting, the following changes are required.

1. Substitution of covariances with second moments:

* In all analytical steps where the covariances of «;|s and vec(H z) appear, we need to
replace it with the corresponding non-central second moment:

Cov(vec(Hz)) ~ E[vec(Hz)vec(Hz)"],

Yo = Cov(zils) ~ Ezz?|s].

* This replacement maintains the validity of our results since the spike due to the mean
is treated analogously to spikes in the spiked covariance model in Assumption [4.4]

2. Bounding mean-induced terms in gradient decomposition:

* The primary technical adjustment is required in the proof of the gradient decomposition
(Appendix [C).

* The decomposition must now include additional cross-terms involving g, ., which
must be carefully bounded using concentration inequalities and structural assumptions
on the data distribution (e.g., bounded mean norm, low-rank behavior).

* These bounds ensure that the mean-induced components do not asymptotically domi-
nate or distort the gradient behavior established under the zero-mean assumption.

By implementing the above modifications—namely, using non-central second moments and bounding
mean-induced gradient terms—we can extend our theoretical guarantees to the case of non-zero-mean
Gaussian inputs. This generalization not only reinforces the robustness of our analysis but also
broadens its relevance to real-world applications, where input means are rarely zero in practice.
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G ICL errors per-source in the setting of Figure 2

For the sake of completeness, we illustrate the ICL errors per-source (corresponding to each source)
in the setting of Figure Mathematically, the per-source error is defined as E[(y,11 — §)?|s = 8]

where source indicator § € {0, 1} since we consider settings with two different data sources. For all
of the figures below, on the left, the ICL error corresponding to source 0, i.e., E[(y,11 — )]s = 0],
is plotted while the ICL error for source 1, i.e., E[(y¢+1 — §)?|s = 1], is shown on the right. Figures

MLl and[f]illustrate the per-source ICL errors in the settings of Figure 2] (a), (b), and (c), respectively.
Namely, Figure ] shows the changes in the per-source ICL errors when varying the input covariance
and Figure [5|displays the effects of changing the task covariance on the per-source ICL errors, while
Figure [6] depicts the per-source ICL errors for different noise levels. In all of these cases, the first
data source (source 0) is kept fixed while the aforementioned properties of the second data source are
modified, as detailly explained in the caption of Figure[2] The results indicate two primary points.
First, per-source ICL errors for the Transformer (approximately) match those of the equivalent model,
indicating that the equivalence specified by Theorem[.12)is useful for studying per-source ICL errors
as well. Second, the trends for the ICL errors (which is the average of the per-source errors) in Figure
[2]are also observed for each of the per-source errors, providing further evidence for our conclusions.

Source 0 Source 1
0.5 0.5 4 ¢ Transformer with MLP
¢ 2 % % % 2 —— Equivalent Model
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¢ 00
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00 02 04 06 08 1.0 00 02 04 06 08 1.0
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Figure 4: Per-source ICL errors in the case of Figure a): impact of varying input covariance of
source 1 on the per-source ICL errors.
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Figure 5: Per-source ICL errors in the case of Figure b): effect of altering the task covariance of
source 1 on the per-source ICL errors.
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Figure 6: Per-source ICL errors in the case of Figure c): result of changing noise level of source 1
on the per-source ICL errors.
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the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The code for the experimental results can be found at: https://github|
com/KU-MLIP/Data-Mixing-Shapes-ICL-by-Transformers,

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All experimental (simulation) details are explained in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Error bars are not needed due to the nature of our results. Instead, we plot the
average over a reasonable number of Monte Carlo runs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer “Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: We have run our simulations on a modern laptop. Thus, there is no significant
resource requirement to report.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research conform with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: As a theoretical work, this paper does not have direct impact on the society.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: As a theoretical work, this paper do not poses such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: As an licensed asset, our work only use the Transformer model, which is
properly cited/credited to the owners.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: The core method development in this research does not involve LLMs.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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