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Abstract

In this work, we study the out-of-distribution (OOD) detection problem through
the use of the feature space of a pre-trained deep classifier. We show that learning
the density of in-distribution (ID) features with an energy-based models (EBM)
leads to competitive detection results. However, we found that the non-mixing
of MCMC sampling during the EBM’s training undermines its detection perfor-
mance. To overcome this, we introduce HEAT, an energy-based correction of a
mixture of class-conditional Gaussian distributions. We show that HEAT obtains
favorable results when compared to a strong baseline like the KNN detector on
the CIFAR-10/CIFAR-100 OOD detection benchmarks.

1 Introduction

Out-of-distribution (OOD) detection is a major safety requirement for the deployment of deep learn-
ing models in critical applications. In this work, we focus on out-of-distribution detection methods
that use a pre-train classifier and we assume that OOD samples are not available neither during the
training of the classifier nor to train the OOD detector.

Lee et al. [16] have proposed the Mahalanobis detector which amounts to model the in-distribution
(ID) features with a mixture of class-conditional Gaussian distributions (MoG). In [24], the authors
have shown that using the Mahalanobis distance on normalized features improves performance both
for a supervised and self-supervised backbone. Recently, the authors in [26] have pointed out that
a simple k-nearest-neighbors distance greatly improves detection performance, especially for OOD
samples lying in the vicinity of ID samples. This result suggests that the Gaussian assumption
may not be necessarily verified. Nonetheless, the Mahalanobis detector performs better on samples
that are far-away from the ID samples. Hence, we would like to overcome the limitation of the
Mahalanobis detector while conserving its strengths.

While showing great success on several image modeling tasks [5, 6, 7], energy-based models
(EBMs) [14] are still under-explored to estimate the density of ID samples in the feature space of a
pre-trained classifier. An EBM is an unnormalized density model entirely defined by an energy func-
tion. It can be learned by maximum likelihood estimation (MLE), which consists in diminishing the
energy of real samples and increasing the energy of synthesized samples. These synthesized samples
are generally generated via a gradient-based Markov Chain Monte Carlo (MCMC) sampling such as
Stochastic Gradient Langevin Dynamics (SGLD) [28]. However, gradient-based MCMC sampling
is known to struggle to sample all the modes during training, especially in high-dimensional space,
thus harming density estimation.
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Figure 1: Illustration of HEAT on a 2D toy dataset. The energy from the Gaussian (a) is corrected
by the energy-based model (b) to produce the energy of HEAT (c)

Building upon ideas from energy-based correction literature [1, 3, 6, 10, 22, 30], we propose to learn
an energy-based model to refine a mixture of class-conditional Gaussian distributions in the feature
space of a pre-trained classifier. The mixture of Gaussian distributions allows to cover all the modes
and ensures a decreasing density function as we move away from the training data. On the other
hand, the energy-based model will reshape the Gaussian densities, as illustrated in Figure 1 on a toy
dataset, and will be less dependent on the mixing of MCMC sampling.

Contributions. Our contributions are threefold: (1) we are, to the best of our knowledge, the first
to show that training an EBM in the feature space leads to competitive detection performance (2)
we introduce HEAT, an hybrid energy-based model that improves both the Mahalanobis distance
and the EBM, (3) we show that HEAT obtains comparable results on the CIFAR-10 and CIFAR-100
OOD detection benchmarks with a strong baselines like the KNN detector.

2 Hybrid energy-based model in feature space

We aim to estimate the density in the feature space Z of a pre-trained deep classifier f = h ◦ ϕ,
where ϕ : X → Z is the feature extractor and h : Z → Y the classification head. We suppose that
we only have access to the in-distribution dataset D = {(xi, yi)}Ni=1 used to train the classifier f .

2.1 Model

We would like to combine in one model the performance of the Mahalanobis detector on OOD
examples that are far away from the ID data, and the flexibility of energy-based models to improve
detection of closer OOD samples. To this end, we introduce HEAT, an energy-based correction of a
reference distribution q(z) which is a mixture of class-conditional Gaussian distributions:

pθ(z) ∝ exp (−Eθ(z))q(z), with q(z) =
∑

c
πcN (z;µc,Σ), (1)

where the energy-correction Eθ is a neural network with parameter θ, and where we
use the empirical estimates for the parameters of the mixture and assume a tied covari-
ance matrix, like in [16] (more details in appendix A.3). In the sequel, we will write
q(z) ∝ exp (−EG(z)) with EG(z) = − log

∑
c exp (−(z−µc)

TΣ−1(z−µc)) so that HEAT can be ex-
pressed as pθ(z) ∝ exp (−(Eθ(z) + EG(z))).

2.2 Training

We train HEAT via maximum likelihood estimation (MLE) which amounts to perform stochastic
gradient descent with the following loss1:

LMLE = Ez∼pin

[
Eθ(z)

]
− Ez′∼pθ

[
Eθ(z

′)
]
, (2)

where we write z ∼ pin for z = ϕ(x) with x ∼ pdata. Note that the energy inside the expectations
in (2) should be Eθ + EG , but we discarded EG as it does not depend on θ.

SGLD sampling. To compute LMLE we must sample synthetic features with respect to our current
model pθ. We follow previous works [5, 9] and use stochastic gradient Langevin dynamics (SGLD)
sampling [28]. An SGLD iteration step writes

z0 ∼ q, zt+1 = zt − αt∇z(Eθ + EG)(zt) +
√
βtϵ, ϵ ∼ N (0, I), (3)

1see more details on EBMs training in the appendix

2



where αt is the step size and βt is the noise scale.

Because we would like to rely on EG as we move away from ID samples, we initiate the SGLD
samples with the reference distribution q instead of a normal or uniform distribution as usually
done in the EBM literature. This way, Eθ will refine EG only on high density areas. We stress the
importance of taking gradient steps with respect to Eθ+EG in equation (3), contrarily with equation
(2) where we could ignore EG .

L2-regularization. Without any modification to the loss, Eθ could dominate EG which is an un-
desirable behavior. To avoid this, we add an L2-regularization on the magnitudes of Eθ which also
helps stabilize training. The final loss is then LTot = LMLE +α LReg, where α is an hyper-parameter
controlling the strength of the L2-regularization.

3 Results

In this section, we first present visual results on a 2D synthetic example to give a better grasp of our
approach. Then, we compare HEAT against state-of-the-art baselines for OOD detection on image
datasets and perform ablation experiments.

3.1 Synthetic datasets

(a) Dataset (b) MoG

(c) EBM (d) HEAT

Figure 2: EBM’s energy is biased due
to SGLD non-mixing

First, we design a simple 2D synthetic dataset con-
sisting of data points sampled from a "crossed" dis-
tribution (Fig. 1a). In Figure 1, we can visualize the
result of training HEAT on this dataset. The energy
of the HEAT model is the sum of the Gaussian en-
ergy and of the neural network’s energy which learns
a residual to produce the final energy. We can see in
Figure 1d that the energy learned by HEAT is sharp
nearby the training data and becomes smoother as
we move away from the data.

The second synthetic experiment is designed to illus-
trate that EBMs tend to learn a biased energy func-
tion when the MCMC is not mixing, especially when
there are multiple modes in the target distribution.
We consider a dataset consisting of 9 cross datasets
distributed according to a 3 × 3 grid (Fig. 2a). We
can see on Figure 2c that the EBM struggles to cover all the modes while the mixture of Gaussian
(Fig. 2b) and HEAT (Fig. 2d) both perfectly recover all the modes.

3.2 Image datasets

Baselines. We evaluate our approach against the following baselines: the maximum softmax prob-
ability (MSP) [11], ODIN [17], and Energy-logits [19]. We also compare against methods that aim
to estimate the density of in-distribution samples in the feature space: SSD [24] and KNN [26].
Since they obtain better performances with normalized features (i.e. z = ϕ(x)/∥ϕ(x)∥), we use
normalize features for all such methods (including ours).

Evaluation metrics. We report the following standard metrics used in the literature [11]: the area
under the receiver operating characteristic curve (AUC) and the false positive rate at a threshold
corresponding to a true positive rate of 95% (FPR95).

Datasets. We conduct experiments using CIFAR-10 and CIFAR-100 datasets [13] as in-distribution
datasets. For OOD datasets, we define three categories: near-OOD datasets, mid-OOD datasets
and far-OOD datasets. These correspond to different levels of proximity with the ID datasets. For
CIFAR-10 (resp. CIFAR-100), we consider TinyImageNet2 and CIFAR-100 (resp. CIFAR-10) as
near-OOD datasets. Then for both CIFAR-10 and CIFAR-100, we use LSUN [31] and Places365
[32] datasets as mid-OOD datasets, and Textures [2] and SVHN [21] as far-OOD datasets.

2https://www.kaggle.com/c/tiny-imagenet
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Table 1: Results on CIFAR-10 & CIFAR-100. All methods are based on a pre-trained ResNet-34
trained on the ID dataset only. ↑ indicates larger is better and ↓ the opposite. Best results are in bold.

Near-OOD Mid-OOD Far-OOD AverageMethod
FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

MSP 57.0 / 88.0 51.6 / 91.0 36.0 / 94.4 48.2 / 91.2
ODIN 45.3 / 86.7 34.1 / 91.3 18.6 / 95.5 32.6 / 91.1
Energy-Logits 45.2 / 87.6 34.7 / 91.8 17.8 / 96.0 32.6 / 91.8
KNN 42.3 / 90.5 37.0 / 93.4 16.7 / 97.3 32.9 / 93.7
SSD 51.8 / 89.3 46.8 / 91.8 7.0 / 98.8 35.1 / 93.3
HEAT (ours) 47.5 / 89.9 41.0 / 92.5 8.7 / 98.6 32.4 / 93.7

(a) CIFAR-10

Near-OOD Mid-OOD Far-OOD AverageMethod
FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

MSP 79.2 / 77.1 82.3 / 75.6 67.1 / 83.7 76.1 / 78.8
ODIN 80.1 / 76.3 84.4 / 73.3 71.6 / 82.8 78.6 / 77.5
Energy-Logits 80.0 / 76.7 85.4 / 73.2 57.7 / 87.1 74.3 / 79.0
KNN 78.5 / 78.6 85.8 / 75.7 47.7 / 90.8 70.7 / 82.0
SSD 84.2 / 75.3 86.2 / 74.2 28.3 / 94.4 66.2 / 81.3
HEAT (ours) 82.9 / 76.3 85.2 / 74.8 27.0 / 94.6 65.0 / 81.9

(b) CIFAR-100
Implementation details. All experiments were conducted using PyTorch [23]. We use a ResNet-
34 classifier from the timm library [29] for both ID datasets. The classifier is trained for 200 epochs
using SGD with momentum and learning rate 0.1. HEAT consists in a 6 layers MLP trained for 20
epochs with Adam with learning rate 5e-6 (all training details are available in the appendix).

HEAT achieves good OOD detection performance. We can see in Table 1 that HEAT achieves the
best average results on the CIFAR-100 benchmark and obtains average results which are comparable
to the strong baseline KNN on the CIFAR-10 benchmark. As expected, HEAT and SSD behave
similarly on far-OOD datasets, but HEAT improves over SSD on near and mid-OOD datasets. For
instance, for mid-OOD datasets, HEAT reduces the FPR95 by 12.4% on CIFAR-10 and increases
the AUC from 91.8% to 92.8% on CIFAR-10. On CIFAR-100, HEAT improves only marginally
upon SSD and remains worse than KNN on near-OOD datasets and achieves comparable results on
mid-OOD datasets.

Table 2: Ablation on CIFAR-10 & CIFAR-100
Near-OOD Mid-OOD Far-OOD Average

Method FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

HEAT w/o energy 51.8 / 89.3 46.8 / 91.8 7.0 / 98.8 35.1 / 93.3
HEAT w/o MoG 44.5 / 90.2 33.5 / 93.2 15.7 / 97.3 31.3 / 93.5
HEAT 47.5 / 89.9 41.0 / 92.5 8.7 / 98.6 32.4 / 93.7

(a) CIFAR-10

Near-OOD Mid-OOD Far-OOD Average
Method FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

HEAT w/o energy 84.2 / 75.3 86.2 / 74.2 28.3 / 94.4 66.2 / 81.3
HEAT w/o MoG 80.9 / 75.7 85.3 / 73.4 63.0 / 87.6 76.4 / 78.9
HEAT 82.9 / 76.3 85.2 / 74.8 27.0 / 94.6 65.0 / 81.9

(b) CIFAR-100

Ablation. To assess the importance of our
hybrid approach, we evaluate HEAT without
its hybrid component. We thus drop the ref-
erence measure q in equation (1) and initiate
the SGLD samples in (3) with a random nor-
mal distribution z0 ∼ N (0, I). In that case
we recover a standard EBM trained with MLE
via MCMC sampling. From Table 2, we can
see that even without its hybrid component, the
EBM achieves competitive performance with
respect to previous methods on the CIFAR-10
benchmark. However, The EBM struggles to
detect far-OOD samples on the CIFAR-100 benchmark. This confirms the qualitative insights we
had drawn in section 3.1 as well as our design choices.

4 Conclusion

We proposed HEAT, an hybrid energy-based model trained solely on in-distribution features of a pre-
trained classifier for out-of-distribution detection. We showed that HEAT improves or is on par with
strong baselines like SSD of KNN on the CIFAR-10 and CIFAR-100 OOD detection benchmarks.
In future work, we plan to evaluate HEAT in a low data regime scenario, with different classifier
backbones, on more challenging images datasets like Imagenet [4] and/or to extend it to tasks beyond
image classification.
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A Appendix

A.1 Energy-based models

An energy-based model (EBM) is an unnormalized density model defined via its energy function
Eθ : Rm → R parameterized by a neural network with parameters θ. For z ∈ Rm, its probability
density is given by the Boltzmann distribution

pθ(z) =
1

Zθ
exp (−Eθ(z)), (4)

where Zθ is the partition function which is intractable in high dimension. We can train EBMs via
maximum likelihood estimation:

argmax
θ

log pθ(D) = argmin
θ

Ez∼pin
[− log pθ(z)] (5)

which can be approximated via stochastic gradient descent :
θi+1 = θi − λ∇θ(− log pθi(z)) with z ∼ pin (6)

Interestingly, ∇θ(− log pθi(z)) can be computed without computing the intractable normalization
constant Zθ.

We have
∇θ(− log pθ(z)) = ∇θEθ(z) +∇θ logZθ

= ∇θEθ(z) +
1

Zθ
∇θZθ

= ∇θEθ(z) +
1

Zθ
∇θ

∫
z

exp(−Eθ(z))dz

= ∇θEθ(z) +
1

Zθ

∫
z

∇θ exp(−Eθ(z))dz

= ∇θEθ(z) +

∫
z

−∇θEθ(z)
exp(−Eθ(z))

Zθ
dz

= ∇θEθ(z)− Ez′∼pθ
[∇θEθ(z

′)].

Therefore, training EBMs via maximum likelihood estimation (MLE) amounts to perform stochastic
gradient descent with the following loss:

LMLE = Ez∼pin

[
Eθ(z)

]
− Ez′∼pθ

[
Eθ(z

′)
]
. (7)

Intuitively, this loss amounts to diminishing the energy for samples from the true data distribution
p(x) and to increasing the energy for synthesized examples sampled according from the current
model. Eventually, the gradients of the energy function will be equivalent for samples from the
model and the true data distribution and the loss term will be zero.

The expectation Ez′∼pθ

[
Eθ(z

′)
]

can be approximated through MCMC sampling, but we need to
sample z′ from the model pθ which is an unknown moving density. To estimate the expectation
under pθ in the right hand-side of equation (7) we must sample according to the energy-based model
pθ. To generate synthesized examples from pθ, we can use gradient-based MCMC sampling such
as Stochastic Gradient Langevin Dynamics (SGLD) [28] or Hamiltonian Monte Carlo (HMC) [20].
In this work, we use SGLD sampling following [5, 9]. In SGLD, initial features are sampled from a
proposal distribution p0 and are updated for T steps with the following iterative rule:

z0 ∼ p0, zt+1 = zt − αt∇zEθ(zt) +
√
βtϵ, ϵ ∼ N (0, I), (8)

where αt is the step size and βt the noise scale. Therefore sampling from pθ does not require to
compute the normalization constant Zθ either.

Many variants of this training procedure have been proposed including Contrastive Divergence (CD)
[12] where p0 = pdata, or Persistent Contrastive Divergence (PCD) [27] which uses a buffer to extend
the length of the MCMC chains. We refer the reader to [25] for more details on EBM training with
MLE as well as other alternative training strategies (score-matching, noise contrastive estimation,
Stein discrepancy minimization, etc.).
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A.2 OOD detection with energy-based models

Once trained on in-distribution features we use the learned energy as an uncertainty score to
detect out-of-distribution samples. Given an input sample x∗, we compute its feature rep-
resentation z∗ = ϕ(x∗) and the decision function for out-of-distribution detection is given by
G(z∗) = 1{Eθ(z

∗) + EMoG(z
∗) ≥ γ}, where γ is a threshold which can be chosen so that at least

95 % of the in-distribution examples are correctly classified.

A.3 Mixture of Gaussian component details

In section 2.1 of the main paper, we introduced our model as an energy-based correction of a mixture
of class-conditional Gaussian distributions. Here, we provide additional details on how we compute
its parameters. The mixture writes

q(z) =
∑
c

πcN (z;µc,Σ), (9)

with πc the mixing coefficient, and µc and Σ are the means and the tied covariance matrix of the
Gaussian distributions. All these parameters are estimated using in-distribution features:

πc =
Nc

N
, µc =

1

Nc

∑
i:yi=c

zi, Σ =
1

N

∑
c

∑
i:yi=c

(zi − µc)(zi − µc)
T , (10)

where Nc is the number of training samples of class c and zi = ϕ(xi) for xi ∈ D.

A.4 More details about baselines

In this section we give more details about the baseline methods we used for the comparative experi-
ment on the image datasets (sec. 3.2 of the main paper).

MSP. Hendrycks et al. [11] have proposed to use the maximum softmax probability of the classi-
fier as a baseline to detect OOD detection.

ODIN. [18] is a threshold-based OOD detector enhancing the MSP detector with temperature
scaling and inverse adversarial perturbation. Both techniques aimed to increase in-distribution MSP
higher than out-distribution MSP. Temperature scaling changes the softmax probabilities using a
temperature T > 0:

S(x;T ) = max
c

exp(fc(x, θ)/T )∑K
k=1 exp(fk(x, θ)/T )

(11)

and input preprocessing consists in adding a small adversarial perturbation to samples:

x̃ = x− ϵ sign(−∇x logS(x;T )) (12)

SSD. Lee et al. [15] have proposed to fit class-conditional Gaussian distributions with a tied
covariance matrix on the penultimate layer of the neural network classifier, and to compute the
maximum Mahalanobis distance to each Gaussian center as the anomaly score:

M(x) = min
c

−(ϕ(x)− µc)
TΣ−1(ϕ(x)− µc). (13)

In this work we implemented the SSD [24] score which is the Mahalanobis distance on normalized
features.

In the spirit of ODIN, the authors in [15] also use adversarial perturbation with the Mahalanobis
score:

x̃ = x+ ϵ sign(∇xM(x)) (14)
where ϵ is the strength of the perturbation and chosen to separate ID samples from OOD samples
or negative samples generated by FGSM [8]. The authors have also reported improved detection
performance using feature ensembling to combine the anomaly scores computed at several layers of
the classifier into one unique score. We let the exploration of these techniques for future work.
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KNN. Sun et al. [26] proposed non-parametric density estimation using nearest neighbors in
the feature space of a pre-trained classifier for OOD detection. For test image x∗, they compute
its feature representation z∗ and then the Euclidean distances between z∗ and each feature of the
training dataset. The uncertainty score they use for OOD detection is the negative kth distance, with
k an hyper-parameter.

Feature normalization. In the OOD detection with KNN paper [26], the author showed that fea-
ture normalization is critical for good performance. Similarly, [24] used normalized features for
the Mahalanobis score. In the case of [24], the feature normalization was a byproduct of the self-
supervised contrastive learning framework of their work and was not mentioned as a essential ele-
ment. Their implementation using the supervised loss also used feature normalization. In this work,
all results for Mahalanobis, KNN and HEAT are obtained with normalized feature, that is when we
write z we assume z = ϕ(x)/∥ϕ(x)∥.

A.5 Experimental setup

A.5.1 Training details

In this section we provide more training details. All experiments were conducted using the PyTorch
[23] library.

ID classifier training We use a ResNet-34 classifier from the timm library [29] for both CIFAR-
10 and CIFAR-100 datasets. The classifier is trained for 200 epochs using SGD with Nesterov
momentum and weight decay. The momentum factor is 0.9 and the weight decay coefficient is 5e-4.
The learning rate is initialized at 0.1 and reduced by a factor of 10 at 50% and 75% of training. We
use random resized crops and random horizontal flips with default parameters on images as a form
of data augmentation.

HEAT training HEAT consists in an MLP with 4 hidden layers trained for 20 epochs with Adam
with learning rate 5e-6. The network input dimension is 512 (which is the dimension of the penul-
timate layer of ResNet-34), the hidden dimension is 1024 and the output dimension is 1. For SGLD
sampling, we use 20 steps with an initial step size of 1e-6 linearly decayed to 1e-7 and an initial
noise scale of 1e-3 linearly decayed to 1e-4. We add a small Gaussian noise with std 1e-3 to each
input of the network to stabilize training as done in previous work. The L2 coefficient is set to
10. We use temperature scaling on the mixture of Gaussian distributions energy with temperature
TG = 1e3. The hyperparameters for the CIFAR-10 and CIFAR-100 models are identical.

EBM training For the EBM we conserve the same network architecture than for HEAT. We
trained for 20 epochs with Adam with learning rate 5e-5. For SGLD sampling, we use 200 steps
with an initial step size of 1e-2 linearly decayed to 1e-3 and an initial noise scale of 1e-2 linearly
decayed to 1e-3. We add a small Gaussian noise with std 1e-3 to each input of the network to stabi-
lize training as done in previous work. We use temperature scaling on neural network’s energy with
temperature T = 1e-2. The L2 coefficient is set to 0.1. The hyperparameters for the CIFAR-10 and
CIFAR-100 models are identical.

A.5.2 Datasets

ID datasets In section 3.2 of the main paper, the experiments are conducted using CIFAR-10 and
CIFAR-100 datasets [13]. They consist in 32 × 32 natural images with 10 classes for CIFAR-10 and
100 classes for CIFAR-100. Both datasets contain 50,000 training images and 10,000 test images.

OOD datasets We consider the following OOD datasets: TinyImageNet, LSUN [31], Places
[32], Textures [2] and SVHN [21]. We use the test set of each of the previous dataset for OOD
detection. TinyImageNet is a subset of ImageNet containing images of 200 different classes, LSUN
contains images from 10 scene categories, Places365 contains images from 365 scene categories,
Textures contains images representing 47 different texture categories and SVHN contains images
representing street view house numbers (10 categories).
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A.6 Detailed results

In this section we provide detailed results for each OOD datasets in Table 3 and Table 4.

Near-OOD Mid-OOD Far-OOD
Method C-100 TinyIN LSUN Places365 Textures SVHN Average

FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

MSP [11] 58.0 / 87.9 55.9 / 88.2 50.5 / 91.9 52.7 / 90.2 52.3 / 91.7 19.7 / 97.0 48.2 / 91.2
ODIN [17] 48.4 / 86.0 42.2 / 87.3 32.6 / 92.3 35.6 / 90.4 29.4 / 92.6 7.8 / 98.3 32.6 / 91.1
Energy-Logits [19] 48.4 / 86.9 41.9 / 88.2 33.7 / 92.6 35.7 / 91.0 30.7 / 92.9 4.9 / 99.0 32.6 / 91.8
KNN [26] 47.9 / 90.3 42.6 / 90.6 36.1 / 94.1 37.8 / 92.6 25.2 / 96.0 8.1 / 98.6 32.9 / 93.7
SSD [24] 52.6 / 89.0 50.9 / 89.5 47.1 / 92.4 46.4 / 91.2 13.1 / 97.8 0.9 / 99.8 35.1 / 93.3
EBM (ours) 47.4 / 89.9 41.6 / 90.4 32.7 / 93.9 34.3 / 92.4 25.7 / 95.6 5.7 / 98.9 31.3 / 93.5
HEAT (ours) 50.0 / 89.6 45.0 / 90.2 40.7 / 93.1 41.4 / 91.9 16.4 / 97.2 1.1 / 99.8 32.4 / 93.7

Table 3: OOD detection results on CIFAR-10.

Near-OOD Mid-OOD Far-OOD
Method C-10 TinyIN LSUN Places365 Textures SVHN Average

FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑ FPR95↓ / AUC ↑

MSP [11] 80.0 / 76.6 78.3 / 77.6 83.5 / 74.7 81.0 / 76.4 72.1 / 81.0 62.0 / 86.4 76.1 / 78.8
ODIN [17] 81.4 / 76.4 78.7 / 76.2 86.1 / 72.0 82.6 / 74.5 62.4 / 85.2 80.7 / 80.4 78.6 / 77.5
Energy-Logits [19] 80.6 / 76.9 79.4 / 76.5 87.6 / 71.7 83.1 / 74.7 62.4 / 85.2 53.0 / 88.9 74.3 / 79.0
KNN [26] 81.0 / 76.1 76.0 / 81.1 89.5 / 75.7 82.1 / 75.7 58.2 / 88.0 37.2 / 93.6 70.7 / 82.0
SSD [24] 85.6 / 73.6 82.7 / 77.0 87.8 / 73.8 84.6 / 74.5 36.6 / 92.4 19.9 / 96.4 66.2 / 81.3
EBM (ours) 83.7 / 72.6 78.1 / 78.8 87.6 / 72.6 83.0 / 74.2 73.7 / 84.8 52.2 / 90.4 76.4 / 78.9
HEAT (ours) 85.0 / 74.2 80.8 / 78.3 86.9 / 74.2 83.4 / 75.3 35.6 / 92.6 18.3 / 96.6 65.0 / 81.9

Table 4: OOD detection results on CIFAR-100.
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