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Abstract

Although receiving notable improvements, current multi-view clustering (MVC)
techniques generally rely on feature library mechanisms to propagate accumulated
knowledge from historical views to newly-arrived data, which overlooks the infor-
mation pertaining to basis embedding within each view. Moreover, the mapping
paradigm inevitably alters the values of learned landmarks and built affinities due to
the uninterruption nature, accordingly disarraying the hierarchical cluster structures.
To mitigate these two issues, we in the paper provide a named BSTM algorithm.
Concretely, we firstly synchronize with the distinct dimensions by introducing a
group of specialized projectors, and then establish unified anchors for all views
collected so far to capture intrinsic patterns. Afterwards, departing from per-view
architectures, we devise a shared bipartite graph construction via indicators to quan-
tify similarity, which not only avoids redundant data-recalculations but alleviates
the representation distortion caused by fusion. Crucially, there two components
are optimized within an integrated framework, and collectively facilitate knowl-
edge transfer upon encountering incoming views. Subsequently, to flexibly do
transformation on anchors and meanwhile maintain numerical consistency, we
develop a bit-swapping scheme operating exclusively on 0 and 1. It harmonizes
anchors on current view and that on previous views through one-hot encoded row
and column attributes, and the graph structures are correspondingly reordered to
reach a matched configuration. Furthermore, a computationally efficient four-step
updating strategy with linear complexity is designed to minimize the associated
loss. Extensive experiments organized on publicly-available benchmark datasets
with varying missing percentages confirm the superior effectiveness of our BSTM.

1 Introduction

As information technology advances, multi-view data, typically referring to the characterization of the
same object derived from diverse domains, is becoming increasingly ubiquitous [35, 83, 55, 52, 42].
Naturally, extracting meaningful patterns from these data has sparked substantial research interest
[12, 41, 73, 46, 78, 5]. Owing to the superior heterogeneous data integration capability, multi-
view clustering (MVC) is generally recognized as an effective methodology for tackling multi-
view data and is deployed in various fields like financial analysis, community recommendation,
intelligent diagnosis, etc [37, 16, 60, 84, 51, 28]. It seeks to partition samples without requiring any
labels into distinct groups such that the intra-group similarity is maximized while the inter-group
dissimilarity is maintained, thereby uncovering potential data relationships [91, 47, 9, 19, 82, 80, 8].
To enhance the partition quality, recently researchers have developed numerous innovative methods
[53, 58, 43, 92, 79, 85]. For sample, Chen et al. [2] learn hybridized representations to build a fused
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sparse similarity measure based on Euclidean rendering, and continuously calibrate a dynamic set with
collaborative representation residuals. Li et al. [21] establish a common embedding space through
sample transformation to refine the knowledge repository, and incorporate the geometric structure
of streaming views into the consistency similarity matrix. Wen et al. [66] devise a confidence-
based neighbor graph for incomplete views to regularize consensus graph learning, and leverage
multiple connected sub-graphs to reveal group-wise cluster-aware topological patterns. Lin et al. [33]
assimilate incomplete feature inference and self-representation recoupling to discover latent consistent
cluster partition, and employ the tensor decomposition to explore high-order cross-view correlations.

Although achieving impressive enhancements in clustering effectiveness from multiple perspectives,
most studies usually employ feature library mechanisms to disseminate formulated knowledge
from prior observations to newly-arrived data, which fails to account the characteristics about basis
embedding within each view, whether for historical views or new views. This is not conductive to
deriving expressive and comprehensive representations as there generally exist valuable geometric
features and essential cluster topologies in the basis embedding. Additionally, due to the inherent
non-separable continuum attribute, the mapping paradigm currently adopted unavoidably distorts the
learned landmarks and established affinities. Not only does this disrupt the anchor topology structures
but disarrays the hierarchical cluster formations, accordingly limiting the clustering ability of models.
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Figure 1: Pipeline of the designed BSTM. It firstly harmonizes diverse dimensions via projectors
{Gt}, and then builds unified anchor matrix (UAM) for all received views to extract latent patterns.
Subsequently, it designs a shared bipartite graph (SBG) paradigm based on constructed indicator
matrices IN-t and IN-A to establish similarity. This avoids view-data recalculating and alleviates
fusion distortion. Also, UAM and SBG collectively do knowledge transfer. Further, it devises a
bit-swapping scheme consisting of 0 and 1 to rearrange anchors and meanwhile maintain numerical
consistency. All components are jointly optimized through an integrated learning mode. IN-t: The
indicator matrix built for the t-th view; IN-A: The indicator matrix built for all historical t− 1 views.

In response to these two challenges, we in the paper develop a named BSTM algorithm, and Fig. 1
presents its overall pipeline. Specifically, we begin with harmonizing disparate dimensions through
a set of specialized view-specific projectors, and then construct unified anchors over all arrived
(incomplete) views to exploit underlying patterns. Subsequently, rather than conventional per-view
architectures, we introduce a shared bipartite graph paradigm based on devised indicator matrices to
measure similarity, which not only effectively eliminates view-data recomputing but also mitigates
fusion-caused representation distortion. More significantly, both unified anchors and the shared
bipartite graph possess memory functions, and collectively transfer knowledge when encountering
incoming views. After that, in order to flexibly do transformation on anchors to alleviate mismatching
with new views and at the same time preserve numerical consistency, we design a bit-swapping
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strategy that operates exclusively on {0, 1} space. It introduces a matrix with one-hot encoded row
and column properties for all historical views to rearrange anchors according to the characteristics of
current view. Correspondingly, the graph structures undergo topological reordering to reach a matched
configuration while maintaining value invariance. It is noteworthy that all of these components are
co-optimized in one common framework, enabling mutually reinforcing interactions. Thereafter,
to minimize the associated loss, we give a computationally-efficient four-step solving scheme with
linear complexity. The clustering results are acquired by conducting spectral partitioning on the
produced bipartite graph. Finally, to adequately evaluate the effectiveness of presented BSTM, we
carry out extensive contrast experiments with diverse missing data ratios on several public datasets.
Briefly stated, the contributions of this paper mainly include

• We propose a twin-memory paradigm to facilitate knowledge transfer, which incorporates
underlying basis-pattern representations and eliminates redundant view-data recalculating
as well as mitigates fusion-induced distortion.

• We introduce a bit-swapping strategy to flexibly transform anchor topologies and graph
structures while preserving numerical consistency.

• We optimize all components in an end-to-end manner, and provide a linear-complexity
solver to ensure computational efficiency. Extensive experiments validate the effectiveness
of our designed method.

2 Related Work

To boost clustering performance, MVC research community has developed a series of innovative
algorithms from different perspectives [34, 75, 45]. For instance, Wan et al. [54] preserve a kernel-
induced partition through late fusion for incremental knowledge integration, and substitute average
partition with alignment maximization to consolidate prior patterns. On this basis, Yan et al. [77]
introduce discrete category learning by constrained matrix factorization to progressively uncover latent
clustering structures as the optimization progresses. Rather than kernel combinations, Wan et al. [56]
employ an orthogonal coefficient matrix to integrate view data, and dynamically refine this matrix via
an information propagation mechanism that synergistically couples established representations with
streaming view observations. Qu et al. [49] utilize principal component analysis to standardize the
dimension variations, and apply orthogonal permutation matrices to reorganize learned prototypes
according to their underlying structural properties. Together with space correlation, Cai et al. [1]
design view-wise codebooks and embedding codebooks to extract patterns based on spectral clustering
paradigm, and aggregate multi-view information via an adaptive fusion mode. Sun et al. [50] leverage
orthogonal repository and feature dictionary to identify potential cluster centers and uncover shared
manifolds, and derive the encoding matrix by maximally transferring knowledge from them. In place
of vanilla graph, Yin et al. [81] integrate sparse similarity learning with connectivity-preserving
learning to simultaneously accomplish noise suppression and intra-cluster structure maintenance
after reconstruction. Wang et al. [62] harness multi-level consensus representations to maintain
heterogeneous distributions and inter-view relationships, and leverage a view-consistency matrix to
reveal the similar underlying patterns among views. Under relation consistency learning, Yuan et
al. [86] utilize a contrastive learning-driven view coherence maximization paradigm to compensate
for data incompleteness, and mitigate noisy influence through discriminative prototype learning. Xu
et al. [76] adopt adaptive feature rendering to bypass data imputation requirements, and extract cluster
structures through joint maximization of mutual information and minimization of mean discrepancy.

3 Preliminaries

With the newly-arrived t-th (incomplete) view data Dt ∈ Rdt×nt where dt denotes the data dimension
and nt denotes the number of observed samples, the basic clustering model can be mathematically
described as

min
Ap∈Rnp×np ,A∈Rn×n

t∑
p=1

∥Dp −DpAp∥2F + λΨ
(
CpApC

⊤
p ,A

)
s.t. Ap ≥ 0,A⊤

p 1np
= 1np

, [Ap]i,i = 0, i = 1, · · · , np,
A ≥ 0,A⊤1n = 1n, [A]i,i = 0, i = 1, · · · , n.

(1)
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Ap is the affinity generated on view p. Cp ∈ Rn×np is the built indicator matrix, and consists of
[Cp]i,j = 1 if [wp]j = i else [Cp]i,j = 0, j = 1, · · · , np where wp ∈ Rnp is the given index vector
on view p. n is the number of samples and greater than or equal to np. A is the generated fused
affinity. The function Ψ denotes certain fusion strategies, and the hyper-parameter λ plays a role in
balancing reconstruction error item and fusion item. After obtaining A, the data grouping results can
be acquired by conducting spectral clustering on it.

4 Methodology

Firstly, we associate a projector Gt ∈ Rdt×m for new view data Dt to harmonize its dimension,
and then introduce anchor matrix Bt ∈ Rm×m and bipartite graph Qt ∈ Rm×nt to exploit potential
intrinsic structures where m is the number of anchors. Accordingly, we formulate the loss as

L0 = min
Gt,Bt,Qt

∥Dt −GtBtQt∥2F

s.t. G⊤
t Gt = Im,BtB

⊤
t = Im,Qt ≥ 0,Q⊤

t 1m = 1nt .
(2)

The orthogonality aims at enhancing the discrimination, while the non-negativity and column-sum
constraints guarantee it satisfies similarity requirements.

Subsequently, rather than recomputing all historical views, we utilize anchor matrix and bipartite
graph to collaboratively extract features across views. However, due to the incompleteness, the graph
size is not compatible for different views. To get out of this dilemma, we establish a tailored indicator
matrix Ht ∈ Rñt×nt for current view t where ñt is the number of samples observed on all t views.
Specially, we construct w̃t = wt ∪ w̃t−1. wt ∈ Rnt is the given index vector on view t while
w̃t−1 ∈ Rñt−1 is the constructed index vector union on all previous t − 1 views. At initial stage,
w̃1 = w1. Then, we define [Ht]i,j as 1 if [wt]j = [w̃t]i else as 0; i = 1, 2, · · · , ñt; j = 1, 2, · · · , nt.
On this basis, we devise the loss as

L1 = min
Gt,B̃t,Q̃t

∥Dt −GtB̃tQ̃tHt∥2F

s.t. G⊤
t Gt = Im, B̃tB̃

⊤
t = Im, Q̃t ≥ 0, Q̃⊤

t 1m = 1ñt
,

(3)

where B̃t ∈ Rm×m and Q̃t ∈ Rm×ñt are the unified anchor matrix and shared bipartite graph
respectively, and collectively transfer knowledge from historical t− 1 views to new view t, avoiding
view-data recalculating and meanwhile eliminating fusion-caused distortion. In particular, Q̃tHt ∈
Rm×nt can be regarded as the graph measure for view t.

Afterwards, due to the unsupervised nature of clustering tasks and the potential heterogeneity in
data distributions on different views, anchors on the current t-th view could mismatch with that
generated on previous t− 1 views. To remap anchors while maintaining their values, we introduce a
bit-swapping transformation which operates exclusively on binary space. If anchors are matched, we
optimize the corresponding element as 1 otherwise as 0. Especially, we associate the anchor matrix
B̃t−1 produced on previous t− 1 views with a learnable Ŝt−1 ∈ Rm×m, which is devised to exactly
contain a single 1 element in each row and column, to transform anchors. For the anchor transfer
branch, consequently, we mathematically define the loss as

L2 = min
B̃t,Ŝt−1

∥B̃t − B̃t−1Ŝt−1∥2F

s.t. B̃tB̃
⊤
t = Im, Ŝt−1 ∈ {0, 1}, Ŝ⊤

t−11m = 1m, Ŝt−11m = 1m.

(4)

Further, considering that variations in the anchor order will alter the graph structure, in order to
make the graph keep pace with anchors, we employ Ŝt−1 to reorganize the graph Q̃t−1 ∈ Rm×ñt−1

that is shared for all previous t − 1 views. In conjunction with the fact that the rows of Q̃t−1

correspond to anchors, accordingly, we can adjust the graph by Ŝ⊤
t−1Q̃t−1. Next, we need to

build the relation between Q̃t and Ŝ⊤
t−1Q̃t−1. Due to the presence of missing samples, the sizes

of these two parts may encounter incompatibility. To this end, we customize an indicator matrix
Ẽt−1 ∈ Rñt×ñt−1 . Specially, the element [Ẽt−1]i,j is devised as 1 if [w̃t]i = [w̃t−1]j else as 0.
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Then, Q̃tẼt−1 ∈ Rm×ñt−1 can be seen as the parts corresponding to the graph on all previous t− 1
views. Therefore, for the graph transfer branch, we design the loss as

L3 = min
Q̃t,Ŝt−1

∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F

s.t. Q̃t ≥ 0, Q̃⊤
t 1m = 1ñt

, Ŝt−1 ∈ {0, 1}, Ŝ⊤
t−11m = 1m, Ŝt−11m = 1m.

(5)

Based on the above exploration, we formulate the final loss as

L = L1 + λL2 + βL3. (6)

5 Alternating Optimization

We adopt the idea of alternating optimization to minimize (6).

Step-1 Updating Gt. With B̃t, Q̃t and Ŝt−1 held constant, the objective (6) becomes

min
G⊤

t Gt=Im
∥Dt −GtB̃tQ̃tHt∥2F . (7)

Expanding F -norm and deleting irrelevant items, we have the following equivalent problem,

max
G⊤

t Gt=Im
Tr

(
G⊤

t DtH
⊤
t Q̃

⊤
t B̃

⊤
t

)
. (8)

The optimal solution is UV⊤, both of which are the singular matrices of DtH
⊤
t Q̃

⊤
t B̃

⊤
t .

Remark 1. Due to Dt ∈ Rdt×nt and Ht ∈ Rñt×nt , directly calculating DtH
⊤
t Q̃

⊤
t B̃

⊤
t will need

at least O(dtntñt) computational cost. It is square with respect to the number of samples, and
consequently unsuitable for large-scale applications. Instead, we construct a zero matrix with the size
of dt × ñt, and then assign its columns using the column elements of Dt via corresponding indexes
observed on the t-th view. Accordingly, calculating DtH

⊤
t Q̃

⊤
t B̃

⊤
t needs O(dtñtm + dtm

2) cost.
Since the data dimension dt is irrelevant to nt and m is greatly smaller than the number of samples,
the computational overhead about updating Gt will be O(n), i.e., linear to the number of samples.

Step-2 Updating B̃t. With Gt, Q̃t and Ŝt−1 held constant, the objective (6) becomes

min
B̃tB̃⊤

t =Im

∥Dt −GtB̃tQ̃tHt∥2F + λ∥B̃t − B̃t−1Ŝt−1∥2F . (9)

After irrelevant item removing, it is equivalently simplified as

max
B̃tB̃⊤

t =Im

Tr
((

G⊤
t DtH

⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1

)
B̃⊤

t

)
. (10)

Accordingly, the optimal solution of B̃t is UV⊤, where the matrices U and V are the SVD outcomes
of G⊤

t DtH
⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1.

Remark 2. Rather than directly constructing the term G⊤
t DtH

⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1 which needs at

least O(mntñt) computational cost, note that Dt and Ht remain unchanged throughout the entire
optimization procedure, we utilize the established DtH

⊤
t in updating Gt to construct this term, which

only takes O(mdtñt +m2ñt +m3) cost. Therefore, the computational overhead about B̃t is O(n).

Step-3 Updating Q̃t. With Gt, B̃t and Ŝt−1 held constant, the objective (6) becomes

min
Q̃t≥0,Q̃⊤

t 1m=1ñt

∥Dt −GtB̃tQ̃tHt∥2F + β∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F . (11)

After expanding, it can be further simplified as

min
Q̃t≥0,Q̃⊤

t 1m=1ñt

Tr
(
Q̃⊤

t B̃
⊤
t G

⊤
t GtB̃tQ̃tHtH

⊤
t + βQ̃⊤

t Q̃tẼt−1Ẽ
⊤
t−1

−2
(
Q̃⊤

t B̃
⊤
t G

⊤
t DtH

⊤
t + βQ̃⊤

t Ŝ
⊤
t−1Q̃t−1Ẽ

⊤
t−1

))
.

(12)
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Remark 3. Due to HtH
⊤
t ∈ Rñt×ñt and Ẽt−1 ∈ Rñt×ñt−1 , the matrix products Q̃tHtH

⊤
t

and Ẽt−1Ẽ
⊤
t−1 will incur O(mñ2t ) and O(ñ2t ñt−1) computational complexities, which are square

and cubic with respect to the number of samples respectively. To decrease them, observed that
Ht consists of {0, 1} and each column contains only one 1 as well as the columns are or-
thogonal, we have that HtH

⊤
t is a diagonal matrix with elements as 0 and 1. Therefore, we

have Q̃tHtH
⊤
t = Q̃t ⊙ Jt where Jt = 1m · [

∑nt

j=1[Ht]1,j ,
∑nt

j=1[Ht]2,j , · · · ,
∑nt

j=1[Ht]ñt,j ].

Similarly for Ẽt−1, we have Q̃tẼt−1Ẽ
⊤
t−1 is equal to Q̃t ⊙ Mt where Mt = 1m ·

[
∑ñt−1

j=1 [Ẽt−1]1,j ,
∑ñt−1

j=1 [Ẽt−1]2,j , · · · ,
∑ñt−1

j=1 [Ẽt−1]ñt,j ]. Then, combined with Q̃t ∈ Rm×ñt ,
after this equivalent transformation, both of computational complexities are decreased to O(n).

Then, combining the constraints about Q̃t, B̃t and Gt, we can update Q̃t on a column-by-column
basis. Accordingly, we can deduce

min
[Q̃t]

:,j
≥0,[Q̃t]

⊤
:,j

1m=1

[
Q̃t

]⊤
:,j

[
Q̃t

]
:,j

− 2
[
Q̃t

]⊤
:,j

[
B̃⊤

t G
⊤
t DtH

⊤
t

]
:,j

+ β
[
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1

]
:,j∑nt

l=1 [Ht]j,l + β
∑ñt−1

l=1

[
Ẽt−1

]
j,l

.

(13)

Remark 4. Note that Ht measures whether the samples are available on the t-th view and Ẽt−1

measures whether the samples are on all previous t− 1 views. Consequently, we have
∑nt

l=1 [Ht]j,l +

β
∑ñt−1

l=1 [Ẽt−1]j,l means that the sample j must be in t views. Thus, this coefficient must be non-zero.

Further, we equivalently have

min
[Q̃t]

:,j
≥0,[Q̃t]

⊤
:,j

1m=1

∥∥∥∥[Q̃t

]
:,j

−T:,j

∥∥∥∥2
F

. (14)

where T:,j =

([
B̃⊤

t G
⊤
t DtH

⊤
t + βŜ⊤

t−1Q̃t−1Ẽ
⊤
t−1

]
:,j

)
/

(∑nt

l=1 [Ht]j,l + β
∑ñt−1

l=1

[
Ẽt−1

]
j,l

)
.

It has the following closed-form solution,[
Q̃t

]
:,j

=

(
T:,j +

1m − 1⊤
mT:,j1m

m

)
+

, j = 1, 2, · · · , ñt. (15)

Remark 5. The computing overhead is mainly from the construction of T, especially from the
numerator term. Constructing the terms B̃⊤

t G
⊤
t DtH

⊤
t and Ŝ⊤

t−1Q̃t−1Ẽ
⊤
t−1 needs at least O(m2dt+

mdtnt + mntñt) and O(m2ñt−1 + mñtñt−1) cost respectively, both of which are square with
respect to the number of samples. To reduce them, we utilize the DtH

⊤
t built in the updating of

Gt to construct B̃⊤
t G

⊤
t DtH

⊤
t , which takes O(mdtñt). For Ŝ⊤

t−1Q̃t−1Ẽ
⊤
t−1, inspired by the {0, 1}

characteristic and column orthogonality of Ẽt−1, we have that Q̃t−1Ẽ
⊤
t−1 means taking the columns

of Q̃t−1 to generate a matrix with the same size as Q̃t. Therefore, we can establish Q̃t−1Ẽ
⊤
t−1 by

first creating a zero matrix with the size of m× ñt and then assigning its columns using the columns
of Q̃t−1 under corresponding indexes. Accordingly, constructing Ŝ⊤

t−1Q̃t−1Ẽ
⊤
t−1 takes O(m2ñt).

Step-4 Updating Ŝt−1. With Gt, B̃t and Q̃t held constant, the objective (6) becomes

min
Ŝt−1∈{0,1},Ŝ⊤

t−11m=1m,Ŝt−11m=1m

λ∥B̃t − B̃t−1Ŝt−1∥2F + β∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F . (16)

It can be further equivalently transformed as

max
Ŝt−1∈{0,1},Ŝ⊤

t−11m=1m,Ŝt−11m=1m

Tr
((
λB̃⊤

t B̃t−1 + βQ̃tẼt−1Q̃
⊤
t−1

)
Ŝt−1

)
. (17)

Via the matrix vectorization transformation Vec(·), we have

max
Ŝt−1∈{0,1},Ŝ⊤

t−11m=1m,Ŝt−11m=1m

(
Vec

((
λB̃⊤

t B̃t−1 + βQ̃tẼt−1Q̃
⊤
t−1

)⊤
))⊤

Vec
(
Ŝt−1

)
,

(18)
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which is an integer linear programming problem and can be solved by existing software. Since Ŝt−1

is with the size of m×m and m is largely smaller than the number of samples, solving this problem
requires minor computing cost.

Remark 6. The computing cost about Ŝt−1 is mainly from constructing λB̃⊤
t B̃t−1+βQ̃tẼt−1Q̃

⊤
t−1,

which takes O(m3 +mñtñt−1 +m2ñt−1). To reduce it to linear, noticed that there is only one 1 in
each column of Ẽt−1 and other elements are all 0, we have that Q̃tẼt−1 indicates picking out certain
columns of Q̃t to build a smaller matrix. Thus, we establish an auxiliary matrix, and utilize the
columns of Q̃t to do element assignment. Accordingly, the computing cost is reduced to O(m2ñt−1).

Steps Under Initial View. When facing only one view, the loss (6) degenerates into (3), which can
be deemed as the special case of (6) with λ and β taking 0 and not involving Ŝt−1. Therefore, Gt and
B̃t can be updated via (8) and (10). Additionally, Ht (i.e., H1) is an identity matrix. Correspondingly,
the term

∑nt

l=1 [Ht]j,l+β
∑ñt−1

l=1 [Ẽt−1]j,l in (13) is non-zero. Thus, Q̃t can still be updated via (15).

Algorithm 1 gives the overall procedure of BSTM where floss(l) is the loss value at the l-th iteration.
Remark 7. The overall computational complexity of the proposed BSTM is linear with respect to the
number of samples, which accordingly renders it well-suited for large-scale implementations.

Remark 8. Updating Gt, B̃t, Q̃t and Ŝt−1 takes O(dtñt + dtm), O(dtñt +mñt +m2), O(dtñt +
mdt+mñt), O(m2+mñt−1) memory cost respectively. So, BSTM’s space complexity is also linear.

Algorithm 1 Bit-swapping Oriented Twin-memory Lifelong Incomplete MVC (BSTM)
Input: Incomplete multi-view data Dt with index vector wt, hyper-parameters λ and β;
Initialize: G1, B̃1, Q̃1, Ŝ1;
Output: Performing spectral partitioning on Q̃t to produce clustering results;

1: for t = 1 to v do
2: if t == 1 then
3: Setting λ and β as 0.
4: end if
5: l = 0;
6: repeat
7: l = l + 1;
8: Updating the guidance variable Gt via (8);
9: Updating the unified anchor variable B̃t via (10);

10: Updating the shared bipartite graph Q̃t via (15);
11: if t > 1 then
12: Updating the swapping variable Ŝt−1 via (18);
13: end if
14: until l > 1 and floss(l−1)−floss(l)

floss(l−1) ≤ ϵ;
15: end for

6 Experiments

Table 1: Details of the Datasets Utilized in Experiments

Dataset NS DD NC NV Dataset NS DD NC NV

PROKARYO 551 438/3/393 4 3 PROTEINF 694 27/27/.../27/27 27 12
WIKIFEA 2866 128/10 10 2 NUSWIENE 4095 128/73/144/225/64 33 5

CALTEALL 9144 48/40/254/512/928 102 5 YOUTUTEN 38654 944/576/512/640 10 4
YOUTUTWE 63896 944/576/512/640 20 4 FAMNISIX 70000 5376/512/5376/5376/1239/5376 10 6

We conduct experiments on 8 public datasets, with their key characteristics summarized in Table 1. DD
is the data dimension. NS, NC and NV are the numbers of samples, clusters and views, respectively.

12 classical methods, GSRMC [26], FLSD [70], MVTSC [71], MVCBG [65], AGCMC [69],
NGSPL [72], PIMVC [7], TCIMC [74], TMBSD [29], PSMVC [24], MKKMC [40] and LRGMV [6]
are chosen as the baselines. Their descriptions are presented in Section F due to the space limit.
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6.1 Results and Interpretations

Table 2: Comparative Evaluation of Clustering Method Performance

Dataset PROKARYO PROTEINF

MR 0.1 0.4 0.7 0.1 0.4 0.7

Method ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

GSRMC 27.37 56.81 30.42 39.79 57.03 35.97 45.59 64.24 40.48 32.02 36.19 17.39 31.34 38.70 16.95 29.53 34.03 12.13
FLSD 57.74 64.75 57.67 56.46 61.16 55.87 53.99 61.77 51.56 27.06 34.66 15.90 25.46 32.62 14.24 24.57 31.28 13.32

MVTSC 49.76 61.52 48.78 50.72 59.51 48.68 48.52 59.56 46.60 30.23 36.99 17.45 28.75 34.65 16.15 25.86 31.44 14.33
MVCBG 55.54 67.70 44.55 56.87 68.60 45.37 53.18 66.26 44.36 29.16 34.97 16.63 28.34 33.85 15.92 26.26 31.76 13.95
AGCMC 70.13 77.19 62.51 65.65 69.95 56.43 52.30 61.02 41.14 20.93 24.88 10.89 20.96 25.61 11.06 19.17 22.69 10.35
NGSPL 48.87 59.33 47.58 46.10 57.70 43.89 45.83 57.32 44.94 25.48 31.43 12.82 22.71 27.38 11.14 22.30 27.48 10.73
PIMVC 46.87 66.10 44.24 45.06 65.70 44.08 40.69 59.85 42.02 31.30 39.59 18.82 32.23 37.37 17.32 30.01 36.88 13.54
TCIMC 30.27 58.81 35.64 30.23 57.96 33.87 29.32 55.43 32.43 14.36 17.15 8.88 14.31 16.42 9.45 14.63 17.23 9.43
TMBSD 51.54 42.42 39.66 47.46 39.08 32.04 40.26 33.03 14.91 20.58 18.02 20.42 21.96 19.32 16.14 25.30 22.15 14.11
PSMVC 53.18 65.70 44.03 53.36 66.79 43.05 51.11 63.70 40.34 28.70 34.09 14.72 28.34 32.94 14.59 26.12 30.91 13.25
MKKMC 50.20 42.27 38.79 39.55 33.57 20.72 37.63 32.14 12.56 14.36 17.15 8.88 14.31 16.42 9.45 14.63 17.23 9.43
LRGMV 30.22 58.85 32.60 28.71 56.63 31.31 31.25 56.82 32.97 34.15 41.28 21.30 32.65 37.78 17.87 29.88 35.59 12.69

Ours 74.95 82.21 64.79 72.78 79.13 62.82 52.09 74.59 49.59 36.26 41.70 21.81 33.57 37.89 18.41 30.07 35.07 14.41
WIKIFEA NUSWIENE

GSRMC 47.09 50.48 35.00 38.22 42.73 25.61 35.96 39.61 23.54 10.18 32.19 6.74 11.42 32.33 7.32 11.10 31.56 7.40
FLSD 52.02 58.16 45.45 49.86 54.03 38.38 39.96 44.65 25.45 10.06 30.21 9.16 11.14 28.47 9.27 12.63 29.36 14.16

MVTSC 51.83 57.97 45.38 45.10 50.63 37.98 40.48 44.63 25.57 10.22 32.74 6.50 9.51 33.65 6.43 8.39 31.34 6.05
MVCBG 51.26 58.42 47.04 49.16 53.92 38.84 40.91 44.72 30.60 6.54 3.97 7.12 6.47 3.94 9.80 6.38 3.89 9.29
AGCMC 35.68 37.66 25.91 35.64 40.06 25.60 39.45 44.00 25.28 10.19 31.22 7.07 9.89 29.89 9.17 10.89 30.89 8.77
NGSPL 53.25 56.75 43.80 41.19 45.64 30.03 33.59 36.66 21.75 9.72 31.82 7.35 11.86 30.40 9.25 13.78 30.10 10.98
PIMVC 52.21 54.89 40.96 46.85 50.84 34.91 39.82 43.35 26.73 10.88 30.75 6.99 10.89 31.32 6.92 10.40 31.66 6.75
TCIMC 15.84 16.77 19.44 15.93 15.99 19.84 15.81 16.02 19.52 10.35 28.91 7.06 11.33 28.89 9.04 12.40 28.96 14.09
TMBSD 44.42 42.93 46.42 37.30 36.05 37.92 32.33 31.31 25.09 6.54 3.94 10.52 6.28 3.78 9.54 5.98 3.60 8.01
PSMVC 52.88 58.36 46.15 50.15 53.69 38.22 39.79 45.28 26.48 9.82 32.26 6.46 10.26 32.27 6.47 9.99 32.25 6.40
MKKMC 54.34 57.44 46.27 48.83 50.05 38.82 40.14 42.93 26.48 9.77 32.59 6.92 10.55 31.04 6.61 9.34 32.06 6.38
LRGMV 49.89 56.97 41.04 46.52 52.88 35.84 36.51 43.29 26.93 10.33 32.41 6.90 10.77 32.16 6.83 9.97 32.99 6.59

Ours 54.22 59.74 47.23 50.17 54.50 39.21 41.70 46.41 27.03 10.99 33.57 7.59 12.48 33.52 9.87 15.41 33.15 15.10
CALTEALL YOUTUTEN

GSRMC 22.67 31.52 16.69 21.29 31.46 13.98 19.66 28.07 9.68 / / /
FLSD 18.08 34.18 14.46 16.17 33.41 12.38 14.38 28.80 9.19 52.71 55.87 58.57 47.98 53.98 59.38 45.23 52.24 57.42

MVTSC 21.57 34.34 13.74 22.78 31.23 12.53 21.23 27.21 10.21 / / /
MVCBG 24.77 34.13 16.12 23.54 32.65 11.83 20.19 28.31 9.68 74.07 73.53 64.35 72.55 77.44 65.47 71.22 75.94 61.05
AGCMC 17.62 34.62 10.97 18.52 32.12 10.72 17.39 28.56 10.74 / / /
NGSPL 18.02 33.07 11.68 15.51 31.96 8.76 14.97 29.06 7.94 / / /
PIMVC / / / 56.49 59.23 48.93 50.58 53.88 40.34 61.37 65.36 55.03
TCIMC / / / / / /
TMBSD 18.58 13.24 15.36 19.57 12.62 12.72 18.52 13.67 9.56 / / /
PSMVC 19.02 33.44 14.72 19.11 32.57 13.33 16.58 28.21 9.11 71.56 77.35 68.32 73.77 78.49 66.56 70.09 79.09 62.03
MKKMC 20.34 34.96 15.86 16.13 31.18 11.11 13.19 27.46 8.43 / / /
LRGMV 22.71 33.51 15.59 21.54 33.29 13.32 19.74 28.47 8.88 / / /

Ours 25.93 35.75 17.28 23.24 33.51 14.27 20.27 29.34 9.57 73.23 78.94 67.54 74.14 79.56 67.43 72.21 78.51 64.77
YOUTUTWE FAMNISIX

GSRMC / / / / / /
FLSD / / / / / /

MVTSC / / / / / /
MVCBG 68.79 69.23 66.85 68.41 68.85 61.82 68.55 69.17 63.26 56.23 56.89 44.82 54.63 57.49 44.56 55.08 56.45 43.70
AGCMC / / / / / /
NGSPL / / / / / /
PIMVC / / / / / /
TCIMC / / / / / /
TMBSD / / / / / /
PSMVC 65.44 73.34 61.67 71.85 76.75 61.77 67.67 74.17 60.63 49.56 54.45 42.87 49.64 53.87 41.68 48.05 51.86 39.93
MKKMC / / / / / /
LRGMV / / / / / /

Ours 71.23 76.86 64.74 73.86 79.51 62.06 68.62 76.91 62.90 57.97 58.35 47.84 56.34 57.27 46.89 54.52 58.43 45.93

To reflect the performance sufficiently, we record the clustering results under missing ratio as 0.1,
0.4 and 0.7 respectively, with three metrics, ACC, Purity (PUR), Fscore (FSC), as shown in Table 2.
The notation ‘/’ denotes cases where the method fails to process the dataset due to its excessive
complexity or itself limitations. Combined with this table, we can acquire the following observations,

1. Our BSTM makes more favorable results in most cases. For instance, it is the best in PUR on
PROKARYO, WIKIFEA, CALTEALL and YOUTUTWE. For PROTEINF, WIKIFEA, NUSWIENE,
YOUTUTWE and FAMNISIX, there are only two sub-optimal cases on each dataset. The consistent
performance confirms BSTM’s effectiveness in tackling incomplete multi-view clustering problems.

2. The competitors GSRMC, FLSD, MVTSC, AGCMC, NGSPL, PIMVC, etc, are not able to handle
YOUTUTWE and FAMNSIX. By contrast, we can operate normally in all scenarios while delivering
competitive performance, which indicates that our BSTM possesses a wider range of applications.

3. For inferior results, such as on PROTEINF in PUR, possible reasons could be that we produce the
clustering results by partitioning spectral embedding rather than directly by formulating the discrete
cluster labels, which deteriorates the data diversity and accordingly harms the model performance.
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6.2 Resource Usage and Component Ablation

PROKARYO PROTEINF WIKIFEA NUSWIENE CALTEALL YOUTUTEN YOUTUTWE FAMNISIX
-5

0

5

10

15

20
GSRMC FLSD MVTSC MVCBG AGCMC NGSPL PIMVC TCIMC TMBSD PSMVC MKKMC LRGMV Ours

Figure 2: Execution Time Comparison (log2(·) in seconds)

To illustrate the execution efficiency, we summarize the running time in Fig. 2. As seen, owing to not
involving view-data recalculating, our BSTM usually requires less time overhead. Methods PSMVC
and PIMVC in some cases run faster, possibly because they do not integrate basis embedding patterns
and also not employ permutation to rearrange anchors. Despite time-saving, combined with Table 2,
they typically yield less favorable outcomes. Then, about the space usage, please refer to Section G.

Table 3: Ablation Results about Twin-memory and Bit-swapping on PROKARYO and PROTEINF

Abla.

PROKARYO PROTEINF

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

Ab-B 51.54 72.60 46.61 43.99 56.81 42.66 44.61 56.98 41.62 36.49 41.92 21.67 31.99 36.53 17.08 28.65 33.17 12.51
Ab-Q 72.78 80.76 62.80 61.34 68.97 49.03 51.24 66.64 43.22 35.61 40.44 21.70 30.43 35.34 15.66 28.09 32.81 12.07
Ab-bs 51.24 72.41 46.39 42.83 56.64 42.69 44.11 56.61 41.51 35.17 40.66 21.27 29.97 35.70 16.49 27.31 31.74 12.28
Ours 74.95 82.21 64.79 72.78 79.13 62.82 52.09 74.59 49.59 36.26 41.70 21.81 33.57 37.89 18.41 30.07 35.07 14.41

2 4 6 8 10 12

2

4

6

8

10

12

(a) PROKARYO
5 10 15 20 25

5

10

15

20

25

(b) PROTEINF

Figure 3: Visualization of Learned Ŝt−1

Table 3 demonstrates the effectiveness of twin-
memory and bit-swapping (bs). Ab-B and Ab-Q
denote the ablation with memoryless B̃t and Q̃t

respectively. Ab-bs denotes not employing our
bs strategy. As seen, each component facilitates
the performance. Besides, Fig. 3 visualizes the
learned bs Ŝt−1. Yellow denotes 1. As observed,
the generated Ŝt−1 is not an identity matrix,
meaning that it rearranges anchor topology and
graph structure. More ablations are in Section I.

7 Limitations

λ and β need extra efforts to do fine-tuning. So, parameter-free version will improve the practicality.
Additionally, the paradigm formulating spectrum and then doing partitioning may degrade the data
diversity. Directly producing cluster labels from original samples could further boost the performance.

8 Conclusion

This work provides a MVC method termed BSTM to address two limitations, basis embedding
overlooking and value-distortion mapping. Rather than previous feature library mechanisms and
per-view architectures, it designs a twin-memory paradigm to do knowledge transfer, not only
incorporating underlying basis patterns but also eliminating redundant view-data recomputing and
avoiding fusion. Further, it introduces a bit-swapping scheme that operates exclusively on binary space
to adaptively transform anchor topologies and graph structures while well maintaining numerical
consistency. All parts are jointly learned in an end-to-end manner, enabling mutually reinforcing
interactions. Then, an efficient four-step solver is developed to minimize the resulting loss, and
experiments on several datasets with varying incomplete percentages validate BSTM’s effectiveness.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Please see the abstract and introduction parts. We devise a novel multi-
view clustering method named BSTM by introducing both anchors and shared graph with
memory-preserving function. We clearly state existing methods and their drawbacks. To
solve the problems, we develop a bit-swapping strategy and twin-memory strategy. Experi-
mental results on eight datasets and theoretical analysis demonstrate the effectiveness of our
proposed method.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see Section 7. We summarize the limitations of our method, such as
hyper-parameters and the paradigm formulating spectrum and then doing partitioning. We
also provide possible solutions.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provide detailed derivation procedure. Please see Section A.1 for Remark
1, Section A.2 for Remark 2, Section A.3 for Remark 3∼5, Section A.4 for Remark 6. Please
see Section B for Remark 7 and Remark 8.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please see Section E and Algorithm 1. We provide all implementation details.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The used benchmark datasets are public. Code will be released under license
in the final version.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Please see Section E and Algorithm 1. All details are provided.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run 20 times, and count the average value and standard deviation of
clustering results. Please see Table 2 and Table 10.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We conduct experiments on Window 10 with 64GB memory and Intel i7 CPU.
Please see Fig. 2 for the execution time.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We check the NeurIPS Code of ethics. We conform to each aspect of them.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We demonstrate that the proposed method is with linear complexity and
accordingly suitable for large-scale application, which could impact people’s lives.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have discussed and cited relevant papers.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Please see Algorithm 1 for the proposed method BSTM. Please see Section E
for the implement details.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendices

A Solution Details

Due to the joint non-convexity, we adopt the alternating optimization strategy to minimize the original
objective loss (6).

A.1 Updating the Guidance Variable Gt

Under given B̃t, Q̃t and Ŝt−1, the original objective loss (6) with respect to Gt can be equivalently
expressed as

min
Gt

∥Dt −GtB̃tQ̃tHt∥2F

s.t. G⊤
t Gt = Im.

(19)

Unfolding F -norm through trace operation, we can have

∥Dt −GtB̃tQ̃tHt∥2F ⇔ Tr
(
DtD

⊤
t − 2DtH

⊤
t Q̃

⊤
t B̃

⊤
t G

⊤
t +GtB̃tQ̃tHtH

⊤
t Q̃

⊤
t B̃

⊤
t G

⊤
t

)
.

(20)
According to the fact that the data matrix Dt is irrelevant to Gt and that the feasible region is
orthogonal, we further have

min
Gt

∥Dt −GtB̃tQ̃tHt∥2F ⇔ max
Gt

Tr
(
G⊤

t DtH
⊤
t Q̃

⊤
t B̃

⊤
t

)
. (21)

Due to Dt ∈ Rdt×nt , Ht ∈ Rñt×nt , Q̃t ∈ Rm×ñt and B̃t ∈ Rm×m, constructing the term
DtH

⊤
t Q̃

⊤
t B̃

⊤
t will take O(dtntñt + dtñtm+ dtm

2) computational complexity, which is dominated
by dtntñt since m is generally smaller than nt and ñt. When the number of samples observed on the
t-th view is larger, i.e., the missing ratio is smaller, as time goes on, the complexity will approach
O(n2), resulting in its unsuitability for large-scale applications.

In order to achieve linear scaling, note that ñt is greater than nt and that Ht is composed of 1 and 0
and there is only one non-zero element in each column. Accordingly, the meaning of DtH

⊤
t is to

construct a bigger matrix with the size of dt × ñt using the columns of Dt. The non-zero columns
of this bigger matrix correspond to the indexes of samples observed on the t-th view. As a result,
rather than directly calculating DtH

⊤
t , we can firstly create a zero matrix with the size of dt × ñt,

and then assign its column elements using the columns of Dt via corresponding indexes. Since it
does not involve any element calculating operations and can be constructed before optimization, this
will take a constant-order complexity. Consequently, the construction of DtH

⊤
t Q̃

⊤
t B̃

⊤
t requires only

O(dtñtm), linear to the sample size.

Let U, V and Σ denote the singular matrices of DtH
⊤
t Q̃

⊤
t B̃

⊤
t , and then we have

max
Gt

Tr
(
G⊤

t DtH
⊤
t Q̃

⊤
t B̃

⊤
t

)
⇔ max

Gt

Tr
(
V⊤G⊤

t UΣ
)
. (22)

Combined with the orthogonality of Gt, we have that the V⊤G⊤
t U is also an orthogonal matrix.

Further, together with the non-negative property of Σ, we can obtain that Tr
(
V⊤G⊤

t UΣ
)
≤ Tr (Σ).

Therefore, we have that when V⊤G⊤
t U = I, the equality holds. Accordingly, the optimal solution

of Gt is UV⊤.

A.2 Updating the Unified Anchor Variable B̃t

Under given Gt, Q̃t and Ŝt−1, the original objective loss (6) with respect to B̃t can be equivalently
expressed as

min
B̃t

∥Dt −GtB̃tQ̃tHt∥2F + λ∥B̃t − B̃t−1Ŝt−1∥2F

s.t. B̃tB̃
⊤
t = Im.

(23)
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Combined with (20) and the orthogonality of B̃t, we can get

min
B̃t

∥Dt −GtB̃tQ̃tHt∥2F ⇔ max
B̃t

Tr
(
G⊤

t DtH
⊤
t Q̃

⊤
t B̃

⊤
t

)
. (24)

For the second term in (23), after F -norm expanding, we have

∥B̃t − B̃t−1Ŝt−1∥2F = Tr
(
B̃tB̃

⊤
t − 2B̃⊤

t B̃t−1Ŝt−1 + B̃t−1Ŝt−1Ŝ
⊤
t−1B̃

⊤
t−1

)
. (25)

Due to B̃tB̃
⊤
t = Im and B̃t−1Ŝt−1 being irrelevant to the optimization variable B̃t, we can derive

min
B̃t

∥B̃t − B̃t−1Ŝt−1∥2F ⇔ max
B̃t

Tr
(
B̃⊤

t B̃t−1Ŝt−1

)
. (26)

Combing (24) and (26), we can derive that the problem (23) is equivalently transformed as

max
B̃t

Tr
((

G⊤
t DtH

⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1

)
B̃⊤

t

)
s.t. B̃tB̃

⊤
t = Im.

(27)

Therefore, the optimal solution of B̃t is UV⊤, in which U and V come from the SVD results of
G⊤

t DtH
⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1.

Directly calculating G⊤
t DtH

⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1 will take O(mdtnt + mntñt + m2ñt + m3)

computational cost. Evidently, it will be square with respect to n over time, causing difficulties in
tackling large-scale problems. Inspired by the strategy handling DtH

⊤
t in the optimization procedure

of Gt, we first equivalently calculate DtH
⊤
t via a bigger temporary matrix, and then construct the

term G⊤
t DtH

⊤
t Q̃

⊤
t . Accordingly, the complexity is reduced to O(mdtñt +m2ñt +m3). Due to m

generally being smaller than dt and ñt, the computational complexity about B̃t can be formulated as
O(mdtñt), which is linear to the sample size.

A.3 Updating the Shared Bipartite Graph Q̃t

Under given Gt, B̃t and Ŝt−1, the original objective loss (6) with respect to Q̃t can be equivalently
expressed as

min
Q̃t

∥Dt −GtB̃tQ̃tHt∥2F + β∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F

s.t. Q̃t ≥ 0, Q̃⊤
t 1m = 1ñt

.

(28)

Together with (20), we can further obtain

min
Q̃t

∥Dt −GtB̃tQ̃tHt∥2F ⇔ min
Q̃t

Tr
(
Q̃⊤

t B̃
⊤
t G

⊤
t GtB̃tQ̃tHtH

⊤
t − 2Q̃⊤

t B̃
⊤
t G

⊤
t DtH

⊤
t

)
.

(29)
According to the characteristics of feasible region, we can optimize Q̃t by column. Specially, we
have

min
Q̃t

Tr
(
Q̃⊤

t B̃
⊤
t G

⊤
t GtB̃tQ̃tHtH

⊤
t

)
⇔ min

[Q̃t]:,j

[
Q̃t

]⊤
:,j

B̃⊤
t G

⊤
t GtB̃t

[
Q̃tHtH

⊤
t

]
:,j
. (30)

Considering that these is only one non-zero element in each column of Ht and that all columns
are orthogonal, HtH

⊤
t ∈ Rñt×ñt will be a diagonal matrix with element 0 and 1. Directly cal-

culating Q̃tHtH
⊤
t will need O(mñ2t ) computational complexity. As time goes on, it will be

quadratic with respect to n, and consequently is not applicable to large-scale scenes. To decrease
the complexity, by virtue of the diagonal property, we can derive Q̃tHtH

⊤
t = Q̃t ⊙ Jt where

Jt = 1m · [
∑nt

j=1[Ht]1,j ,
∑nt

j=1[Ht]2,j , · · · ,
∑nt

j=1[Ht]ñt,j ]. Further, we have[
Q̃tHtH

⊤
t

]
:,j

=

nt∑
l=1

[Ht]j,l

[
Q̃t

]
:,j
. (31)
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Combined with (30), we can equivalently obtain

min
Q̃t

Tr
(
Q̃⊤

t B̃
⊤
t G

⊤
t GtB̃tQ̃tHtH

⊤
t

)
⇔ min

[Q̃t]:,j

[
Q̃t

]⊤
:,j

nt∑
l=1

[Ht]j,l B̃
⊤
t G

⊤
t GtB̃t

[
Q̃t

]
:,j
. (32)

Therefore, for (29), we have the following expression holds,

min
Q̃t

∥Dt −GtB̃tQ̃tHt∥2F ⇔ min
[Q̃t]:,j

[
Q̃t

]⊤
:,j

nt∑
l=1

[Ht]j,l B̃
⊤
t G

⊤
t GtB̃t

[
Q̃t

]
:,j

−2
[
Q̃t

]⊤
:,j

[
B̃⊤

t G
⊤
t DtH

⊤
t

]
:,j
.

(33)

Then, for the second term in (28), after expanding and deleting irrelevant items, we have

min
Q̃t

∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F ⇔ min

Q̃t

Tr
(
Q̃⊤

t Q̃tẼt−1Ẽ
⊤
t−1 − 2Q̃⊤

t Ŝ
⊤
t−1Q̃t−1Ẽ

⊤
t−1

)
. (34)

Note that Ẽt−1 ∈ Rñt×ñt−1 , the computing of Ẽt−1Ẽ
⊤
t−1 will need O(ñ2t ñt−1) complexity. Over

time, this will be cubic with respect to n, severely harming the ability to tackle large-scale tasks.
Inspired by the scheme disposing of Ht, we observe that Ẽt−1 is a skinny matrix with binary
elements, the columns of which are mutually orthogonal. Consequently, Ẽt−1Ẽ

⊤
t−1 is a diagonal

matrix with elements as the row sums of Ẽt−1 respectively. Further, we have that Q̃tẼt−1Ẽ
⊤
t−1 is

equal to Q̃t ⊙ Mt. Mt = 1m · [
∑ñt−1

j=1 [Ẽt−1]1,j ,
∑ñt−1

j=1 [Ẽt−1]2,j , · · · ,
∑ñt−1

j=1 [Ẽt−1]ñt,j ]. Then,
by column-wise decomposition, we have

min
Q̃t

Tr
(
Q̃⊤

t Q̃tẼt−1Ẽ
⊤
t−1

)
⇔ min

[Q̃t]:,j

[
Q̃t

]⊤
:,j

ñt−1∑
l=1

[
Ẽt−1

]
j,l

[
Q̃t

]
:,j

(35)

and
min
Q̃t

Tr
(
Q̃⊤

t Ŝ
⊤
t−1Q̃t−1Ẽ

⊤
t−1

)
⇔ min

[Q̃t]:,j

[
Q̃t

]⊤
:,j

[
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1

]
:,j
. (36)

Together with (33), (34) (35) and (36), we can equivalently simplify (28) as

min
[Q̃t]:,j

[
Q̃t

]⊤
:,j

 nt∑
l=1

[Ht]j,l B̃
⊤
t G

⊤
t GtB̃t + β

ñt−1∑
l=1

[
Ẽt−1

]
j,l

Im

[
Q̃t

]
:,j

−2
[
Q̃t

]⊤
:,j

([
B̃⊤

t G
⊤
t DtH

⊤
t

]
:,j

+ β
[
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1

]
:,j

)
s.t.

[
Q̃t

]
:,j

≥ 0,
[
Q̃t

]⊤
:,j

1m = 1, j = 1, 2, · · · , ñt.

(37)

In conjunction with the orthogonality of Gt and B̃t, we can further have the following equivalent
optimization problem,

min
[Q̃t]:,j

 nt∑
l=1

[Ht]j,l + β

ñt−1∑
l=1

[
Ẽt−1

]
j,l

[
Q̃t

]⊤
:,j

[
Q̃t

]
:,j

−2
[
Q̃t

]⊤
:,j

([
B̃⊤

t G
⊤
t DtH

⊤
t

]
:,j

+ β
[
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1

]
:,j

)
s.t.

[
Q̃t

]
:,j

≥ 0,
[
Q̃t

]⊤
:,j

1m = 1, j = 1, 2, · · · , ñt.

(38)

According to the meaning of Ht and Ẽt−1 that Ht measures whether the samples are on the t-th
view and Ẽt−1 measures whether the samples are on all previous t − 1 views, we can obtain that∑nt

l=1 [Ht]j,l +
∑ñt−1

l=1 [Ẽt−1]j,l indicates the sample j must be in all t views. Therefore, we can
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derive that the coefficient
∑nt

l=1 [Ht]j,l + β
∑ñt−1

l=1 [Ẽt−1]j,l must be non-zero. On the basis of this
characteristic, we can further transform (38) as

min
[Q̃t]:,j

∥∥∥∥∥∥∥
[
Q̃t

]
:,j

−

[
B̃⊤

t G
⊤
t DtH

⊤
t

]
:,j

+ β
[
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1

]
:,j∑nt

l=1 [Ht]j,l + β
∑ñt−1

l=1

[
Ẽt−1

]
j,l

∥∥∥∥∥∥∥
2

F

s.t.
[
Q̃t

]
:,j

≥ 0,
[
Q̃t

]⊤
:,j

1m = 1, j = 1, 2, · · · , ñt.

(39)

Its Lagrangian function can be expressed as

J ([Q̃t]:,j ,ψ, τ) = min
[Q̃t]:,j

∥∥∥∥[Q̃t

]
:,j

−T:,j

∥∥∥∥2
F

−ψ⊤
[
Q̃t

]
:,j

− τ

([
Q̃t

]⊤
:,j

1m − 1

)
, (40)

where

T:,j =

([
B̃⊤

t G
⊤
t DtH

⊤
t + βŜ⊤

t−1Q̃t−1Ẽ
⊤
t−1

]
:,j

)
/

 nt∑
l=1

[Ht]j,l + β

ñt−1∑
l=1

[
Ẽt−1

]
j,l

 , (41)

ψ ∈ Rm×1 ≥ 0 and τ ∈ R1×1 are the Lagrange multipliers.

By virtue of KTT conditions, we have[
Q̃t

]
:,j

−T:,j − τ1m = ψ (42)

and
ψi

[
Q̃t

]
i,j

= 0, i = 1, 2, 3, · · · ,m. (43)

According to the feasible region characteristic that the column sum is equal to 1, we can further
obtain

τ =
1− 1⊤

mT:,j

m
. (44)

Therefore, we have [
Q̃t

]
i,j

=

[
T:,j +

1m − 1⊤
mT:,j1m

m

]
i

(45)

if
[
1m−1⊤

mT:,j1m

m

]
i
≥ −Ti,j otherwise 0, i = 1, 2, · · · ,m; j = 1, 2, · · · , ñt.

Since it exists closed-form solution, the computational overhead mainly comes from the construction
of T:,j , especially from B̃⊤

t G
⊤
t DtH

⊤
t + βŜ⊤

t−1Q̃t−1Ẽ
⊤
t−1. Combined with the matrix size, we

have that constructing B̃⊤
t G

⊤
t DtH

⊤
t and Ŝ⊤

t−1Q̃t−1Ẽ
⊤
t−1 will take O(m2dt + mdtnt + mntñt)

and O(m2ñt−1 +mñtñt−1) computing cost respectively, which are both square with respect to the
sample size.

To reduce it, we first construct DtH
⊤
t via a zero-matrix with larger size and then assign elements

as done in the optimization about Gt. Consequently, generating B̃⊤
t G

⊤
t DtH

⊤
t takes O(mdtñt)

complexity. Subsequently, for Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1, due to Q̃t−1 ∈ Rm×ñt−1 and Ẽ⊤

t−1 ∈ Rñt−1×ñt

as well as ñt being greater than or equal to ñt−1, combined with the 0-1 property and column
orthogonality of Ẽt−1, we have that Q̃t−1Ẽ

⊤
t−1 indicates taking the columns of Q̃t−1 to construct

a larger matrix with the size of m × ñt (i.e., the same as the size of Q̃t). Therefore, instead of
directly computing Q̃t−1Ẽ

⊤
t−1, we establish a bigger zero-matrix with the size of m× ñt, and then

assign its columns using the columns of Q̃t−1 under corresponding indexes. As a result, constructing
Ŝ⊤
t−1Q̃t−1Ẽ

⊤
t−1 takes O(m2ñt) computing overhead.

Therefore, we have that the computational complexity of constructing the term B̃⊤
t G

⊤
t DtH

⊤
t +

βŜ⊤
t−1Q̃t−1Ẽ

⊤
t−1 is O(mdtñt +m2ñt). Correspondingly, optimizing Q̃t will require O(mdtñt +

m2ñt) computing cost.
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A.4 Updating the Swapping Variable Ŝt−1

Under given Gt, B̃t and Q̃t, the original objective loss (6) with respect to Ŝt−1 can be equivalently
expressed as

min
Ŝt−1

λ∥B̃t − B̃t−1Ŝt−1∥2F + β∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F

s.t. Ŝt−1 ∈ {0, 1}, Ŝ⊤
t−11m = 1m, Ŝt−11m = 1m.

(46)

On the basis of (25), for the term ∥B̃t − B̃t−1Ŝt−1∥2F , we have

min
Ŝt−1

∥B̃t − B̃t−1Ŝt−1∥2F ⇔ min
Ŝt−1

Tr
(
Ŝt−1Ŝ

⊤
t−1B̃

⊤
t−1B̃t−1 − 2B̃⊤

t B̃t−1Ŝt−1

)
. (47)

Combined with the characteristics of feasible region, i.e., Ŝt−1 is a square matrix with elements as 0
and 1, and there is only one 1 in every column and every row, we can derive

Ŝt−1Ŝ
⊤
t−1 = Im. (48)

Therefore, we have

min
Ŝt−1

∥B̃t − B̃t−1Ŝt−1∥2F ⇔ max
Ŝt−1

Tr
(
B̃⊤

t B̃t−1Ŝt−1

)
. (49)

For the term ∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F in (46), after expanding and removing irrelevant items, we

can obtain
min
Ŝt−1

∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F ⇔ min

Ŝt−1

Tr
(
Ŝ⊤
t−1Q̃t−1Q̃

⊤
t−1Ŝt−1 − 2Q̃tẼt−1Q̃

⊤
t−1Ŝt−1

)
. (50)

Through trace cycle, accordingly we have

min
Ŝt−1

∥Q̃tẼt−1 − Ŝ⊤
t−1Q̃t−1∥2F ⇔ max

Ŝt−1

Tr
(
Q̃tẼt−1Q̃

⊤
t−1Ŝt−1

)
. (51)

Together with (49) and (51), we have that the problem (46) is equivalently simplified as

max
Ŝt−1

Tr
((
λB̃⊤

t B̃t−1 + βQ̃tẼt−1Q̃
⊤
t−1

)
Ŝt−1

)
s.t. Ŝt−1 ∈ {0, 1}, Ŝ⊤

t−11m = 1m, Ŝt−11m = 1m.

(52)

In virtue of the matrix vectorization transformation Vec(·), we can transform (52) as the following
equivalent optimization problem,

max
Ŝt−1

(
Vec

((
λB̃⊤

t B̃t−1 + βQ̃tẼt−1Q̃
⊤
t−1

)⊤
))⊤

Vec
(
Ŝt−1

)
s.t. Ŝt−1 ∈ {0, 1}, Ŝ⊤

t−11m = 1m, Ŝt−11m = 1m.

(53)

This is an integer linear programming problem, and can be solved within cubic computational
complexity with respect to the number of variables via existing software. Kindly note that Ŝt−1 is
in Rm×m and m is greatly smaller than the number of samples. Accordingly, this requires minor
computational overhead.

Subsequently, it needs to construct the term λB̃⊤
t B̃t−1 + βQ̃tẼt−1Q̃

⊤
t−1. Direct calculation takes

O(m3 +mñtñt−1 +m2ñt−1) cost, which is almost close to the square with respect to the sample
size n. To decrease it, combined with the fact that there is only one 1 in each column of Ẽt−1

and other elements are all 0, we have that the product between Q̃t and Ẽt−1 means picking out
some columns of Q̃t to generate a smaller matrix. Therefore, rather than direct calculation, we
establish an auxiliary matrix with the size of m × ñt−1, and then utilize the columns of Q̃t to do
assignment for it via the sample indexes observed on all t− 1 views. Then, we utilize this auxiliary
matrix to construct Q̃tẼt−1Q̃

⊤
t−1. Accordingly, building λB̃⊤

t B̃t−1 + βQ̃tẼt−1Q̃
⊤
t−1 will take

O(m3 +m2ñt−1) computational cost.

In conjunction with the fact that m is generally greatly smaller than ñt−1, we can obtain that updating
Ŝt−1 will take O(m2ñt−1) cost, which is linear to the number of samples and consequently does not
damage the large-scale ability.
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A.5 Updating Variables under Initial View

Under t = 1, the swapping variable Ŝt−1 is not required, and accordingly the objective loss equiva-
lently becomes

min
Gt,B̃t,Q̃t

∥Dt −GtB̃tQ̃tHt∥2F

s.t. G⊤
t Gt = Im, B̃tB̃

⊤
t = Im, Q̃t ≥ 0, Q̃⊤

t 1m = 1ñt
,

(54)

which can be seen as a special case of (6) when both λ and β take 0, and only three variables need to
be optimized.

When updating Gt, with given B̃t and Q̃t, the problem (54) is equivalent to (19). Therefore, we can
update Gt by solving (21) as t ≥ 2 does. When updating the variable B̃t, with given Gt and Q̃t, the
problem (54) is equivalent to (23) with λ taking 0. Therefore, we can update B̃t by solving (27) as
previous t ≥ 2 does with λ taking 0. When updating Q̃t, with given Gt and B̃t. (54) is equivalent to
(28) with β taking 0. Consequently, we can update Q̃t via (45) with β taking 0.

In summary, under the scenario t = 1, we can optimize Gt and B̃t as well as Q̃t using the updating
paradigm in t ≥ 2 with λ and β taking 0.

B Complexity Analysis

B.1 Computational Complexity

The computational expenditure is mainly composed of updating Gt, B̃t, Q̃t and Ŝt−1. When
updating Gt, it involves constructing DtH

⊤
t Q̃

⊤
t B̃

⊤
t and performing SVD on it, which takes

O(dtñtm) and O(dtm
2) respectively. m is largely smaller than ñt, and therefore updating

Gt totally takes O(dtñtm) computational cost. When updating B̃t, it involves constructing
G⊤

t DtH
⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1 and performing SVD on it, which takes O(mdtñt) and O(m3) re-

spectively. Therefore, updating B̃t totally takes O(mdtñt). When updating Q̃t, owing to the
closed-form solution, it only needs to construct B̃⊤

t G
⊤
t DtH

⊤
t + βŜ⊤

t−1Q̃t−1Ẽ
⊤
t−1, which takes

O(mdtñt +m2ñt). When updating Ŝt−1, it needs to construct λB̃⊤
t B̃t−1 + βQ̃tẼt−1Q̃

⊤
t−1, tak-

ing O(m3 + m2ñt−1). Based on the above analysis, accordingly, the overall computing cost is
O(dtñtm+m2ñt +m2ñt−1 +m3). As time goes on, both ñt and ñt−1 approach to n. Moreover,
the data dimension dt is not relevant to the number of samples n. So, the computational complexity
of proposed algorithm is O(n), i.e, linear with respect to the number of samples n.

B.2 Space Complexity

The space expenditure is mainly composed of the memory parts required for optimizing Gt, B̃t,
Q̃t and Ŝt−1. During optimizing Gt, due to Dt ∈ Rdt×nt , H̃t ∈ Rñt×nt , Q̃t ∈ Rm×ñt and
B̃t ∈ Rm×m, it will require O(dtñt + dtm) memory cost to store DtH

⊤
t Q̃

⊤
t Q̃t. Combined with

Gt ∈ Rdt×m and the fact that m is largely smaller than ñt, therefore, optimizing Gt needs O(dtñt)

memory overhead. During optimizing B̃t, due to B̃t−1 ∈ Rm×m and Ŝt−1 ∈ Rm×m, it will require
O(dtñt +mñt +m2) cost to store G⊤

t DtH
⊤
t Q̃

⊤
t + λB̃t−1Ŝt−1. Therefore, optimizing B̃t takes

O(dtñt) memory overhead. During optimizing Q̃t, it will require O(dtñt+mdt+mñt) cost to store
B̃⊤

t G
⊤
t DtH

⊤
t + βŜ⊤

t−1Q̃t−1Ẽ
⊤
t−1. Accordingly, optimizing Q̃t takes O(dtñt) memory overhead.

During optimizing Ŝt−1, it will require O(m2 +mñt−1) cost to store λB̃⊤
t B̃t−1 + βQ̃tẼt−1Q̃

⊤
t−1.

Therefore, optimizing Ŝt−1 takes O(mñt−1) memory overhead. Additionally, ñt−1 is less than or
equal to ñt. Based on the above analysis, consequently, we have that the overall memory overhead
is O(dtñt). In conjunction with the fact that the data dimension dt is irrelevant to the number of
samples, we can obtain that the space complexity of proposed algorithm is O(n).
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C Additional Related Work

To effectively cluster multi-view data, Cui et al. [6] introduce adaptive embedding learning to
construct low-rank graph affinities, and impute the missing components by exploiting the latent cross-
view correlations to generate complete similarity representations. Fu et al. [11] establish bipartite
graphs through a generative modeling approach to capture potential global structure distributions,
and employ a dynamic weighted fusion to mitigate the adverse effects of data incompleteness. Rather
than the full graph, Li et al. [26] allocate dedicated sub-graphs to individual views to alleviate the
biased error induced by incompleteness, and utilize the local graph structure refined by tensor means
to circumvent explicit feature recovery. Gu et al. [13] build anchor graphs via dictionary learning
to improve the robustness against missing data, and concurrently extract local representation and
high-order correlations by Gaussian error rank minimization with Laplacian manifold regularization.
Zhao et al. [93] develop a low-rank representation framework based on intrinsic graphs to infer
missing samples, and establish inter-graph correlations through between-view structural consistency
to formulate a robust consensus representation. Li et al. [20] employ the view-wise prototype graph
learned via a dual-stream framework to model similarity, and conduct data recovery by simultaneously
investigating instance-level commonality and view versatility to preserve essential cluster structures.
In contrast to separate representation learning, Wen et al. [68] formulate unified representation
by combining spectral clustering and graph learning to achieve partial-view balance, and derive
low-dimensional embedding using a co-regularizer to reveal inherent structure among data. He et
al. [14] utilize an anchor-inferred graph to directly produce asymmetric intra-view similarity, and
resolve information deficiency in incomplete data through a paired anchor bridging mechanism.

Different from graph technique for clustering tasks, Liu et al. [36] leverage the matrix factorization
paradigm to mitigate the imbalance factor in incomplete learning, and apply a sparse regularizer
to capture low-dimensional individual features and construct compact local embedding. Wen et
al. [70] maintain local geometric similarities via a efficient-weighted factorization model to facilitate
common representation learning, and leverage adaptive view importance assignment to alleviate
the bias caused by unbalanced incomplete views. Li et al. [22] explicitly model the between-view
relationships through orthogonal factorization to explore the within-view spatial organization, and
employ a tensor regularization as rank approximation to capture complementary information. In
comparison to individual factorization mechanism, Chen et al. [3] unify coefficient expression and
base learning via concept factorization to model the cluster-sample relations, and build explicit view
connections using the projecting learning to preserve semantic correlations. Li et al. [30] jointly
factorize multiple affinities in a tensor manner to maintain high-order geometrical characteristics,
and impose a hyper-Laplacian constraint on neighbor samples to complement the consistency for
incomplete view completion. Wen et al. [67] model the characteristic of each view through feature-
aware factorization to mitigate the adverse effects caused by redundancy and noise interference, and
boost the feature distinctiveness via an adaptive weighting scheme to produce structured unified
representations. Unlike single-layer factorization, Zhang et al. [88] utilize multi-stage factorization
paradigm to progressively explore partition-level representations, and aggregate all view information
through late fusion to generate common grouping results. Li et al. [23] decrease the between-view
errors by orthogonal and low-rank factorization to construct indicators without post-processing, and
employ tensor norm regularization and soft labels jointly to exploit data complementary.

Unlike graph and matrix factorization means, subspace scheme is recently introduced into the
grouping of multi-view data. Deng et al. [7] perform learning in a low-dimensional subspace
to effectively integrate multi-view information, and utilize an ensemble of projection mappings
to process new samples with maintained balance. Wang et al. [64] map original data through
convolutional encoders into a subspace to construct potential representations, and learn soft labels
via a self-expressive layer to reveal hierarchical feature structures. Huang et al. [17] collaboratively
examine multilevel diversity patterns in random subspaces to form metric pairs, and adopt an
entropy-driven mechanism to ensure comprehensive preservation about cluster wise variations in
ensemble structures. Kang et al. [18] derive partition-level features across multiple subspaces to
mitigate intra-view noise and inter-feature inconsistencies, and adaptively assign higher weights to
partitions stronger consensus clustering agreement. Lv et al. [44] weight the reconstruction loss
via pairwise similarity measures to preserve local structural relationships, and leverage pseudo-
labeling to iteratively refine uncertain knowledge derived from subspace learning. Contrary to plain
subspace, Qin et al. [48] construct the subspace endowed with both sparse and low-rank properties
to mitigate errors in projectors, and take advantages of the block diagonal structure to amplify the
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feature discriminability. Chen et al. [4] model data distribution through essential basis selection to
derive cluster partitions in orthogonal subspace, and employ a mutual enhancement mechanism to
jointly optimize cluster indicators and data representations. Wang et al. [63] maximize cross-view
correlations for consistent subspace learning by canonical analysis, and enforce sample-wise mutual
exclusivity via an ℓ1,2 norm constraint to preserve underlying data structures.

Kernel strategy is also generally deemed as a effective means to handle multi-view data. Liu et al. [38]
leverage cluster assignments to refine incomplete kernel recovery, and integrate the kernel imputation
and clustering through alignment maximization to achieve superior data grouping performance.
Zhang et al. [90] simultaneously address kernel imputation and space partitioning to reconstruct
latent nonlinear view structures, and seamlessly generate low-rank tensor embedding and affinity
matrices in an unified framework. Wang et al. [57] transform the concatenated view into a kernel
space to formulate nonlinear view relationships, and employ a kernelized smoothness regularizer to
explicitly maintain locality properties in the feature space. Orthogonal to equally treating kernels,
Li et al. [25] explicitly model both diversity and complementarity among base kernels to effectively
capture inter-kernel correlations, and incorporate a matrix-induced regularization to probabilistically
favor selection of kernel pairs with optimal dissimilarity. Zhang et al. [89] jointly improve kernel
completion and low-rank tensor learning through a co-optimization scheme, and integrate kernel
techniques into an incomplete subspace to reliably uncover multi-view structures. Liang et al. [31]
approximate the spectral decomposition corresponding to the convex combination of base kernels to
generate low-dimensional out-of-sample embedding, and establish rigorous theoretical guarantees for
its stability. Liu et al. [39] emphasize learned unified clustering matrix to fill incomplete base matrices
rather than operating directly on kernel spaces, and regularize clustering matrix by introducing prior
knowledge to improve the performance. Li et al [27] adaptively determine the dimension of unified
partition in a potential embedding domain to overcome the limitations of fixed-partition dimension,
and leverage the latent consensus structure to model distributions among base kernels. Another
algorithms, for instance, [32, 61, 59, 15, 10, 87], are also well-researched.

D Symbol Summary

Table 4 provides a summary of the main mathematical symbols and their corresponding meanings
utilized in this study.

Table 4: Symbol and Meaning

Symbol Meaning

Dt ∈ Rdt×nt the data matrix on the t-th view;
Gt ∈ Rdt×m the guidance matrix on the t-th view;
B̃t ∈ Rm×m the unified anchor matrix on all t views;
Q̃t ∈ Rm×ñt the shared bipartite graph on all t views;
Ht ∈ Rñt×nt the indicator matrix on the t-th view;
Ŝt−1 ∈ Rm×m the swapping matrix about B̃t−1(and Q̃t−1)
Ẽt−1 ∈ Rñt×ñt−1 the indicator matrix on all t− 1 views;
Im ∈ Rm×m the identity matrix with the size of m×m;
1m ∈ Rm×1 the vector with the size of m× 1;
wt ∈ Rnt×1 the index vector on the t-th view;
w̃t ∈ Rñt×1 the index vector union on all t views;
nt the number of samples observed on the t-th view;
ñt the number of samples observed on all t views;
n the number of samples;
m the number of anchors;
dt the data dimension on the t-th view;
λ and β the hyper-parameters;
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Figure 4: Evolution of the Loss Value with Respect to Iteration Step
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E Experimental Setting

In experiments, we initialize the variables G1 and Ŝ1 using a random orthogonal matrix and an identify
matrix, respectively. For B̃1, we firstly construct a unified space by minimizing the reconstruction
error, and then employ k-means within this space to generate initial anchors serving as the assignment
of B̃1. For Q̃1, we utilize one-hot vectors to randomly assign its columns, guaranteeing that
the sum of its each column equals to 1. For hyper-parameters λ and β, we fine-tune them in
[10−1, 100, 101, 102, 103] respectively. For the stopping error ϵ, we set it as 10−4. Then, we execute
20 times and summarize the average clustering results.

F Description of Benchmark Methods

This section provides brief description of relevant benchmark methods.

GSRMC: It utilizes precomputed sub-graphs on each view instead of feature recovering to balance
boundary samples, and separates the graph structure by means of nuclear norm to reduce biased error.

FLSD: It develops a graph regularizer based on factorization mechanism to maintain local geometries,
and utilizes semantic consistency to homeoregulate the discriminativeness of incomplete observations.

MVTSC: It combines manifold space and feature space to restore missing parts, and explores inter-
view information by tensor low-rank and graph consistency to formulate expressive representations.

MVCBG: It constructs a potential space via data compression to decreases the noisy impact, and
utilizes view information complementarity based on random walk principle to establish the affinity.

AGCMC: It integrates consensus learning and graph completion to exploit hidden features of missing
instances, and employs scale vectors to decrease the imbalance influence induced by incompleteness.

NGSPL: It builds up the relations between neighbor group and single sample pair to formulate
representations, and designs a structure constraint based on neighbors to improve the graph quality.

PIMVC: It extracts sample features in a subspace instead of original space to balance information
among different views, and devises a scatter matrices based graph learning to capture data structures.

TCIMC: It adopts a tensor norm mechanism to mine inter-view structures and complementary
features, and utilizes graph connectivity constraint to alleviate post-processing grouping operations.

TMBSD: It introduces the membership learning by view consistency to maintain multiple spectral
embeddings, and employs a tensor norm based regularizer to enhance the block-diagonal structure.

PSMVC: It constructs the prototype graph rather than pair-wise graph to exploit data similarity
relations, and introduces a group of heterogeneous projections to preserve consistent cluster structures.

MKKMC: It integrates clustering and imputation to get rid of the limitations of base kernel complete-
ness, and encourages kernel matrices via joint learning to adaptively populate each other mutually.

LRGMV: It unifies inter-view and intra-view related information to recover latent relationships
across views, and gives a low-rank regularizer to explicitly extract global structures between views.

Table 5: Space Usage Comparison

Dataset GSRMC FLSD MVTSC MVCBG AGCMC NGSPL PIMVC TCIMC TMBSD PSMVC MKKMC LRGMV Ours

PROKARYO 0.12 0.05 0.08 0.04 0.10 0.07 0.05 0.17 0.08 0.03 0.05 0.04 0.03
PROTEINF 0.83 0.11 0.53 0.06 0.20 0.25 0.06 0.90 0.57 0.06 0.24 0.29 0.03
WIKIFEA 2.59 0.48 1.57 0.07 1.13 1.95 0.40 2.70 1.77 0.08 1.22 1.15 0.05

NUSWIENE 12.31 1.79 7.86 0.16 3.31 5.82 7.79 9.80 8.45 0.13 3.53 4.51 0.11
CALTEALL 60.92 8.96 36.16 0.79 15.67 29.10 / / 42.47 0.71 17.71 22.54 0.64
YOUTUTEN / 73.14 / 4.29 / / 68.91 / / 3.77 / / 2.84
YOUTUTWE / / / 6.52 / / / / / 5.98 / / 4.44
FAMNISIX / / / 37.32 / / / / / 43.07 / / 34.41

G Space Usage

In addition to linear time complexity, the proposed BSTM is also with linear space complexity. Sec-
tion 6.2 has demonstrated the execution efficiency. Here, to illustrate its space-friendly characteristic,
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we count the memory overhead, as shown in Table 5 where all results are expressed in GB units. One
can see that we consistently receive less memory overhead, which mainly benefits from the fact that
we circumvent view-data recomputing and successfully leverage only one bipartite graph with small
size, rather than multiple self-expression affinities with full size, to characterize overall similarity.

H Convergence

To illustrate the convergence of our BSTM, we visualize the loss values, as suggested in Fig. 4. One
can observe that the loss value is consistently decreasing and gradually reaches stability within forty
iterations, which indicates that the presented BSTM is convergent.
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Figure 5: Visualization of St−1 Learned on WIKIFEA ∼ FAMNISIX

Table 6: Ablation Results about Twin-memory and Bit-swapping on WIKIFEA ∼ FAMNISIX

Abla.

WIKIFEA NUSWIENE

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

Ab-B 50.98 57.08 44.74 49.07 54.22 38.13 41.13 45.65 26.05 10.74 33.34 7.32 12.10 30.53 9.67 11.79 30.96 9.33
Ab-Q 52.52 59.17 45.12 48.22 53.22 37.96 40.62 44.10 25.19 10.10 33.28 7.11 12.37 30.53 9.74 15.19 30.28 14.92
Ab-bs 50.49 57.80 44.52 47.81 53.00 37.88 39.60 43.72 24.49 9.86 32.84 6.95 12.14 30.63 9.55 11.53 30.90 8.99
Ours 54.22 59.74 47.23 50.17 54.50 39.21 41.70 46.41 27.03 10.99 33.57 7.59 12.48 33.52 9.87 15.41 33.15 15.10

CALTEALL YOUTUTEN

Ab-B 21.97 32.11 15.23 18.38 31.00 12.56 16.12 26.93 8.58 70.97 76.93 62.67 70.97 77.36 63.42 71.31 76.36 62.86
Ab-Q 23.46 32.46 16.56 21.75 32.46 11.24 19.38 28.79 7.51 71.47 77.12 62.95 71.76 77.87 62.56 71.43 76.58 61.98
Ab-bs 21.78 30.72 14.62 15.59 26.57 10.35 16.96 27.45 9.21 71.13 76.67 61.98 70.67 78.23 63.26 70.95 75.89 62.31
Ours 25.93 35.75 17.28 23.24 33.51 14.27 20.27 29.34 9.57 73.23 78.94 67.54 74.14 79.56 67.43 72.21 78.51 64.77

YOUTUTWE FAMNISIX

Ab-B 67.21 68.32 60.47 68.49 76.21 59.84 66.76 75.05 59.23 51.23 51.64 42.79 50.94 51.43 42.14 51.52 52.02 41.28
Ab-Q 67.47 70.43 62.98 70.87 76.63 60.62 67.23 75.87 60.18 51.08 51.73 44.86 51.78 51.76 40.78 51.23 52.24 41.17
Ab-bs 66.97 68.85 60.42 68.93 75.47 59.78 66.13 76.03 59.78 50.89 52.18 43.56 52.02 52.16 43.37 50.97 52.21 42.12
Ours 71.23 76.86 64.74 73.86 79.51 62.06 68.62 76.91 62.90 57.97 58.35 47.84 56.34 57.27 46.89 54.52 58.43 45.93

I Additional Ablation Results

Table 6 summarizes the ablation results on dataset WIKIFEA ∼ FAMNISIX about the effectiveness
of twin-memory and bit-swapping strategies. One can see that we receive consistently superior
results than other counterparts. Combined with Table 6 and Table 3, we can obtain that the devised
twin-memory strategy and bit-swapping strategy indeed bring performance enhancement.
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Moreover, we also plot the learned bit-swapping Ŝt−1, as shown in Fig. 5. Yellow denotes 1 while
blue denotes 0. As seen, the produced Ŝt−1 conforms to permutation characteristics, constitutes a
non-identity transformation matrix, and accordingly reorders anchor topology and graph structure.

Next, we provide the ablation results in which Ŝt−1 only acts on B̃t, Ŝt−1 only acts on Q̃t, and our
bit-swapping transformation is replaced by the value-altering mapping.

I.1 Ablation for Ŝt−1 Only Acting on B̃t

In our model, the bit-swapping transformation Ŝt−1 is simultaneously applied to both B̃t and Q̃t to
rearrange anchor topology and graph structure. Accordingly, we organize comparative experiments
to display the results in which Ŝt−1 only acts on one of B̃t and Q̃t.

Table 7 presents the ablation results for Ŝt−1 only acting on B̃t (SonB). As seen, ours is the better
in most cases, which means that applying Ŝt−1 on Q̃t is effective and can promote clustering
performance.

Table 7: Ablation Results for Ŝt−1 Only Acting on B̃t

Abla.

PROKARYO PROTEINF

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

SonB 51.54 72.41 46.39 43.99 56.81 42.67 44.61 56.81 41.62 35.68 40.97 21.31 29.64 35.37 16.14 26.57 31.17 12.25
Ours 74.95 82.21 64.79 72.78 79.13 62.82 52.09 74.59 49.59 36.26 41.70 21.81 33.57 37.89 18.41 30.07 35.07 14.41

WIKIFEA NUSWIENE

SonB 53.24 59.71 45.92 48.94 53.13 38.01 39.70 44.80 25.59 10.29 33.13 7.05 12.21 30.60 9.66 11.53 30.90 8.99
Ours 54.22 59.74 47.23 50.17 54.50 39.21 41.70 46.41 27.03 10.99 33.57 7.59 12.48 33.52 9.87 15.41 33.15 15.10

CALTEALL YOUTUTEN

SonB 22.97 33.14 16.85 15.59 26.57 10.35 16.96 27.45 9.14 72.52 78.50 62.75 70.55 77.30 60.71 71.45 76.58 62.22
Ours 25.93 35.75 17.28 23.24 33.51 14.27 20.27 29.34 9.57 73.23 78.94 67.54 74.14 79.56 67.43 72.21 78.51 64.77

YOUTUTWE FAMNISIX

SonB 68.79 72.41 61.65 68.49 76.63 59.62 68.76 77.05 59.18 51.57 52.18 40.14 52.09 52.36 40.37 52.52 53.11 40.28
Ours 71.23 76.86 64.74 73.86 79.51 62.06 68.62 76.91 62.90 57.97 58.35 47.84 56.34 57.27 46.89 54.52 58.43 45.93

I.2 Ablation for Ŝt−1 Only Acting on Q̃t

Table 8 provides the ablation results for Ŝt−1 only acting on Q̃t (SonQ). As observed, we receive
better results, indicating that applying Ŝt−1 on B̃t is beneficial for the clustering performance gain.

Table 8: Ablation Results for Ŝt−1 Only Acting on Q̃t

Abla.

PROKARYO PROTEINF

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

SonQ 51.73 72.56 47.74 43.42 57.92 44.36 45.82 58.12 40.21 35.12 40.48 21.04 30.26 36.11 16.30 26.47 31.33 12.02
Ours 74.95 82.21 64.79 72.78 79.13 62.82 52.09 74.59 49.59 36.26 41.70 21.81 33.57 37.89 18.41 30.07 35.07 14.41

WIKIFEA NUSWIENE

SonQ 50.49 58.80 44.52 48.81 53.00 37.88 39.60 44.72 25.49 9.87 32.84 6.98 12.01 30.48 9.48 11.23 30.92 9.23
Ours 54.22 59.74 47.23 50.17 54.50 39.21 41.70 46.41 27.03 10.99 33.57 7.59 12.48 33.52 9.87 15.41 33.15 15.10

CALTEALL YOUTUTEN

SonQ 23.86 33.85 16.23 15.78 26.21 11.57 17.26 27.02 9.72 71.23 78.12 63.42 70.17 76.12 60.31 70.45 75.28 61.43
Ours 25.93 35.75 17.28 23.24 33.51 14.27 20.27 29.34 9.57 73.23 78.94 67.54 74.14 79.56 67.43 72.21 78.51 64.77

YOUTUTWE FAMNISIX

SonQ 67.92 73.26 62.13 69.67 77.22 58.23 67.83 76.86 58.18 53.67 51.43 41.37 43.69 53.67 42.36 51.47 55.63 41.36
Ours 71.23 76.86 64.74 73.86 79.51 62.06 68.62 76.91 62.90 57.97 58.35 47.84 56.34 57.27 46.89 54.52 58.43 45.93

I.3 Ablation for Value-altering Mapping

Our bit-swapping transformation is with the ability to maintain numerical-consistency. That is, it
only reorganizes the topology of anchors and the structure of graph while it does not alter their
value. To illustrate its strengths, we utilize previous orthogonal permutation transformation (VaM) to
replace it, and the ablation results are presented in Table 9. One can observe that we produce more
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desirable clustering results than VaM in most cases, which means that our bit-swapping strategy is
more worth-having.

Table 9: Ablation Results for Value-altering Mapping

Abla.
PROKARYO PROTEINF

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

VaM 72.12 80.42 62.14 72.23 79.01 61.37 52.13 72.42 47.12 34.89 40.16 20.46 31.98 37.26 18.47 28.45 34.63 14.12
Ours 74.95 82.21 64.79 72.78 79.13 62.82 52.09 74.59 49.59 36.26 41.70 21.81 33.57 37.89 18.41 30.07 35.07 14.41

WIKIFEA NUSWIENE

VaM 53.63 57.84 46.72 50.02 53.12 38.63 40.86 46.21 26.73 10.63 33.12 7.13 12.12 32.34 9.62 14.63 32.56 14.42
Ours 54.22 59.74 47.23 50.17 54.50 39.21 41.70 46.41 27.03 10.99 33.57 7.59 12.48 33.52 9.87 15.41 33.15 15.10

CALTEALL YOUTUTEN

VaM 25.24 34.24 16.96 23.13 32.89 13.43 19.78 28.75 9.36 72.36 77.23 66.62 73.24 78.24 66.24 70.98 77.37 65.42
Ours 25.93 35.75 17.28 23.24 33.51 14.27 20.27 29.34 9.57 73.23 78.94 67.54 74.14 79.56 67.43 72.21 78.51 64.77

YOUTUTWE FAMNISIX

VaM 70.89 75.47 63.52 73.18 79.23 62.31 66.74 75.31 61.24 58.23 58.01 47.21 55.13 56.35 45.23 52.37 57.64 44.32
Ours 71.23 76.86 64.74 73.86 79.51 62.06 68.62 76.91 62.90 57.97 58.35 47.84 56.34 57.27 46.89 54.52 58.43 45.93

J Steadiness

In addition to the average value of clustering results, we count the standard deviation to demonstrate
the steadiness of our model, as suggested in Table 10. According to these results, one can obtain that
the presented model is relatively steady and can produce robust clustering results.

Table 10: Standard Deviation of Clustering Results (%)

PROKARYO PROTEINF

0.1 0.4 0.7 0.1 0.4 0.7

ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC ACC PUR FSC

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.87 0.89 0.63 0.76 0.58 0.63 0.75 0.78 0.51

WIKIFEA NUSWIENE

0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.37 0.19 0.21 0.16 0.15 0.07 0.19 0.15 0.10

CALTEALL YOUTUTEN

0.50 0.15 0.42 0.35 0.25 1.10 0.45 0.36 0.37 2.34 1.42 0.00 2.00 1.25 0.00 2.47 1.50 0.00

YOUTUTWE FAMNISIX

0.57 0.42 0.48 0.81 0.50 0.53 0.71 0.38 0.54 0.04 0.04 0.00 0.08 0.07 0.00 0.02 0.02 0.00

K Parameter Sensitivity

Parameters λ and β play a role in regulating L2 and L3 respectively to formulate favorable clustering
representations. To explore the parameter sensitivity, we plot the results under multiple groups of λs
and βs, as shown in Fig. 6 and Fig. 7. One can observe that the clustering performance exhibits no
significant fluctuations. Therefore, our model is relatively robust with respect to parameters λ and β.

L Influence of Anchor Number

To investigate the influence of anchor number, we count the clustering performance under diverse
anchor numbers, as illustrated in Fig. 8 where m1 ∼ m5 equal to 1k ∼ 5k respectively. k is the
number of clusters. As seen, the performance curve is relatively smooth with respect to anchor
number, demonstrating that our proposed model is not significantly affected by the anchor number.
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(a) PROKARYO-ACC (b) PROKARYO-PUR (c) PROKARYO-FSC

(d) PROTEINF-ACC (e) PROTEINF-PUR (f) PROTEINF-FSC

(g) WIKIFEA-ACC (h) WIKIFEA-PUR (i) WIKIFEA-FSC

(j) NUSWIENE-ACC (k) NUSWIENE-PUR (l) NUSWIENE-FSC

Figure 6: Parameter Sensitivity on PROKARYO ∼ NUSWIENE
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(a) CALTEALL-ACC (b) CALTEALL-PUR (c) CALTEALL-FSC
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(j) FAMNISIX-ACC (k) FAMNISIX-PUR (l) FAMNISIX-FSC

Figure 7: Parameter Sensitivity on CALTEALL ∼ FAMNISIX
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Figure 8: Clustering Performance under Different Anchor Numbers
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