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ABSTRACT

The rapid advancement of Al technologies has facilitated the integration of Al
into various social scenarios in daily life, making it crucial to understand how
Al influences humans and fosters human-Al alignment. While previous research
has extensively explored how Al can be consciously designed to affect human
behavior, a critical yet underexplored area is how Al can subtly shape human cog-
nition, emotions, and behavior, mirroring social influence in human interactions.
By examining social influence mechanisms and case studies from recent human-
Al interaction studies, this paper identifies two key mechanisms through which
Al influences humans: contagion and conformity. We further explore the chal-
lenges and opportunities of Al-driven social influence, urging future research to
address risks such as cognitive exploitation and group manipulation, while also
leveraging its potential benefits, including fostering positive emotional contagion
and supporting healthy behavioral interventions. We advocate for a governance
framework that integrates technological, ethical, and societal considerations and
call for multidisciplinary collaboration to explore new paradigms of social influ-
ence in human-Al interactions. Ultimately, this perspective study provides both
theoretical insights and practical pathways toward a harmonious and symbiotic
human-AlI society.

1 INTRODUCTION

The breakthrough development of artificial intelligence (Al) technologies has profoundly reshaped
the paradigms of human-computer interaction (HCI) and human-computer collaboration (Amer-
shi et al.| [2019). Intelligent systems represented by generative Al (Achiam et al., 2023} |Liu et al.,
2024a)) have already permeated key social domains such as education, healthcare, and creative design
(Biswas| [2023; [Zhang et al.| 2025} |Shaer et al., [2024). As Al increasingly takes on advanced tasks
like decision support and knowledge production, the question of how to ensure that Al systems ad-
here to human values and social ethical norms—often referred to as “Al alignment”—has become a
central concern for researchers and practitioners (Goyal et al.,| 2024} Ouyang et al.,2022). However,
human values and ethical expectations evolve, especially as Al integrates into decision-making, col-
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laborative work, and social governance. This dynamic interaction leads to mutual adaptation, where
humans also refine their perceptions and behaviors in response to Al (D’ Amato, 2024). Against
this backdrop, the concept of “bidirectional human-Al alignment” has emerged. Its core proposi-
tion covers two dimensions: on one hand, Al systems must align with human values; on the other
hand, humans must proactively adapt their cognition and interaction strategies to accommodate the
behavioral patterns and capability boundaries of intelligent systems (Shen et al.| [2024).

Recent HCI research has increasingly focused on “social influence” exerted by Al systems, a con-
cept rooted in social psychology, where individuals adjust their viewpoints, beliefs, or behaviors
based on interactions with others (Moussaid et al. [2013). In human-AlI interaction, studies have
revealed that humans can also be subject to social influence in their interactions with Al, leading
them to align with Al in cognitive, emotional, and behavioral aspects (Li et al., |2025; Song et al.,
2024; Shen & Wang| [2023; |Herrando & Constantinides, 2021). This represents a shift from earlier
research, which primarily examined conscious interactions, such as following Al recommendations
or adjusting decisions based on Al-generated feedback. Instead, recent findings reveal that Al can
subtly influence human behavior without deliberate effort, facilitating passive adaptation rather than
intentional decision-making (L1 et al 2025} |Song et al., 2024} Shen & Wangl 2023} Herrando &
Constantinides, 2021). This passive adaptation to Al differs from intentional decision-making and
highlights a more subconscious process of social alignment with Al-generated inputs.

Within the study of social influence in human-Al interaction, researchers have identified two com-
mon forms of influence. The first is “contagion” (Prinz, [2022} [Liu et al., [2024b; [T'svetkova et al.,
2024;|Lee et al.,[2020), as seen, for example, in customer-service chatbots whose positive emotional
expressions can induce more positive emotions in users (Prinz, |2022). The second is “conformity”
(Kobis et al., 2021} |[Brandstetter et al., 2014} Vollmer et al., 2018} Hertz & Wiese, 2018)), in which
people may abandon their original positions—despite holding different opinions—when Al pro-
vides a specific suggestion or judgment, owing to Al’s perceived “authority” or the social pressure
it generates, thus exhibiting conformity in group decision-making or collaboration (Hertz & Wiese,
2018).

In part, these social influence phenomena can be explained by the “Computers Are Social Actors”
(CASA) theoretical framework (Nass et al., (1994} |Gambino et al.l [2020). According to CASA,
when interacting with computers or Al systems, humans tend to perceive them as ‘“human-like”
agents endowed with social attributes, thereby displaying response patterns similar to those shown
in human-to-human interaction (Gambino et al.| [2020).

As Al becomes increasingly anthropomorphic, more intelligent, and equipped with stronger
decision-making and computational capabilities, its influence in social interactions expands sig-
nificantly (Gong} [2008). This intensifies the urgency of addressing human-to-Al alignment resulting
from social influence. If such alignment happens without informed consent or voluntary partici-
pation, it may become a form of “exploitation” of individuals’ cognition and behavior, leading to
personal harm by inducing or manipulating irrational changes, and raising the possibility of “cog-
nitive warfare” or political manipulation on a social scale (Li et al.l 2025} [Tsvetkova et al., 2024;
Kobis et al., 2021). Conversely, if managed and leveraged properly, it could produce positive social
outcomes by, for instance, promoting positive emotions, or enabling health behavior interventions
(Pescetelli & Yeung, [2022} [Li et al., |2025). Therefore, an in-depth exploration of human-to-Al
alignment driven by social influence is crucial for building a future harmonious human-AlI society
(Floridi et al.l [2018) and fostering human-Al symbiosis (Jarrahi, |2018), while also offering a key
perspective for understanding and designing the next generation of Al collaboration systems.

In the following sections, we will focus on the two representative types of social influ-
ence—contagion and conformity—accompanied by illustrative examples. We will then further ex-
plore the potential risks and opportunities arising from these social influences of Al, and propose
a possible future research agenda. On this basis, we call for greater attention from academia and
industry to deepen research and collaboration in this area.
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2 CONTAGION AND CONFORMITY: SOCIAL INFLUENCES FROM Al

2.1 CONTAGION

By sociological theory, contagion is defined as the process by which behaviors, emotions, or opin-
ions spread among individuals in a non-coercive manner (Wheeler, |1966;|Hatfield et al.,|1993;|Chris-
takis & Fowler, |2013). When individuals perceive others’ expressions, actions, or language, they
may unconsciously replicate these patterns (Chartrand & Barghl [1999)). Some neuroscience studies
suggest that this phenomenon may stem from automatic mirroring and synchronization mechanisms
within the human mirror neuron system (Prochazkova & Kret, [2017} |Gallese, |2009). Many conta-
gion processes occur at a subconscious level and can be activated through multimodal interactions
such as text or speech (Dimberg et al., 2000; |Gallese}, 2009). With the widespread adoption of social-
bots and generative Al, researchers have found that the phenomenon of contagion not only occurs
in interpersonal interactions but can also be observed in human-Al interaction.

One prominent form of contagion in human-Al interactions is emotional contagion, where Al-
expressed emotions influence human emotions through affective pathways. Research shows that
Al expressing positive emotions can enhance customer experiences and enrich service interactions
by transmitting positive affect to users (Han et al., 2023} |Prinz, 2022)). Similarly, Al systems that
demonstrate empathic concern and emotional mimicry can increase users’ arousal and pleasure,
leading to greater engagement and a higher likelihood of continued interaction (Liu et al.| [2024b)).

Beyond emotional contagion, researchers have also identified metacognitive contagion in human-Al
interactions. A recent study (Li et al.,2025)) revealed that in human-AlI decision making, individuals’
self-confidence aligns with the level of uncertainty expressed by the Al through confidence scores.
This phenomenon influences the calibration between confidence and accuracy, thereby affecting the
efficacy of human-AlI decision making (Li et al., 2025)).

Al systems can also shape human through social and behavioral contagion. Al-driven agents play
a significant role in social contagion within online environments, particularly in opinion formation
and public discourse. A model-based simulation study has shown that manipulative Al actors and
social bots can amplify specific narratives, shift public sentiment, and even contribute to the spiral
of silence—a phenomenon in which individuals refrain from expressing dissenting opinions due to
perceived social pressure (Ross et al.,[2019).

These findings illustrate that contagion effects in human-Al interactions mirror many of the dy-
namics observed in human-human interactions, raising important questions about how Al-mediated
contagion influences trust, emotions, decision-making, and collective behavior in digital and social
environments.

2.2 CONFORMITY

Conformity is a fundamental social phenomenon in which individuals adjust their thoughts, behav-
iors, or decisions to align with a group or prevailing social norms (Aschl [1956)). Unlike social imi-
tation, which involves replicating others’ actions without external pressure, conformity occurs due
to social pressure, compelling individuals to change their behaviors even when they might privately
disagree. This psychological mechanism has been widely studied in human-human interactions,
demonstrating how peer influence can shape individual decision-making. Conformity is typically
classified into normative and informational conformity (Deutsch & Gerard, [1955). Normative con-
formity occurs when individuals adjust their behavior to gain social acceptance or avoid rejection,
even if they do not internally agree with the majority. Informational conformity, on the other hand,
happens when individuals accept external information as a reflection of reality, especially in uncer-
tain or ambiguous situations.

As Al systems become increasingly integrated into everyday life, research has shown that humans
also conform to Al agents, raising important questions about the nature and implications of such
interactions. Recent studies on human-Al interactions reveal that both types of conformity emerge
when people interact with Al agents, with stronger effects observed as the number of Al agents in-
creases (Song et al.L[2024). These findings suggest that AI, much like human groups, can exert social
influence, shaping users’ behaviors and decisions in both explicit and subtle ways. Informational
conformity is particularly evident when AI provides additional information, leading participants
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to align their decisions with Al recommendations (Salomons et al., [2021; Masjutin et al., [2022),
whereas normative conformity emerges when individuals are aware they hold a minority position
relative to Al agents (Salomons et al., 2021)).

These studies also identify key factors and contextual influences that shape conformity in human-Al
interactions. One crucial factor is the nature of the task—in objective decision-making tasks, indi-
viduals are more likely to conform to Al-generated responses, whereas in subjective tasks, they tend
to align more with human judgments (Riva et al., 2022). Trust also plays a significant role in Al
conformity. While initial trust in Al can lead to conformity levels comparable to those observed in
classic human conformity studies, repeated Al errors diminish trust, making users less likely to fol-
low AI recommendations (Salomons et al.|[2018; Hertz & Wiese}, 2018]). Moreover, age differences
influence AI conformity effects. Studies show that children are more susceptible to Al-induced so-
cial pressure, whereas adults are more resistant, suggesting developmental differences in how people
respond to Al influence (Vollmer et al.| 2018)). Beyond conventional Al interfaces, virtual and digital
Al agents—such as avatars in immersive environments—can exert social and moral pressure, much
like human groups, influencing individuals’ behaviors and judgments (Bocian et al., 2024} Kyrlitsias
et al.l [2020).

These findings highlight the complex interplay between Al presence, trust, task characteristics, and
user demographics in shaping human conformity in Al interactions, emphasizing the need for further
exploration of how Al influence can be moderated or leveraged in different contexts.

3 CHALLENGES, OPPORTUNITIES AND FUTURE WORK

In exploring human-AlI bidirectional alignment, the social influence exerted by Al on humans poses
significant challenges while also offering critical opportunities. Understanding and managing these
influences is thus central to shaping the social order in a future human-machine society.

A prominent challenge lies in how AI amplifies the contagion of emotions and viewpoints within
social networks. When Al, through recommendation algorithms or automated content generation,
shapes users’ reading experiences and interaction environments, negative emotions or extreme views
can spread with greater efficiency (Tsvetkova et al.| 2024} [Kirk et al.|[2025)). Without effective moni-
toring and intervention, group anxiety, polarization, and rumor propagation can escalate, heightening
the risk of social fragmentation and conflict. For example, in decision-making contexts, Al-driven
social pressure may reinforce conformity, leading to potentially severe consequences for group de-
cisions. (Liel & Zalmanson, 2020; Riva et al.l [2022). When Al is perceived as an “expert” or an
“authority,” people tend to assume that its judgments are correct and may overlook minority opinions
or self-doubt in group deliberations, thus reducing oversight and critical reflection in the decision-
making process. If AI’s recommendations contain systemic biases or errors that users adopt on a
large scale under the influence of social pressure or conformity, the negative impact may escalate
from the individual to the systemic level, causing widespread risk (Gabriel,2020; Kobis et al.,[2021)).

Even more concerning is that Al with biased values can gradually assimilate social groups, as it
reinforces biases and creates a self-perpetuating cycle of radicalization that threatens diversity and
stability. As biased outputs feed back into training data, Al-generated content becomes increasingly
extreme, shaping public perception over time. Beyond this unintended influence, Al could also serve
as a powerful tool for commercial and political interests through deliberate manipulation, subtly
reshaping individual and collective values from the theory of spectacle society (Debord, |[2021).

Nevertheless, the social influence of Al also presents opportunities for human-machine society. On
the one hand, if the values and social norms carried by Al are positive and inclusive, contagion
and consensus-building processes can generate a virtuous cycle of group cohesion (Tomasev et al.,
2020). Leveraging Al to spread beneficial emotions and values may lead to more harmonious social
functioning and support further advancement on the path of human-AI collaboration and symbio-
sis (Pedreschi et al., 2024} Jarrahil [2018). On the other hand, social influence can be deliberately
harnessed for positive goals, such as behavioral correction or social welfare (Oliveira et al., 2021}
Li et al., |2025). In the health domain, for example, Al can employ gentle emotional reminders and
social comparisons to help people break bad habits or maintain fitness programs. In education, Al
may serve as a personalized behavioral role model, promoting more effective study habits aligned
with each learner’s style and progress. In these scenarios, Al leverages appropriate social influ-
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ence mechanisms to support public well-being in areas such as health, education, and environmental
protection, demonstrating the potential synergy between technology and social governance.

For future research, the first step is to expand the study of social influence mechanisms, moving
beyond contagion and conformity to explore other influence modalities and their variations across
cultural and societal contexts. Accurately capturing how Al affects human psychology and behav-
ior across diverse interactive settings requires interdisciplinary collaboration involving psychology,
sociology, computer science, and HCI, among others. Second, it is essential to identify and quan-
tify various factors that shape social influence, including individual differences, Al representations,
interaction design, and social environments, and to investigate their interactive effects. On this
foundation, building responsible Al research and deployment frameworks also becomes vital. This
includes implementing traceability, auditability, and explainability mechanisms in algorithm train-
ing, data annotation, and content distribution processes. Only through collective efforts to regulate
Al development and application can we minimize negative outcomes while maximizing the social
benefits Al can offer.

In sum, AT’s role in shaping future societies inevitably involves multi-layered social influence on hu-
mans. A deeper, multidisciplinary understanding of these challenges and opportunities is crucial for
developing effective design strategies and governance measures that promote a healthier, more sus-
tainable, and innovation-driven future, aligning Al with human values. We call on more researchers
and practitioners to attend to this topic and jointly construct a human-Al symbiosis that resists the
corrosion of bias and extreme values while fostering greater cooperation and innovative vitality.
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