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Abstract

Understanding public discourse through the
frame of stance detection requires effective ex-
traction of issues of discussion, or stance tar-
gets. Yet current approaches to stance target
extraction are limited, only focusing on a sin-
gle document to single stance target mapping.
We propose a broader view of stance target ex-
traction, which we call corpus-oriented stance
target extraction. This approach considers that
documents have multiple stance targets, those
stance targets are hierarchical in nature, and
document stance targets should not be consid-
ered in isolation of other documents in a corpus.
We develop a formalization and metrics for this
task, propose a new method to address this task,
and show its improvement over previous meth-
ods using supervised and unsupervised met-
rics, and human evaluation tasks. Finally, we
demonstrate its utility in a case study, showcas-
ing its ability to aid in reliably surfacing key
issues of discussion in large-scale corpuses.

1 Introduction

Disagreement is a critical part of discussion.
Making decisions requires identifying disagree-
ments, reaching consensus involves compromising
in disagreements, and convincing others requires
negotiating disagreement. This means finding dis-
agreement is a necessary part of understanding dis-
cussion. As more public discussion moves online
(Gottfried, 2024), the scale of these discussions
grow, as does the potential for harm to come to
them (Saurwein and Spencer-Smith, 2021; Gold-
stein et al., 2023; Commission, 2024). Understand-
ing and ensuring the ongoing health of these conver-
sations requires robust methods to measure them.

The constituent posts of social media meander
and mix different related issues, topics, and con-
texts. They approach the same issue in many dif-
ferent forms. Any effort to map the contours of dis-
agreements in discussion must contend with these

and other factors. While the field of stance detec-
tion has made significant progress in determining
stance in discussions on known issues (i.e. stance
targets), comparatively little attention has been paid
to automatically mapping the issues themselves.
Improving our methods here allows us to map the
myriad disagreements in a varied discussion as rep-
resented in a social media corpus. We propose that
such a method needs four key features in order to
faithfully and clearly capture disagreements in the
underlying discussion:
1. The issues need not be known a priori to the
researcher - avoiding both human bias in issue
selection, and improving scalability.

2. A single post can articulate a position on mul-
tiple, or hierarchical, issues - which happens
abundantly in the real-world - and as such, the
method should map the post to these issues.

3. Issues should be determined in their context -
meaning both that the discussion as a whole
aids the inference of the issues of a post, and
that posts should be clustered to issues to al-
low aggregation for downstream applications.

4. Documents should be mapped to clear repre-
sentations of these issues expressed as stance
targets.

Existing work has several limitations that do not
address these requirements. Previous stance target
extraction work has done natural language gener-
ation of a single stance target for a single given
document, without attending to the broader context
of a discussion, or allowing for multiple issues to be
addressed in a document (Irani et al., 2024; Akash
et al., 2024; Li et al., 2023; Zhang et al., 2021).
Other methods do consider a corpus as a whole
when determining disagreement (Paschalides et al.,
2021; He et al., 2021), but do not produce a clear
mapping of documents to stance targets.

In this paper, we make four contributions. First,
we formalize this corpus issue disagreement map-
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Removing tariffs between provinces is
necessary to help increase free trade between
them and boost the Canadian economy. j

economic regulations

Figure 1: Comparison of assigning a single stance target to each document (left), versus assigning multiple
hierarchical stance targets that overlap with other texts as proposed here (right).

ping activity into a computational task which we
call corpus-oriented stance target extraction (COS-
TEx). We then provide a metric for evaluating a
method’s performance on this task. We present
a method which addresses the task, and show it
outperforms existing methods on our task. Finally,
we conduct a case study using our method, which
shows that it can retrieve key issues (stance targets
and their corresponding stance) from a discussion
represented by a corpus.

With the evaluation and development of a
method that performs well on the task we outline
here, we can unlock powerful insights in large-scale
media corpora, giving us new tools to understand
large-scale natural language behaviour such as po-
larization and public opinion. We release a library
for this method at anonymous. 4open.science/
r/stancemining-E77B

2 Background

Subjectivity Detection The fields of stance de-
tection, aspect-based sentiment detection, and ar-
gument mining, have produced methods to identify
targets of subjective perspective, and classifying
the subjective judgement of documents towards
those targets. Li et al. (2023) look at stance target
extraction, but the focus is on mapping documents
to a set of predefined stance targets. Akash et al.
(2024), Irani et al. (2024) and Zhang et al. (2021),
all look at open-target extraction (where there are
no predefined targets) in stance detection, argument
mining, and sentiment detection respectively. All
three focus on inferring targets for documents in
isolation and, as a result, none of these methods
consider the hierarchical nature of stance targets,
or the need for stance target clusters if we want
to aggregate the data for further analysis. Having
said that, we will compare our developed method
against WIBA (Irani et al., 2024) in this work. Steel
and Ruths (2024) use a combination of text embed-
ding based clustering and manual domain knowl-
edge to assign stance targets to documents, but the
reliance on domain knowledge reduces the scala-

bility of this method.

Polarized and Controversial Topics Work on
topic cluster representation, such as Pham et al.
(2023) and Grootendorst (2022), uses large lan-
guage models (LLMs) to label clusters with an
interpretable description, rather than the typical
bag-of-words method. However, these methods
are only designed for topic clusters, not stance tar-
get clusters. Fukuma et al. (2022) use a network
method to find polarized topics, but this method is
designed for X/Twitter specific features. Garimella
et al. (2018) use hashtags to define conversational
graphs, and find partitions in those graphs in or-
der to find controversial topics. This method how-
ever relies on hashtags, limiting it to corpuses with
heavy hashtag usage. Paschalides et al. (2021) and
He et al. (2021) produce methods to find polarized
topics, and we evaluate these methods in this work.

3 Problem Definition

Our effort to map the contours of disagreements
in a corpus of social media posts motivates the
COSTEXx problem, which we conceive of as fol-
lows: given a corpus of documents, we seek labeled
clusters of those documents where all documents
in a cluster share the same stance target, which is
captured by the label of the cluster. Crucially, clus-
ters can be overlapping, allowing a document to
be assigned more than one stance target. Here we
formalize this computational task.

Formally, for a corpus of documents D =
{di,...,dn}, we want to find a set stance tar-
get clusters, C = {é1,¢9,...Cor} where ¢ C
D, and their corresponding stance targets 7' =
{t1,t2,...,tar}. The COSTEx problem seeks C
and 7" such that they reflect the following criteria:

1. Clusters with Large Stance Variance:

Given the stance of each document on the
stance target stance(t;,d;) — {—1,0,1},
we want to find stance targets that maximize

the stance variance for all related documents:
1
0% = — Z Var({stance(t;,d) : d € ¢;})
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This serves as a metric for picking “controver-
sial” stance targets. Intuitively, stance targets
that no-one disagrees on are less interesting
than stance targets that people disagree on.

2. Stance Target Range and Relevance: We
want to find many stance targets that are rel-
evant to the documents. We can measure rel-
evancy of targets by ensuring that the stance
targets adhere to human judgments of stance
targets, via comparison to labeled datasets and
custom human annotation, and we can mea-
sure ‘many stance targets’ by measuring the
mean number of targets per document:

1
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3. Large, Meaningful, Stance Target Clusters:

We want to optimize for large cluster sizes, to
allow for useful aggregations, that still capture
clusters of meaningful grouping. To measure
meaningful clusters, we will use human eval-
uation. And to measure cluster size, we can
compare mean cluster size, as a ratio of dataset
size (to allow comparisons across datasets):

1
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Naturally, in most situations it will be impossible to
perfectly satisfy all of these. As a result, solutions
to this task will have to make careful trade offs
between these criteria. In practice, some of these
metrics are trivially measurable, and some of them
are much harder to measure (i.e. the ones requiring
human evaluation). We will seek to do so via quan-
titative supervised and unsupervised metrics, and
metrics from human evaluation tasks.

Finally, we must address the question of what we
mean by stance targets in the formulation above.
In the literature, it is common to define stance tar-
gets either as noun-phrases (e.g., “police body cam-
eras”), or claims (“police should wear police body
cameras”) (Zhao and Caragea, 2024). A document
assigned to this stance target contains content that
takes a position on it. Note that, where stance tar-
gets are concerned, the problem definition requires
only a means of scoring a document’s position on
a stance target (i.e., stance(t;, d)). As a result, the
problem admits either of these formulations.
Problems with Existing Approaches We can
group most existing methods for finding issues of
discussion in a corpus into two approaches: gener-
ating stance targets from each document using nat-
ural language generation (Irani et al., 2024; Akash

et al., 2024; Zhang et al., 2021), or topic model-
ing a corpus, and inferring subjectivity/stance for
each topic (He et al., 2021; Steel and Ruths, 2024;
Rashed et al., 2021). However, each of these ap-
proaches have issues that must be addressed.

Our divergence from the first approach is as rep-
resented in Figure 1. Previous approaches have
mapped one document to one stance target. For
starters, this approach misses that documents can
have multiple distinct stance targets. Furthermore,
stance targets can be hierarchical (stance on ‘free
trade’ implies stance on ‘economic regulations’).
And finally, if we want to compare stance across
documents in aggregations, it is useful to select
stance targets that are common across the corpus.

The second approach, topic modeling, naturally
handles the desired aggregation process, and via
hierarchical soft topic modeling, can approach a
solution to the multiple stance target per document
issue. But converting topic clusters to stance target
clusters is not trivial. Topic and stance targets clus-
ters don’t map neatly one-to-one, as demonstrated
in Figures 2a and 2b. And as shown in Figure 2c,
mapping a topic cluster to a stance target is difficult,
as it requires domain knowledge and reasoning to
convert topic descriptions into a stance target.

4 Methods

Here, we propose our method that fulfills all the
requirements we have detailed. The key idea of our
method is that we want to cluster the documents
in some fashion, in order to find large semantically
related stance target clusters. But we don’t want to
directly cluster the documents, for reasons already
stated in Section 3. If we first extract multiple
stance targets from each document, and then clus-
ter those stance targets, we can find large stance
target clusters, where documents can naturally be-
long to multiple large clusters. By then using an
LLM to assign a stance target to this cluster, us-
ing cluster information as the input, we can find
higher level stance targets (i.e. targets that are hi-
erarchically more abstract, or more general to the
cluster). Collecting all these stance targets together
for each document, we then have small, specific
stance target clusters, and larger, high level stance
target clusters. We call this method ExtractCluster
(EC), and define it in Algorithm 3. Our method, by
construction, attempts to achieve each criteria from
Section 3 to a non-trivial degree.

The base stance targets are produced using an
LLM fine-tuned on document - stance target pairs,
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(b) Documents can map to one topic, but
multiple stance targets.

(a) Same high-level topic, but different
specific stance targets

Topic: "cameras, police, camera, cops"”

@

Stance Target: "police body cameras"

(c) Stance targets need more specific
names than topics.

Figure 2: Representation of the differences between stance target clusters and topic clusters, showing hierarchical
relationships, one-to-many mappings, and different cluster naming requirements, as discovered in manual analysis.

1: function EXTRACTCLUSTER(D)

2 for each document d € D do

3 Ty + ExtractStanceTargets(d)

4 Ty <+ RemoveSimilarTargets(7y)

5: end for

6 C <+ TopicModelTargets(1")

7 for each cluster ¢ € C' do

8 T. < GenerateHigherLevelTargets(c)
9: T. < RemoveSimilarTargets(7;)
10: foreachd: 3t e T, :t € cdo

11: Ty TqUT,

12: end for

13: end for

14: for each document d € D do

15: for each targett € T do

16: Sa¢ < ClassifyStance(d, t)
17: end for

18: end for

19: return D, T, S
20: end function

Figure 3: Algorithm used by EC.

using diverse beam search (Vijayakumar et al.,
2016) to generate mutiple targets. We cluster the
targets using BERTopic (Grootendorst, 2022). The
higher level stance targets are produced using an
LLM with a few-shot prompt (shown in Appendix
B.5). To avoid producing stance targets for each
document that are paraphrases of each other, we
remove stance targets based on having a high co-
sine similarity of sentence embedding (Reimers
and Gurevych, 2019) (detailed in Appendix B.4).
EC represents the best of two methods we designed
and experimented with, as detailed in Section A.

4.1 Comparison Methods

We selected three methods to compare to EC
on our task COSTEx. While there are substantial
ways in which these methods do not address our
proposed task, they do address it in other ways
sufficiently that, for each of them, we consider it

necessary to evaluate them against our task here.

POLAR (Paschalides et al., 2021) uses entity
extraction and network methods to find polarized
topics. While this method is designed to find polar-
ized topics, we apply it here to the similar but more
general COSTEX task. Though the method does
not explicitly map documents to stance targets, we
extend it to use any entities or noun phrases that are
tagged as part of a polarized topic as stance targets
for their respective documents.

PaCTE (He et al., 2021) combines topic model-
ing and a partisanship classification model to find
topics of partisan disagreement. We adapt it here
to finding targets of stance disagreement.

WIBA (Irani et al., 2024) uses three fine-tuned
LLMs to determine whether a document features
an argument, extracts the claim topic of the argu-
ment, then determines the stance of the document
on that argument. In this application we remove
the argument detection step, instead relying on the
neutral label in stance classification. While this
method is defined for argument detection, it maps
neatly to stance detection. Although a more stance
detection-centric method method is now available
(Akash et al., 2024), we use Irani et al. (2024) be-
cause it was available with an implementation at
the time of this work’s inception. However, the two
methods are functionally similar enough as to be
interchangeable in this context.

Comparison To summarize, these three methods
from the literature fulfill different features of the
COSTEX task as defined in Section 1. We summa-
rize the ways in which the representative methods
—which we will evaluate here —fulfill those re-
quirements in Table 1. As shown, none of the meth-
ods achieve all of the necessary attributes, but they
each achieve most aspects of the desired method.

S Experiments

With our method in hand, we now want to see
to what extent it fulfills COSTEXx by testing it us-
ing metrics and human evaluation methods derived



Feature PaCTE POLAR WIBA EC
Stance target discovery through aggregation v v X v
Multiple stance targets per document v v X v
Map documents to stance targets X X v v

Table 1: Comparison of different methods against our method, EC, for each of features 3, 2, and 4, as defined in

Section 1. All of the methods fulfill feature 1.

from our formulation, and comparing it to our com-
parison methods. We use the same fine-tuned mod-
els for EC and WIBA. We list all other experi-
mental implementation details of each comparison
method in Appendix B.

Datasets We use two large stance detection
datasets to evaluate our methods, VAST (Allaway
and McKeown, 2020) and EZ-STANCE (Zhao and
Caragea, 2024). These datasets come from two
domains, New York Times comments and Twit-
ter respectively, allowing us to test across diverse
text types. Importantly, both datasets derive their
stance targets from each document —as opposed
to a dataset designed around a specifically chosen
set of stance targets —allowing us to grade the pro-
duced stance targets against the annotated stance
targets from the datasets.

5.1 Automated Evaluation

Metrics As previously mentioned in our task for-
mulation, some of the outcomes that we want to
optimize in our method are trivially measurable,
and some are much more difficult to measure. We
therefore propose a set of metrics that attempts
to assess the extent to which the method outputs
optimize for the objectives defined above.

* Target F1: This is the BERTScore F1 (Zhang
et al., 2019) of the discovered targets, com-
pared to the annotated dataset. As we have a
set of annotated stance targets for each docu-
ment in our labelled dataset, we compute the
precision by comparing each predicted stance
target to all gold stance targets, and the recall
by comparing each gold stance target to all
predicted stance targets, and compute the F1
as normal, as defined in Appendix D.1. This
metric measures adherence to Criterium 2.

* Stance Retrieval F1: This is the F1 of the dis-
covered stance of the documents, compared to
a labeled dataset. Seeing as we have a poten-
tially different set of predicted stance targets
as the gold stance targets, we create a map-
ping of predicted stance targets to gold stance
targets where the sentence embedding cosine
similarity is greater than 0.9, then compute the

precision by comparing each predicted stance
to all gold stances, the recall by comparing
each gold stance to all predicted stances, and
the F1 as usual, as defined in Appendix D.2.

e Stance Variance: Defined in Criterium 1.

* Mean Number of Targets: Defined in Cri-
terium 2

e Mean Cluster Size: Defined in Criterium 3

Note that the supervised metrics, the target F1 and
stance retrieval F1, are measuring the adherence
of the method to a typical stance detection dataset.
However, we also want to optimize for multi-target,
hierarchical, and clustered stance targets. Opti-
mizing for metrics that measure these aspects will
likely reduce our target F1 score, as the stance tar-
gets will be further from the stance targets given in
the base datasets. We therefore need to assess our
results holistically, and consider that, as part of our
task formalization, any solution to this problem is
making a trade-off between a few objectives.
Results We report the supervised metrics from
the mean of 5 runs for each method on each dataset
in Table 2. We see that EC generally outperforms
other methods, except on stance target F1 and pre-
cision, where WIBA outperforms it. We report the
unsupervised metrics from the mean of 5 runs for
each method on each dataset in Table 3.

Here we see that the methods that approach the
task through aggregations (PaCTE, POLAR, and
EC) tend to outperform WIBA through producing
large average cluster sizes, and finding more stance
targets in the corpus. PaCTE and EC are also able
to find stance targets with a higher stance variance.
5.2 Human Evaluation

We created two human evaluation tasks to eval-
uate the method outputs. The first task presents a
triad of documents, and has the annotator select
which two documents go in the same stance target
cluster. We measure how often the annotators agree
with the clusters produced by each method. A sec-
ond task presents a base document, and two stance
target sets provided by two different methods, and a
prompt asks the labeler to choose between the two
stance target sets, or neither if neither are suitable.



Target Stance Retrieval
Method | F11T Prec.T Recall{ | F11T Prec.?T Recall T
VAST
PaCTE | 0.775 0.779 0.771 | 0.000 0.000 0.000
POLAR | 0.512 0.524 0.501 - - -
WIBA | 0910 0.930 0.892 | 0.115 0.189 0.088
EC 0.898 0.889 0.908 | 0.143 0.209 0.119
EZ-STANCE

PaCTE | 0.766  0.768 0.763 | 0.000 0.000 0.000
POLAR | 0.038  0.038 0.037 - - -
WIBA | 0.884 0.899 0.871 | 0.145 0.200 0.120
EC 0.859 0.851 0.867 | 0.157 0.201 0.140

Table 2: Supervised metrics comparison across datasets and methods averaged across 5 runs for each method and
dataset. We do not include stance results for POLAR as it does not assign stance to individual documents.

Method | Mean Num. Stance Cluster

Targets T  Variance T  Size 1
VAST

PaCTE 1.212 0.226 0.088

POLAR 2.140 - 0.124

WIBA 1.000 0.108 0.002

EC 3.190 0.136 0.004

EZSTANCE

PaCTE 1.038 0.208 0.021

POLAR 0.218 - 0.038

WIBA 1.000 0.019 0.001

EC 3.380 0.039 0.002

Table 3: Unsupervised metrics comparison across
datasets and methods averaged across 5 runs for each
method and dataset. Best metrics are indicated with
arrows. Stance variance is absent for POLAR because
the method does not assign a stance to documents.

We obtained 483 and 492 annotations for each task
respectively, from 6 annotators. We show the full
prompts and data generation given to annotators,
and data generation process in Appendix C.

To ensure there was agreement between anno-
tators, we had two annotators evaluate the same
set of 20 examples from each task. The Fleiss’
Kappa (Fleiss et al., 1981) of the stance target clus-
ter task was 0.53, and for the stance target task
it was 0.83, indicating inter-annotator agreement.
For the stance target set comparison task, we use
the Luce Spectral Ranking (LSR) inference algo-
rithm (Maystre and Grossglauser, 2015) via the

Method | LSR Score Example Output
PaCTE -2.23 school,health,covid...
POLAR -2.79 anyone
WIBA 1.51 medical law
EC 2.23 jerusalem

Table 4: Luce Spectral Ranking (LSR) pairwise compar-
ison score, calculated by comparing different methods’
stance target sets for each document, alongside an exam-
ple stance target output from each method for reference
(PaCTE example shown truncated).

Method | Agreement Pct.
PaCTE 0.19
POLAR 0.00
WIBA 0.62
EC 0.34

Table 5: Percentage of examples where annotators
agreed with the clustering of a document triad, for each
method.

Choix library !. We report the results in Table 4.
EC and WIBA are rated the highest, with POLAR
and PaCTE rated poorly. For stance target cluster
agreement scores, we simply record the number of
times the human evaluator agreed with the method,
which we report in Table 5. We see that WIBA,
EC, and PaCTE obtain the best results for cluster
evaluation, and POLAR obtains no agreement from
evaluators.
5.3 Summary

‘We show the summed rank order of each method,
for each metric, in Figure 4. This demonstrates the
overall rank of the methods on the COSTEXx task
we introduce in this work.

'github.com/lucasmaystre/choix
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Figure 4: Summed rank order across all metrics for each
method. We see that EC outperforms the other methods
we trial from the literature across our metrics.

6 Discussion

POLAR needs to find many named entities to
find polarized topics (being designed for news arti-
cles), and as such performs poorly on our chosen
short text datasets, especially on the EZ-STANCE
tweet dataset, as seen in Table 2. We also see poor
evaluations of naming and clustering performance
(Table 4 and 5). POLAR has multiple tunable pa-
rameters to potentially allow stronger performance,
but this makes it less easily applicable.

PaCTE’s use of LDA topic modeling and a small
classifier model mean that it can quickly find large
stance target clusters with seemingly high stance
variance (Table 3). It produces reasonable stance
target clusters, as shown by the cluster agreement
percentage in Table 5. However, the naming of clus-
ters with topic keywords results in a low evaluation
score in Table 4.

WIBA'’s stance target extraction approach pro-
duces good stance targets, as shown in Tables 2 and
4. WIBA performs highest on our cluster agree-
ment evaluation, as shown in Table 5. But the small
stance target clusters it produces —due to only pro-
ducing one stance target per document —result in
lower stance retrieval F1, and low stance variance
and cluster size (Tables 2 and 3).

EC improves over WIBA in stance target cluster
size, stance variance, stance retrieval, and stance
target set preference (Table 4). However, we also
see that it under-performs WIBA on our cluster
agreement evaluation (Table 5), and stance target
precision. We infer that this is because EC applies
more general, higher level, stance targets to each
document, that have no parallel in the annotated
datasets we use, and result in larger clusters that
are linked by expressing a stance on more general
issues that are sometimes too general to spot in our

cluster agreement exercise. Overall we consider
EC to be the most effective method tested here, as
quantitatively confirmed by Figure 4.

However, there are key issues to further address
with this method. As indicated by the lower agree-
ment percentage in the cluster agreement task,
some larger stance target clusters created by the
method may not be coherent or intuitive when com-
pared to manual stance target groupings. Another
clear issue is the use of diverse beam search for
stance target generation, which limits the maximum
number of initial stance targets to the number of
diverse generations compared to generating stance
targets as a list output from the LLM. We will leave
these issues for future work.

7 Case Study

Having empirically shown our method outper-
forms other methods from the literature, we chose
to assess its effectiveness at identifying key charac-
teristics of a discourse under real-world conditions.
Our objective was to determine its usefulness rel-
ative to a topic modeling method (Grootendorst,
2022), as topic modeling is often used as an ini-
tial step in exploratory analysis of a dataset (e.g.,
Hobson et al. (2024), Falkenberg et al. (2022)).

We assumed the role of a researcher studying
the political views present in a social media dataset.
We chose a 2024 Twitter dataset consisting of 1.4
million tweets from 1,907 prominent accounts in
the Canadian media sphere (Bridgman et al., 2024).
See Appendix E for implementation details.

Crucially, both EC and BERTopic (Grootendorst,
2022) require no notable parameter tuning and, so,
are of equal complexity for a domain researcher
(political scientist, in our case study) to use. Table
6 shows the largest stance target vs. topic clusters.
From this list, alone, several analytical advantages
of EC are clear.

Selecting meaningful clusters. Both stance tar-
get and topic modeling methods can produce non-
sensical clusters. How do we quickly remove the
noise? In topic modeling, this is messy: as seen
in Table 6, even some of the largest topic clusters
are meaningless (e.g., “shes, shell, shed, quelle”).
In contrast, with EC, an easy way of filtering weak
stance targets is by simply dropping stance targets
that have a small number of documents correspond-
ing to them, with the intuition being that modal
stance targets are more frequently good stance tar-
gets. In practice, for our dataset of 1.4 million
documents, we find completely ignoring stance tar-



Stance Targets Topics

Name Count Name Count

canada 76k gaza, israel, israeli, hamas 22k

j. trudeau 54k olympics, game, olympic, athletes 15k

trudeau 39k hes, guy, coyne, mrstache9 10k

trump presidency | 29k | url, juliemarienolke, thejagmeetsingh, saudet80 9k

liberal party 22k healthcare, nurses, doctors, doctor 9k

israeli 17k shes, shell, shed, quelle 8k

trump 17k housing, rent, rental, homes 7k

b.c. ndp 16k trudeau, justin, trudeaus, resign 6k

Table 6: Comparing largest stance target clusters to largest topic clusters.

gets with less than 50 data-points to be a good
level. At this border, there are some good stance
targets (‘Organic Food Movement’, and ‘US Col.
Lawrence Wilkerson’) but also many non-specific
or nonsensical stance targets (‘which will’, ‘candi-
date nomination’).

Cluster informativeness. Table 6 highlights the
informativeness of EC clusters in several ways.
First, stance target clusters capture more of the
posts than the largest topics, due to EC allow-
ing posts to belong to multiple stance target clus-
ters. Therefore, stance target clustering leaves out
less of the discussion than the topic modeling in
this corpus. Second, the stance targets capture
the large ongoing issues of Canadian public dis-
course (Canada, Justin Trudeau, the Liberal Party),
alongside more topical issues (Donald Trump’s
presidency, the B.C. election, the Israel-Palestine
conflict), whereas many of these large ongoing is-
sues are missed by the topics - instead emphasiz-
ing smaller topics like the Olympics. Even for
topic clusters that are not “noise”, the stance target
names are consistently more specific, and therefore
more usable for further analysis. On the flip side,
we see that EC needs improved stance target de-
duplication, as shown by the presence of j. trudeau
and trudeau.

Understanding stance on the target clusters.
We show a map of the 30 largest stance target clus-
ters in Figure 5. Having stance classifications on
so many targets immediately surfaces key aspects
of the discourse to the researcher: allowing us to
compare mean stance on party leaders (-0.57 for
Trudeau vs. -0.44 for Poilievre), parties (-0.45 for
the NDP vs. -0.62 for the Liberal Party), and for-
eign policy issues (-0.46 for Israel vs. -0.79 for
Hamas) with one method application.

This case study highlights how EC gave the re-
searcher a larger and more detailed map of the
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Figure 5: Map of top stance targets, sized by frequency,
coloured by average stance.

discussion in our dataset, alongside more specific
and understandable cluster names.

8 Conclusion

We have motivated and conceptualized the task
of COSTEx, and shown that our new method for
this task, EC, outperforms previous methods for
similar tasks. We then used a large-scale real-world
dataset to demonstrate that our method reliably cap-
tures and represents clusters of stance target discus-
sion. We hope that this method can aid practitioners
in more quickly understanding the discussion space
of large and wide-ranging real world datasets, and
put it to work aiding understanding of complex be-
haviors such as polarization and public opinion in
our quickly changing information environments.



9 Limitations

Datasets In the course of using stance detection
datasets for this work, we realized that the lack
of high level stance targets in the datasets made it
difficult to evaluate the ability of the methods to
find a full breadth of hierarchical, clustered stance
targets for each document. We can only use the
datasets used in the work to assess the extent to
which we’ve found the lowest level stance target
for each document. Future work would ideally
find new datasets to evaluate stance targets in a
supervised manner.

Methods Stance target de-duplication became
apparent as an issue when we applied our method
to a larger corpus. We experimented with using
DBSCAN to some success, but de-duplicating dif-
ferent ways of spelling names (‘j. trudeau’, ‘justin
trudeau’, ‘trudeau’) while avoiding false positives
requires a carefully set distance threshold between
embeddings. We will continue to iterate on this
issue as we improve this method.

Additionally, our method of using diverse gen-
eration to generate multiple stance targets for each
document —while not requiring re-training of our
stance target generation model —could be made
more accurate and faster by generating targets as
a list. We are currently experimenting with this
change, but did not have time to re-do our human
evaluations for this work.

Task Formulation We have not addressed the
issue of quantifying the extent to which a document
maps to a stance target through entailment, instead
mapping all stance targets equally to a document.
We will leave this for future work.

Another issue with the task formulation that be-
come apparent was the nature of optimizing for
stance variance. This objective deprioritizes stance
targets that are generally agreed upon but when
disagreed upon, are interesting, such as conspiracy
theories, so optimizing for this metric is a trade off.
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A  Methods

In addition to the method we propose in this
work, we also trialled a method we call ClusterEx-
tract, inspired by PaCTE. It starts by finding hi-
erarchical topics in the corpus using BERTopic
(Grootendorst, 2022), then assigns stance targets
to each topic. It is described in Algorithm 1. How-
ever, we found that it produced inferior results to
EC, and so do not detail it in the main results of the
work.

B Implementations

B.1 POLAR

We used all of the default parameter settings and
models for POLAR for the VAST dataset, but for
EZ-STANCE, we reduce the noun phrase clustering
threshold from 0.8 to 0.6, as the default value was
resulting in no found clusters given that the EZ-
STANCE dataset is composed of low word count
tweets, which have low entity mention counts.

In adapting this method, we need to extend it by
mapping the chosen polarized topics back to the
documents, to allow our metrics to be applied to
the results. We do so by considering a document
to be in a stance target cluster when it features a
polarized entity, and the discovered noun phrases
as the stance targets.

B.2 PaCTE

We train the PACTE BERT model (Devlin, 2018)
using the combined training sets from VAST and
EZ-STANCE, removing all neutral examples as


https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084

Algorithm 1 Algorithm used by ClusterExtract.

Require: Documents D
1: function CLUSTEREXTRACT(D)

33:

R A A

C < TopicModelDocs(D)
> Handle outlier documents (Topic = -1)
D+ + FilterOutliers(D, C)
for each document d € D,,,; do
T, < ExtractStanceTargets(d)
Ty <+ RemoveSimilarTargets(7y)
end for
> Handle non-outlier documents
for each cluster ¢ € C' do
T. < ExtractClusterStanceTargets(c)
T. < RemoveSimilarTargets(7;)
end for
> Generate hierarchical topic targets
H <+ GetHierarchicalTopics(1")
for each parent cluster c € H do
C) < GetChildTopics(c)
T, < AggregateChildTargets(C))
T}, <= RemoveSimilarTargets(7})
end for
> Combine targets and remove duplicates
for each document d € D do
ifd ¢ D,,; then
¢ < GetDocumentCluster(d)
p < GetParentCluster(c)
Ty <+ T UT,
Ty <+ RemoveSimilarTargets(7y)
end if
for each target t € T,; do
Sa+ < DetermineStance(d, t)
end for
end for
return D, T, S

34: end function
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the original implementation was only trained on
partisan news.

We use online latent dirichlet allocation (LDA)
(Hoffman et al., 2010) as a drop in method speed-
up, instead of the original single-core method.
Other implementation details are all the same as
the original implementation.

B.3 WIBA

We used Llama 3.2 1B (Meta, 2024) as the base
LLM for our implementation of WIBA, for its
trade-off of performance with small size. Train-
ing used the combined VAST and EZ-STANCE
train/validation sets. On the combined test sets, it
achieved a stance detection F1 of 71.5%, and for
stance target extraction it obtained a BERTScore
of 90.3%, comparable with the metrics achieved in
the original work.

We replaced the system and instruction tuning
tokens with a chat template as appropriate for the
Llama model. We used a cosine learning rate with
warmup that increments every step (Loshchilov and
Hutter, 2016), and neftune to improve fine-tuned
accuracy (Jain et al., 2023). We trained on a 24GB
NVIDIA GPU, training took roughly 8 hours.

B.4 Method

For diverse generation, we generate 3 return
sequences, by exploring 3 beam groups using 6
beams, with a diversity penalty of 10.0. We use a
no repeat n-gram size of 2 to prevent repetition.

We use the paraphrase-MiniLM-L6-v2 sentence
transformer model (Reimers and Gurevych, 2019)
to embed candidate stance targets, and remove a
target from pairs that have a cosine similarity of
higher than 0.8.

B.5 Prompts

We include the few-shot prompt used for stance
target extraction from topic clusters in Prompt 1:



& System:
You are an expert at analyzing discussions
across multiple documents.

= Human:

Your task is to identify a common stance tar-
get that multiple documents are expressing
opinions about.

Instructions:

1. Read all provided documents

2. Identify topics that appear across multiple
documents

3. Determine if there is a shared target that
documents are taking stances on

4. Express the target as a clear noun phrase
Input:

Documents: [list of texts]

Output:

Stance target: [noun phrase or "None"]
Reasoning: [2-3 sentences explaining the
choice]

Examples:

Example 1:

Documents:

"The council’s new parking fees are exces-
sive. Downtown businesses will suffer as
shoppers avoid the area."

"Increased parking rates will encourage pub-
lic transit use. This is exactly what our city
needs."

"Local restaurant owners report 20% fewer
customers since the parking fee increase."
Output:

Stance target: downtown parking fees
Reasoning: All three documents discuss the
impact of new parking fees, though from dif-
ferent angles. The documents show vary-
ing stances on this policy change’s effects on
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business and transportation behavior.""",
Example 2:

Documents:

"Beijing saw clear skies yesterday as wind
cleared the air." "Traffic was unusually light
on Monday due to the holiday." "New subway
line construction continues on schedule."
Output:

Stance target: None

Reasoning: While all documents relate to ur-
ban conditions, they discuss different aspects
with no common target for stance-taking.
The texts are primarily descriptive rather than
expressing stances.

Example 3:

Documents:

"Al art tools make creativity accessible to
everyone."

"Generated images lack the soul of human-
made art."

"Artists demand proper attribution when Al
models use their work."

Output:

Stance target: Al-generated art

Reasoning: The documents all address Al’s
role in art creation, discussing its bene-
fits, limitations, and ethical implications.
While covering different aspects, they all take
stances on Al’s place in artistic creation.
Documents:

{formatted_docs}

(@) Assistant:
Output:
Stance target:

We include the few-shot prompt used for aggre-

gating stance targets in Prompt 2:



& System:
You are an expert at analyzing and categoriz-
ing topics.

= Human:

Your task is to generate a generalized stance
target that best represents a cluster of related
specific stance targets.

Instructions:

1. Review the provided stance targets and
keywords that characterize the topic cluster
2. Identify the common theme or broader
issue these targets relate to

3. Generate a concise noun phrase that:

- Captures the core concept shared across the
targets

- Is general enough to encompass the specific
instances

- Is specific enough to be meaningful for
stance analysis

Input:

Representative stance targets: [list of stance
targets]

Top keywords: [list of high tf-idf terms]
Output format:

Generalized target: [noun phrase]
Reasoning: [1-2 sentences explaining why
this generalization fits]

Examples:

Input:

Representative stance targets: ["vaccine man-
dates", "mandatory covid shots", "required
immunization for schools"]

Top keywords: ["mandatory"”, "requirement",
"public health", "immunization", "vaccina-
tion"]

Output:

Generalized target: vaccination requirements
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Reasoning: This captures the common theme
of mandatory immunization policies while
being broad enough to cover various contexts
(workplace, school, public spaces).

Input:

Representative stance targets: ["EVs in
cities", "gas car phase-out", "zero emission
zones"

Top keywords: ["emissions", "vehicles",
"transportation”, "electric", "fossil-fuel"]
Output:

Generalized target: vehicle electrification
Reasoning: This encompasses various as-
pects of transitioning from gas to electric
vehicles, including both the technology and
policy dimensions.

Input:

Representative stance targets: ["content
moderation", "online censorship", "platform
guidelines"]

Top keywords: ["social media", "guidelines",
"content", "moderation”, "posts"]

Output:

Generalized target: social media content con-
trol

Reasoning: This captures the broader issue
of managing online content while remaining
neutral on the specific approach or implemen-
tation.

Representative stance targets: {repr_docs}
Top keywords: {keywords}

(@) Assistant:
Output:
Generalized target:

C Human Evaluation

Human evaluators were fellow students from the
authors’ lab.

The exact text prompt given to human evalua-
tors for the stance target cluster comparison task is
shown in Prompt 3:



Which document discusses a stance target
that the base document is also discussing?
If both documents discuss completely differ-
ent stance targets from the base document,
choose neither.

To generate triads, for each method and docu-
ment from both datasets, we randomly sample a
document that is a stance target cluster that the
base document is also in, and randomly sample a
document that is not in any of the same stance tar-
get clusters. If the method does not place the base
document in a stance target cluster with any other
document, then two documents that are not in the
same stance cluster are sampled. The order of the
two comparison documents is randomly swapped
to prevent the chosen document being inferred from
the order. We then simply check if the annotator
agrees with the method.

The exact text prompt given to human evaluators
for the stance target comparison task is shown in
Prompt 4:

Compare the two sets of stance targets, and
choose the set that better covers the stance
targets the document discusses. If neither
sets fit at all, choose neither.

We sample comparisons from the set of all pair-
wise stance target set comparisons between meth-
ods for all documents from both methods. We
randomly swap the order of these sets to ensure the
same method does not always appear on the same
side.

D Metrics

D.1 Stance Target F1

For the stance target BERTScore, given a set of
documents D where each document d has predicted
targets Py and gold targets G4, we compute the
precision, recall and F1 as:

& S P maxyeq, BERTScore(p, g)

P
| Pyl

2]

BERTScore(g, p)

Z Z maXpep
Gl

~[D|
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P+ R
D.2 Stance Retrieval F1

Given a set of documents D, where each
document d has predicted target-stance pairs
Py {(t,s)}, and gold target-stance pairs
Gq {(t,s)}, where stance can be any of
{favor, against, neutral}.

We define a mapping between predicted stance
targets and gold stance targets, where stance targets
are only mapped to each other if their sentence
embedding cosine similarity is higher than § = 0.9:

Fl1=

M = {(tp, tg) : max sim(tp,, t')Asim(t,,t,) > 6}

For each document d, define the set of correct
predictions:

Ca=A{(tp,s) € Py:3(ty,s) € Gq, (tp,ty) € M}

Then:
|Cal
| Pl

D

deD

> Gl

deD

2PR
P+R

\D!
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|D! 1G4l
Fl1 =

E Case Study Implementation

When deploying EC at scale in the case study,
we use smaller models: SmolLM2-360M-Instruct’
to generate the base targets, and SmolLM?2-135M-
Instruct® to classify stance. Although this makes
applying this method to large datasets more
tractable, it occasionally results in poor stance tar-
gets. This problem is alleviated by using a strong
model for the higher level stance target generation
(huggingface.co/microsoft/Phi-4-mini-instruct).

huggingface.co/HuggingFace TB/SmolLM2-360M-
Instruct

huggingface.co/HuggingFace TB/SmolLM2-135M-
Instruct
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