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Abstract

The correct detection of article layout in historical newspaper pages remains chal-
lenging but is important for Natural Language Processing (NLP) and machine
learning applications in the field of digital history. Digital newspaper portals
typically provide Optical Character Recognition (OCR) text, albeit of varying qual-
ity. Unfortunately, layout information is often missing, limiting this rich source’s
scope. Our dataset is designed to address this issue for historic German-language
newspapers. The Chronicling Germany dataset contains 581 annotated historical
newspaper pages from the time period between 1852 and 1924. Historic domain
experts have spent more than 1,500 hours annotating the dataset. The paper presents
a processing pipeline and establishes baseline results on in- and out-of-domain test
data using this pipeline. Both our dataset and the corresponding baseline code are
freely available online. This work creates a starting point for future research in
the field of digital history and historic German language newspaper processing.
Furthermore, it provides the opportunity to study a low-resource task in computer
vision.

1 Introduction

Newspapers are essential sources of information, not just for modern readers, but particularly in the
past when other communication channels like the internet or radio were not yet available. Even more
importantly, newspapers allow researchers to study social groups’ opinions and cultural values both
now and then. This paper presents the Chronicling Germany-dataset, consisting of 581 annotated
high-resolution scanned newspaper pages from the period between 1852 and 1924.

With the emergence of digital newspaper portals, using historical newspapers has become easier
in recent years2. These portals provide text via OCR but lack reliable layout information, which

∗equal supervision
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Figure 1: Left: Number of available digitized newspapers per year at www.
deutsche-digitale-bibliothek.de/newspaper over time. Data from January 2024.
Right: Front page of the Kölnische Zeitung from the 1st of January 1924.

is essential for digital history applications, many of which would require newspaper articles to
be treated as individual documents. Our dataset will help reduce the character error rate and
considerably improve the detection of individual elements of a newspaper page, like articles or
single advertisements. The former is important to prevent algorithms from connecting unrelated text
regions and preserve the order in which text regions should be read. To this end, the text layout is
systematically annotated using nine classes.

From a computer science view, a collection of successful approaches allows us to process modern
documents (Blecher et al., 2023; Davis et al., 2022). For historic documents, large-scale data sets
exist (Dell et al., 2024) but are mostly focused on English language material set in Antiqua-like
typefaces. For continental European languages, existing datasets are much smaller (Abadie et al.,
2022; Kodym and Hradis, 2021; Clausner et al., 2015; Nikolaidou et al., 2022).

Until more annotated data becomes available, the processing of historical continental European
newspaper pages is, therefore, a low-resource task, highlighting the need for more data. While
low-resource tasks are well-established in natural language processing (Adams et al., 2017; Fadaee
et al., 2017; Hedderich et al., 2021; Zoph et al., 2016), low resource settings remain under-explored
in computer vision (Zhang et al., 2024). Historical German newspapers are interesting in this context
due to their dense layout (see also Supplementary Figure 6) as well as the Fraktur font. Fraktur differs
significantly from the Antiqua typefaces that dominate modern Western texts. To the modern eye,
Fraktur letters appear dense. Furthermore, in addition to the font, our dataset features the archaic
’long s’ or ’s’, which is no longer used today. The ’sz’ or ’ß’ is specific to the German language
and also appears in the data. Historically, it emerged when the common combination ’sz’ merged
into a single letter ’ß’, unlike the ’long s’ it still appears in contemporary texts. The aforementioned
differences limit our ability to transfer existing solutions that were designed for modern documents
or English-language historical newspapers. This motivates the collection of additional data.

The German newspaper processing task is also highly relevant to scholars of history. Especially in the
19th century, local communities, interest groups, and political parties created their own newspapers.
The Deutsche Zeitungsportal3 counts 698 German newspapers in 1780, this number rose to over
14,000 in 1860 and peaked at 50,848 papers in 1916 (see Figure 1). Plenty of digitized pages are
available, which will allow researchers to systematically search for cultural values and historical
change. Unfortunately, untrained modern human readers struggle with font differences, limiting the
usefulness of unprocessed data to researchers lacking this specific skill. Thus, creating a pipeline
capable of accurately processing this vast amount of data to a format readable to both a machine
and a researcher without specific language and typeface skills is an important step in making these
resources accessible.

3https://www.deutsche-digitale-bibliothek.de/newspaper/
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Additionally, the layout of German historical newspapers is often complex, consisting of several
columns, multiple horizontal sections and up to 500 elements to annotate per page. To create
this dataset, eleven student assistants with a background in history have spent a total of 1,500
hours annotating the layout of our 581 pages. These include approx. 1,900 individually annotated
advertisements, that consist of approx. 5,700 polygon regions. We also provide ground truth text
annotations, which are not as costly since we start from network-generated OCR-output and correct
errors. Overall, our dataset includes approx. 26,000 layout polygon regions as well as approx.
330,000 text lines.

Our dataset features sections and elements that are especially challenging for OCR and baseline
models. For example, advertisement pages mix large and small font sizes and include drop capitals,
where the initial letter of an advertisement spans over multiple rows but is read as part of the first row.
Both features are a challenge for the baseline detection task. Other challenges are fractions in stock
exchange news and abbreviations in lists of casualties.4

In summary, this paper makes the following contributions: (1) We introduce the Chronicling Germany-
dataset consisting of 581 manually annotated high-resolution pages. (2) We establish a baseline
recognition pipeline for the layout detection, text-line recognition, and OCR-tasks. (3) We verify
generalization properties using 24 historic newspaper pages from the earlier 1785 - 1866 period. We
observe good generalization performance.

The dataset and code for our pipeline are freely available online.5

2 Related Work

Very early text recognition systems worked with separately designed systems for line detection,
baseline fitting, word detection, and word recognition (Smith, 2007). With the increased adoption
of deep learning methodology in the field, neural networks took over many of these tasks until only
text line detection and text detection remained as separate tasks (Zhang et al., 2016). The process
culminated recently. Kim et al. (2022) propose to train transformer networks directly on images
and annotated text without any intermediate steps. Their networks combine a swin transformer (Liu
et al., 2021) with Bart decoder (Lewis et al., 2019). During an initial pre-training, their encoder
is trained on two million synthetics and eleven million scanned documents. The decoder initially
starts from weights pre-trained on multilingual text data. Full system training relies on 800 Latin
alphabet receipts, 1,500 Chinese train ticket images, 20 thousand business cards, and 40 thousand
Korean receipts. Using a similar system Blecher et al. (2023) trains an OCR engine to recover latex
code from scans or PDFs of academic documents. Surprisingly, their network generalizes to old
mathematical literature. However, Arxiv papers do not resemble historical newspapers. Therefore,
transferring these results to the German historic newspaper domain remains challenging.

2.1 Historical Newspaper Processing

Unfortunately, from a digital history perspective, many modern systems focus on recent data and
suffer from poor performance in a historical setting. The current situation has led to a large body of
OCR error correction work (Carlson et al., 2023), highlighting the need for specialized data sets and
software. Liebl and Burghard (2020), for example, combine existing open-source components for
this task.

Related datasets include the Europeana corpus (Clausner et al., 2015). The dataset contains 528
annotated pages from European sources. More recently Dell et al. (2024), published perhaps the
largest historical newspaper dataset to date. Their dataset also includes layout annotations. Our work
complements these existing datasets by additionally providing compatible annotations for German
historical newspapers that differ significantly from other Western European and American newspapers.
Furthermore, we annotate advertisements in detail, which significantly add to the complexity of the
OCR-task (Dell et al., 2024). Advertisements are particularly interesting to scholars of economic
history who are interested in labor markets, for example.

4Our dataset includes pages from 1866, when the Austro-Prussian War was raging in the German Bund.
5Code: https://github.com/Digital-History-Bonn/Chronicling-Germany-Code Dataset:

https://gitlab.uni-bonn.de/digital-history/Chronicling-Germany-Dataset
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Figure 2: A Chronicling Germany page with its corresponding annotation side by side.

2.2 Common processing pipeline elements

Layout Segmentation is a longstanding task in document processing. For example, dhSegment
(Oliveira et al., 2018) propose a UNet structure based on the popular ResNet50 architecture (He
et al., 2016). As described by Ronneberger et al. (2015), the network features a contracting and
an expanding part. The contracting subnetwork uses ResNet50 as an encoder, and an additional
expansive subnetwork produces segmentation maps at the resolution of the original input.Transformer-
based solutions trained on modern documents are available for similar tasks (Davis et al., 2022).
However, Convolutional Neural Networks (CNNs) are cheaper to run (Dell et al., 2024) and require
less training data, making them a budget-friendly solution.

Baseline-detection or text-line detection, means finding the straight line that connects the base points
from each letter. Early work employed quadratic splines for this task (Smith, 2007). Modern solutions
often employ architectures devised for segmentation or object detection tasks. Kodym and Hradis
(2021) for example choose a U-Net, while Dell et al. (2024) work with YOLOv8.

Optical Character Recognition (OCR) is an important tool in digital history. Liebl and Burghard
(2020), successfully work with a topological feature extraction step followed by a classifier as
described by Smith (2007) for the digitization of the Berliner Börsen Zeitung. Following Breuel
(2007), Kiessling (2022) uses a Recurrent Neural Network (RNN) based system. Dell et al. (2024)
apply the contrastive learning approach presented by Carlson et al. (2023). Using a vision encoder,
characters are projected into a metric space. The system works because patches containing the same
character will cluster together.

3 The Chronicling Germany Dataset

Our Dataset contains pages from the Kölnische Zeitung, mostly from 1866, specifically from the period
of the austro-prussian war. Of these 416 pages, 15 pages contain only advertisements with approx.
1,900 individual advertisement blocks. We also include 141 pages from 1924, as well as 24 special
editions from 1852-1888. Polygons placed by our expert human annotators capture the layout for
each page. All annotations are stored in PAGE-XML files. The Polygons capture different text-region
types. Subclasses can exist within these. Each region type has a unique XML tag: TextRegion,
SeparatorRegion, TableRegion and GraphicRegion. Graphic regions are always assigned the
class image. Within text regions, we include the following classes: paragraph, header, heading,
caption, inverted_text. Within table regions, the only possible subclass is table. To facilitate
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Table 1: Label distribution-percentages per pixel in the dataset.

label class frequency

0 background 39.49%
1 caption 0.74%
2 table 2.90%
3 paragraph 54.03%
4 heading 0.94%
5 header 0.68%
6 separator vertical 0.62%
7 separator horizontal 0.58%
8 image 0.016%
9 inverted text 0.014%

correct reading order detection, we introduce the separator subclass separator_vertical, and
separator_horizontal. Vertical separators highlight different columns of a page. Horizontal
separators split the page into sections and are relevant for the reading order if they span over multiple
columns. Otherwise, they are found at the beginning of a new article or between caption or header
elements. The header category covers the newspaper’s name, which appears at the top of the front
pages. To the left and right of the newspaper name, historical newspapers often have smaller blocks
with additional information, such as the name of the editor-in-chief, the publication date, or the
subscription price. These polygons are annotated as captions. Polygons that cover paragraphs,
headlines, and tables are annotated, respectively. The result of this annotation process is shown in
Figure 2. Overall, the dataset includes 26,255 polygon regions.

We primarily use a combination of the classes described above to annotate the historic advertisements.
We have decided not to introduce new classes to avoid confounding the model’s training. This applies,
in particular, to the separator classes. Therefore, we use the classes separator_vertical and
separator_horizontal for the annotation of separator regions around individual advertisements.
Advertisements tend to use text blocks with bigger fonts. To be consistent with our annotations,
we mark these as heading. For the same reason, the normal-sized text is annotated as paragraph.
Additionally, we include the classes inverted_text and graphic elements as image. These are
present, especially in the advertisement pages, as well as the 1924 pages. Table 1 illustrates this
numerically. The two classes inverted_text and image are only present in a subset of the data,
which explains its low share of pixels overall.

Regions of each page have a reading order number assigned to them. These numbers are assigned
automatically and not corrected manually. Reading order is not the main scope of this dataset.
Automatic assignment leads to satisfactory results for most pages. For advertisement pages, however,
it does not. Yet, advertisements don’t need a meaningful reading order, as they are comprised of
elements that are independent of each other.

In addition to the layout data, we include transcribed text divided into text lines. In our dataset,
each text line is comprised of a polygon, which contains all characters, as well as a baseline and
the corresponding text. Baselines and text transcriptions are initially generated automatically using
the pipeline proposed by Kodym and Hradis (2021), and then corrected by expert annotators. Line
polygons and baselines are only corrected when there are significant mistakes. This is especially the
case within the advertisement pages, where some initial letters of advertisements span over more
than one line. Correct drop capital detection is challenging for current text-line detectors. For the
transcription, we concentrate on correcting lines with low confidence or containing many special
characters. Overall, our dataset includes 330,281 text lines. The text correction process is ongoing.
To date, we have corrected 124 pages. All pages will be ready in time for the Conference in December.
The transcription follows the OCR-D guidelines, level 2 (Johannes Mangei, 2024). This means the
text is transcribed in a visual style, preserving, for example, the archaic ’long s’ or ’s’. For a complete
discussion see supplemental section A.3.
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Köln-
Gießener

Eisenbahn.
Mit Bezug auf unsere Veröffentlichung

vom 23. v. Mts. machen wir hierdurch be-
kannt, daß vom Mittwoch den 11. d. Mts.

ab auf den Strecken Deutz-Wetzlar und Betz-
dorf-Siegen alle Personenzüge wieder fahr-
vlanmäßig abgelassen und Güter ohne Be-

schränkung befördert werden, wogegen auf der
Strecke Wetzlar-Gießen bis auf Weiteres noch

jeder Verkehr unterbrochen bleibt.
Köln, den 9. Juli 1866.

Die Direction der Köln-Mindener Eisenbahn-
Gesellschaft.

Optical Character Recognition Text-Line Inference

Figure 3: Flow chart of the entire prediction pipeline. The layout detection, text-line inference and
Optical Character Recognition (OCR)-tasks use separate networks each. The output is machine-
readable and can be processed further. For example in a machine translation step.

4 Experiments and results

Data: We work with fixed train, test and validation splits. We train on 492 pages with 30 validation
pages and finally use 59 for testing.

Pipeline: Figure 3 gives an overview of our pipeline. Overall, we employ two U-Nets for Layout
recognition and text-line detection and, finally, a Long Short-Term Memory (LSTM) cell for OCR.
The pixel-wise layout inference is converted into polygons during the post-processing step. We
use targets like Kodym and Hradis (2021) for training the baseline U-Net. The model recognizes
baselines, ascender, descender, and endpoints, which are converted into line region and baseline
polygons during post-processing. The post-processing code is an adapted version from Kodym and
Hradis (2021). Contrary to their approach, we use the layout regions from the previous step to cut out
parts of the image and identify all baselines for each region. These baselines are then used as input for
the LSTM OCR model and the original image. The pipeline is sensitive to the character resolution.
A small letter "a", for example, should be about 20x20 pixels in size. If the resolution deviates
significantly (more than five pixel in either dimension), we rescale the input images accordingly.

4.1 Layout-Segmentation

Training: Our layout segmentation setup follows Oliveira et al. (2018). For layout training, all pages
are scaled down by a factor of 0.5 and split into 512 by 512-pixel crops. Cropping leads to 34,376
training crops overall. During training, we work with 24 crops per batch per graphics card. The
training runs on a node with four graphics processing units (GPUs). Consequently, the effective batch
size is 96, with 358 training steps per epoch. Initially, optimization of the contracting network part
can start from pre-trained ImageNet weights, while optimization of the expanding path has to start
from scratch. The expanding subnetwork starts with the encoding from the contracting network and
produces a segmentation output at the input resolution. To improve generalization, input crops are
augmented using rotation, mirroring, gaussian blurring, and randomly erasing rectangular regions. An
AdamW-Optimizer train this network with a learning rate of 0.0001, with a weight decay parameter
of 0.001 for 50 Epochs in total, while using early stopping to save the best model. We explore transfer
learning via pre-training on the Europeana-dataset (Clausner et al., 2015). In this case we initialize
the encoder using ImagNet weights, train on Europeana first and continue training on our data. We
compare to a network trained using ImageNet-weights only. In other words, we evaluate the effect of
Europeana pre-training by working only with ImageNet pre-training.
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Figure 4: Target labels on the left and segmentation prediction on the right. The top left part of this
advertisement page also appears in Figure 3.

Table 2: Layout detection results. This table lists Intersection over Union (IoU) values for all
individual classes, as well as overall.

Intersection over Union (IoU) [%]

class ImagNet-Init Europeana-Transfer

background 0.89 ± 0.001 0.89 ± 0.006
caption 0.71 ± 0.055 0.75 ± 0.024
table 0.66 ± 0.061 0.64 ± 0.055
paragraph 0.97 ± 0.001 0.97 ± 0.001
heading 0.69 ± 0.025 0.68 ± 0.015
header 0.75 ± 0.050 0.75 ± 0.027
separator vertical 0.71 ± 0.015 0.73 ± 0.013
separator horizontal 0.66 ± 0.055 0.71 ± 0.012
image 0.36 ± 0.050 0.29 ± 0.015
inverted text 0.24 ± 0.068 0.15 ± 0.054

Results: Table 2 lists network performance. We compute Intersection over Union (IoU) values for
individual classes. IoU is a widespread metric for segmentation tasks (Szeliski, 2022). Generally,
we find good performance of the trained network, although the especially rare classes image and
inverted_text are not recognized as well. Figure 4 presents an advertisement page from our test
set with ground truth and prediction from the best pre-trained model side by side. Overall, Europeana
pre-training improves separator recognition but does not help with images or inverted text, which are
not annotated in the Europeana dataset.

4.2 Baseline Detection

Training: Following Kodym and Hradis (2021) we train an U-Net for the text-baseline prediction task.
The raw input image as well as ground truth baselines serve as starting points for the optimization.
The training process minimizes a joint text-line and text-block detection objective as introduced by
Kodym and Hradis (2021).
We run an AdamW-optimizer with a learning rate of 0.0001 and a batch size of 16. During training,
inputs are randomly cropped to 256 by 256 images. To improve the robustness of the resulting
network the input pipeline includes color jitter, gaussian blur, random grayscale and gaussian blur
perturbations during training.
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Table 3: Baseline detection results. We measure performance in precision, recall and F1 score.
Detected lines are matched with ground truth lines and are considered a true positive if the predicted
line has an IoU score of more than 0.7 when compared with the corresponding ground truth line.
Results are averaged over all test pages.

Model precision recall F1 score

UNet 0.910 ± 0.008 0.884 ± 0.008 0.896 ± 0.007

Table 4: Optical Character Recognition (OCR) results. Levenshtein distance per character appears in
the first column. We computed the percentage of completely error-free lines for each model. The
second column lists these results. Finally, we consider a line to have many errors if we observe a
Levenshtein distance of more than 0.1 per character. We report the percentage of many error lines in
the final column.

Model Levenshtein-Distance completely correct [%] many errors [%]

UB Mannheim (2024) 0.020 47.1 6.3
transfer (ours) 0.017 ± 0.0009 69.652 ± 0.288 5.075 ± 0.216
random (ours) 0.016 ± 0.0013 69.140 ± 0.352 5.146 ± 0.318

Results: We measure precision, recall, and F1 score (see Table 3). Generally, we observe values
around 0.9. These observations are in line with Kodym and Hradis (2021), who observe similar
numbers on the cBAD2019 dataset (Diem et al., 2017).

4.3 Optical Character Recognition (OCR)

Training Following Kiessling (2022) we train a LSTM-cell for the OCR-task. We employ baselines
to extract individual text lines. Alongside the annotations, which have been checked by our human
domain experts, these serve as input and ground truth pairs. Adam (Kingma and Ba, 2015) optimizes
the network with a learning rate of 0.001. Optimization runs for a total of eight epochs with a
batch size of 32 sequences. We used early stopping to prevent the model from overfitting. We
include pixel-dropout, blur, rotation and see-through-like augmentations during training to improve
generalization.

Results: We compare our results to a comparable pipeline developed by the Universitätsbibliothek
Mannheim (Jan Kamlah, 2024) and observe improved results (see: Table 4), for an optimization
starting from a randomly initialized RNN-cell. We also explore fine-tuning the model from Jan
Kamlah (2024), which marginally improves the ratio of completely correct lines.

4.4 Overall pipeline performance

So far, we have evaluated components individually using ground truth inputs from previous steps. We
additionally evaluate the complete pipeline on the test set. For each component, we choose the model
with the best results and use the result of each component for the next one. Then, we evaluate the
resulting transcription with our ground truth. All predicted and ground truth lines are matched based
on the intersection over the minimum of the corresponding text lines. Lines without a match were
paired with an empty string. Our pipeline achieves an overall Levenshtein distance per character of
0.0204 across the entire test set. Overall 97.96% of all output characters are correct.

5 Pipeline-Generalization

In this section, we report tests for the generalization properties of our pipeline.

Test-Data: In order to verify generalization, we work with annotated newspaper pages from different
papers and a different period. Overall, 24 high-resolution pages from four newspapers from the
period between 1785 and 1866 are annotated with manually corrected text. This out-of-domain test
set contains approximately 250 regions and 2,400 test lines. Three of the four newspapers are set in
Fraktur, and one is in Antiqua.
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Dortugall.
(Ein LuftBall.) Zu Lissabon wurden die gero
statischen Maschinen als eine Erfindung, die
wider die Allmacht Gottes wäre, im vorigen
fahr verboten — und weil doch nun der dasi-
ge Hof mag gefunden haben, daß die ganze
übrige Christenheit auch Vernunft habe, die

diese Versuche nicht bloß duldet, sondern so gar
unrerstüzt: so haben J. J. K. K. M. M. aller-

gnadigsi geruht zu Caxias (oder eigentlich Cascaes)
sich und dem haufig herzugelaufenen Volke

das schauspiel von 2 acrostatischen Maschinen
zu geben; die eine ward dem Winde preis ge-

gegeben; die andere in der Luft die ganze Nacht
tgehalten und illuminirt!

— sehr sinnreich!

Figure 5: Generalization test set sample image. This figure shows a page element with detected
baselines on the left. The right side presends the automatically created transcription.

Inference: We run the entire pipeline on this new generalization test set. Overall, we measure a
Levenshtein distance per character of 0.0466, so 95.34% of characters are correct. Figure 5 presents
an example taken from a 1785 issue of the Schwäbischen Merkur. The sample is a report from
Portugal, which we deem entertaining from a modern perspective. Readers learn that hot-air balloons
or "aerostatische Maschinen" where banned "last year" because hot-air balloons are "incompatible
with the omnipotence of god". Linguistically, the sample is close enough to modern German to be
machine-translated.

6 Limitations and social impact

This dataset contains newspaper pages set in fraktur-letters. The font is very different from modern
fonts. The ’long s’ or ’s’, for example, is completely foreign to modern eyes. While our generalization
dataset also includes four pages in Antiqua font which have been predicted with sufficient accuracy,
networks trained exclusively on our dataset are not likely to outperform more specialized networks
on modern newspaper pages.

Ideally, our work will enable the processing of millions of pages of historical data, making vast
resources easily available to future researchers who can then build upon the transcribed source
material, for example, with machine translation and NLP pipelines. Countless research questions
concerning economic, societal, political and scientific development can be addressed with such data.
For a more detailed description of the relevance of such data for historical research, see Supplementary
Section A.2. We hope this dataset will help to improve our understanding of the past. We therefore
expect a positive impact on society as a whole.

7 Conclusion and future work

This work introduces the Chronicling Germany-dataset, a neural network-based processing baseline
with test-set OCR-accuracy results. Our paper creates a starting point for researchers who wish
to improve historical newspaper processing pipelines or are looking for a low-resource computer
vision challenge. To create the dataset, history students spent 1,500 hours annotating the layout of
our 581 pages. The dataset includes 1,900 individually annotated advertisements. Furthermore, we
introduce an out-of-distribution test set of 24 pages. We verify baseline pipeline performance on
these out-of-distribution pages. By following the OCR-D annotation guidelines (Johannes Mangei,
2024) we ensure our annotations’ compatibility with concurrent and future work.
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A Supplementary

Figure 6: Layout recognition error in the Kölnische Zeitung. A researcher tried to select text in
the first column on the very left but the column layout it not understood correctly. This page was
published on September 26, 1880. Digital versions are available at the zeit.punkt NRW website.
Layout recognition and transcription generated by Transkribus.

A.1 Acronyms

CNN Convolutional Neural Network
GPU graphics processing unit
IoU Intersection over Union
LSTM Long Short-Term Memory
NLP Natural Language Processing
OCR Optical Character Recognition
RNN Recurrent Neural Network

A.2 Machine learning is important for the study of history

Figure 1 illustrates the breakthrough of the newspaper industry in the 19th century.6 While the
number of newspapers listed in the Deutsche Zeitungsportal grew at a rate of 2.9 percent p.a. in
the first two-thirds of the 19th century, the increase rose to 3.4 percent p.a. after the foundation
of the German Empire. There were three main reasons for this increase: firstly, the literacy of the
population increased over the century. Secondly, considerable technological advances made it easier
to produce a newspaper. Thirdly, state control of newspapers declined from the middle of the century.

6Note that the Deutsche Zeitungsportal does not collect all historical newspapers. There is probably a
selection bias towards more prominent outlets with extended publication periods. However, on the whole, figure
1 should reflect the development of the newspaper market in Germany quite well.
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A significant milestone was the Press Act of 1874, which finally abolished censorship (although
some restrictions remained so that even after 1874, there was no complete freedom of the press in
the German Empire). Nevertheless, no later than the last third of the 19th century, a mass market for
print media had emerged in Germany, which was served by many newspapers whose content and
political orientation were very heterogeneous.

Historical newspapers contain a wealth of information about past societies. They provide information
about the spatial occurrence of events, about contemporary perceptions of social and economic
change, and allow tracing of cultural change. Blevins (2014), for example, uses the mentioning of
place names in the Houston Post to draw a mental map of the Nation around 1900. Measured by
the mention of place names, the region west of Houston was deeply rooted in the newspaper and its
readership. The East Coast and the Midwest were also present in the imagination of contemporaries.
However, the Southwest, the Northwest, and California hardly appear on this mental map. Based
on the newspaper’s coverage, one could argue that readers of the Houston Post around 1900 were
barely aware of the Nation as a geographical entity. In economic history, historical newspapers have
recently been used to identify treatments or measure variables of interest. Beach and Hanlon (2023)
give an overview of the recent use of historical newspaper data in economic history. An interesting
recent example is Ferrara et al. (2024), who used digitized newspaper archives to measure a county’s
exposure to the boll weevil around 1900. The boll weevil is a pest of cotton that hit the American
South between 1892 to 1922. The pest reduced cotton production and, consequently, hastened social
changes in the primarily Black rural communities, like the fertility transition and higher investment
in education.

Even though newspaper portals are an essential source for historians and other disciplines interested
in history, such as economics, their potential has not yet been fully realized (Beach and Hanlon,
2023). Firstly, researchers have so far mainly used US-American portals. The reason for this bias
may be these portals have been established longer than in other regions of the world. Secondly, the
mass utilization of newspaper data is often limited to a keyword search, which usually only covers
the entire page and does not discriminate between articles. Therefore, the joint occurrence of two
or more search terms is recorded for the page, not the article, and information retrieval is thus still
very imprecise (Oberbichler and Pfanzelter, 2021). Thirdly, the text cannot always be downloaded
easily, which makes further processing by researchers more difficult. On the other hand, the image
files of individual newspaper pages are easy to obtain via the portals. Deep learning algorithms that
recognize the layout of a newspaper page and capture the text at the article level, therefore, promise
great benefits for historical research. The Chronicling Germany data set presented here, comes with
layout annotations for every page. It is intended to stimulate the further development of deep learning
algorithms and to promote the increased use of non-American newspaper portals.

In addition to more accurate and straightforward information retrieval, downloadable article-level
data will also allow scholars of history to apply advanced NLP-methods in the future, including
document and text embedding techniques and fine-tuning large language models to 19th-century
German.

A.3 Annotation Guidelines

A.3.1 Introduction

These annotation guidelines are an adaptation of the OCR-D rules (https://ocr-d.de/en/
gt-guidelines/trans/transkription.html). We outline additional rules, we created to ensure
consistency of the Chronicling Germany dataset.

A.3.2 Page types and type area

The OCR-D guidelines provide for a distinction to be made between page types and the type area
during layout analysis. The type area usually contains the text body, but not elements such as the
page number. In the Chronicling Germany data set, these steps are currently not taken into account.

A.3.3 Regions

Region-types The OCR-D guidelines distinguish between different types of regions, such as text,
image and separator regions. In the Bonn Newspaper dataset, the regions are generally recorded in
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accordance with OCR-D page region level 1 (https://ocr-d.de/de/gt-guidelines/trans/
ly_level_1_5.html). However, tables are also recorded as a separate region and no distinction
is made between images and drawings; instead, all images, photos, illustrations and drawings are
grouped together under the GraphicRegion. The entire contiguous region is always marked as a block.
For text regions, this applies to contiguous blocks of the same class, see subsection A.4.

• TextRegion: All texts that are not tables. Table headings are not marked as a text region.

• TableRegion: All parts of the page that contain tabular information. These are often, but
not always, clearly recognizable as tables by small separators. Text that is only separated by
separators does not count as a table, but a structure must be recognizable that assigns certain
meanings to rows and columns. Table headings are included with corresponding tables.

• SeparatorRegion: All dividing lines are marked as SeparatorRegion. This also includes
decorative elements that, like other separator lines, separate areas from each other and
are not purely cosmetic in nature. The separators are divided into vertical and horizontal
separators and marked with “separator_vertical” and “separator_horizontal”.

• GraphicRegion: All graphics, images, photos, illustrations, and drawings.

A.4 TextRegion subtypes

TextRegions are divided into different subtypes. The subdivision corresponds to the OCR-D guide-
line for text regions (https://ocr-d.de/de/gt-guidelines/trans/lytextregion.html#
textregionen__textregion_). However, drop capitals are treated differently from OCR-D. These
are counted as part of the paragraph instead of being marked as a separate text region so that models
trained on this data will include them in the correct position in their text output. In addition, headlines
(caption) and inverted text (inverted-text) are also recorded in the Chronicling Germany data set.
Instead of annotating advertisements separately, the classes created for other newspaper pages are
applied to the advertisements as far as possible. Because headlines should be visually identified,
this leads to a large number of text in the advertisements marked as headlines, which contradicts a
semantic definition of a headline. Therefore, it makes sense to treat these pages separately in practice
and not differentiate between headings and other text. The following elements from the OCR-D
guidelines are not represented in the Chronicling Germany dataset due to lack of occurrence:
page-number, marginalia, footnote, signature-mark, catch-word, floating, TOC-entry

We discuss the definition for the text subclasses below:

• paragraph: Standard text type that includes paragraphs. These are usually kept compact
to accommodate as much text as possible in the available space. If a text region cannot be
assigned to any other type, it falls under the paragraph label.

• heading: Headings that can be clearly distinguished visually from the rest of the text. This
is achieved by using a significantly larger or bold font and centered text, which is clearly
different from the block layout of paragraphs. A heading is located above a paragraph and is
sometimes separated from the previous text by a separator. A thin separator between the
heading and the text can occur. However, if there is too much space between them or a thick
separator, the two texts no longer count as belonging together in the sense of heading and
paragraph. If a text is not superordinate to a paragraph, it cannot be a heading.

• header: Page or column titles that appear prominently above the entire page. These are
centered at the top of the page and can appear in different font sizes.

• caption: Title lines that are located to the right and left of a page heading or text heading.
They often contain information such as the date.

• inverted-text:Text that is printed white on black. This is often part of decorative elements
but is not marked as a graphic element.

B OCR

A prerequisite for text recognition is baseline or text-line recognition. Both the baseline itself and a
polygon around the text line are annotated. These are generated automatically and only corrected if
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the baseline connects non-contiguous text passages. Lines that have been divided into two baselines
are not corrected. Tables and inverted text are not given baselines.

The text is corrected according to its optical appearance. What is written on the page is transcribed,
even if there are errors in the print or scan. Completely illegible passages are not transcribed.

The transcription is carried out according to level 2 of the OCR-D guidelines (https://ocr-d.de/
en/gt-guidelines/trans/level_2_2.html). This includes the transcription of special charac-
ters such as the ’long s’ (U+017F) or long hyphens (U+2014, em dash). Consistency with the rest
of the data is important here. As these were generated automatically, it is best to look for another
example and adopt that version if the special characters are unclear.

Unlike in the OCR-D guideline, fractions are not transcribed with special characters. Instead, the
fraction is represented with a slash:
1 3
4 = 1 3/4.

In this case, it is important to separate the whole number from the fraction with a space. The same
applies to times with an underscore. Example for clock times: 1145 =11_45 or 11.45 =11._45. (For
both, use non-breaking spaces in future (U+202F))

Transkribus allows the selection of special characters with a virtual keyboard. However, it must
be ensured that the character used is unique. For example, U+2014 and U+2015 are visually
indistinguishable. U+2014 must be used for long hyphens. If the characters are unclear, the OCR-D
guidelines, which include tables for the use of special characters, can also be consulted:

• https://ocr-d.de/en/gt-guidelines/trans/trLigaturen2.html
• https://ocr-d.de/en/gt-guidelines/trans/trFremdsprache.html
• https://ocr-d.de/en/gt-guidelines/trans/ocr_d_koordinationsgremium_
codierung.html

• https://ocr-d.de/en/gt-guidelines/trans/trBeispiele.html
• https://ocr-d.de/en/gt-guidelines/trans/tr_level_1_3.html
• https://ocr-d.de/en/gt-guidelines/trans/trAnfZeichen.html
• https://ocr-d.de/en/gt-guidelines/trans/trGedankenstrich.html
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Abstract and introduction include the scope and contribution of the paper. Our
research produces a pipeline that allows text extraction from historical newspapers at the
article level. This is an important prerequisite for the application of modern NLP-techniques
and will open new research possibilities in the fields of history and economic history.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 6 discusses limitations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We discuss hyperparameters in this text. Our dataset and the code are publicly
available.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our dataset is available online at https://gitlab.uni-bonn.de/digital-
history/newspaper-dataset, the code used in the paper is available through:
https://github.com/NewspaperSegmentation/NewspaperImageSegmentation/tree/master .

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We discuss hyperparameters in section 4. Our code is publicly available.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report mean and standard deviation results for multiple seeds for every
network we trained.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

18

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As outlined in section 4, training requires a modern compute node with 4
GPUs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We use a freely available data-set of historical newspapers. There are no
privacy, security or human rights issues related to our research.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Section 6 discusses the potential impacts of our model and pipeline on the
history and economic history of communities as well as society as a whole.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not pose such a risk.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We release our dataset and code under permissive licenses for scientific
purposes.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our dataset and our codes come with docstrings and instructions, which
document the steps required for the reproduction of our results.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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