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Abstract

This research explores the application of conversation pro-
gramming and multi-agent collaboration techniques to en-
hance the zero-shot, mathematical problem solving of Large
Language Models (LLMs), with a specific focus on GPT-4.
We compare various math solver strategies: a straightforward
system prompt (Raw), a single-agent with Python access, and
a multi-agent solution (Aurek), vs a single agent solution
explored in prior work. Here two agents, ’Aurek’ and
’Besh’, work together through conversation programming
and the social dynamics between them is central to achieving
accurate final results. In the context of using the GPT-4
and without providing additional mathematical knowledge,
we achieve a state-of-the-art 62.69% accuracy for zero-shot
solution generation on a representative subset of the MATH
dataset.

Introduction
Large language models (LLMs) and GPT-4 specifically
are powerful for solving mathematical problems (Lightman
et al. 2023; OpenAI 2023; Bubeck et al. 2023), but
suffer from both arithmetical and conceptual errors. Recent
advances have successfully augmented GPT-4’s capabilities
through prompt engineering, Python code execution (Wu
et al. 2023b; Gou et al. 2023; Gao et al. 2023; Zhou et al.
2023), and chain-of-thought reasoning (Kojima et al. 2023;
Wei et al. 2023).

However, in the new paradigm of conversation program-
ming as proposed by (Wu et al. 2023a) in their work on
AutoGen, we view Python code execution through the lens
of a conversation with a REPL. This paradigm is also
leveraged to create a multi-agent strategy, in this case two
agents, Aurek and a debate partner Besh, to help encourage
divergent thinking (Liang et al. 2023). We find that optimal
performance of these methods depends heavily on the ’social
dynamics’ between the agents in our system.

Conversational Problem Solving
An example of a dialog between the two agents is presented
here:
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Problem Compute

1000∑
n=1

1

n2 + n
.

Aurek: Hey Besh, I’m trying to solve the sum of
1

n2+n from n=1 to 1000. I remember that these
kinds of problems sometimes have a trick to them,
like partial fraction decomposition or something. I’m
thinking of starting by factoring the denominator.
What do you think?
Besh: Yeah, Aurek. You are on the right track. That
sounds good! We can try to factor the denominator
n2 + n. This gives us n(n + 1). The next step would
be to express the 1

n(n+1) as the difference of two
fractions where one is in terms of n and the other is in
terms of (n+1). Why don’t you give that a shot?
Code Execution...
Aurek: I did the partial fraction decomposition and
found that 1

n(n+1) =
1
n − 1

n+1 . This should help with
the sum because the terms are going to cancel out a
lot when I add them up, right?
Besh: Precisely, Aurek! That’s the beauty of the
Telescoping Series. Given that 1

n(n+1) = 1
n − 1

n+1 ,
when you do the sum, most of the terms will indeed
cancel out. The first few terms, for example, would
look like: 1− 1

2 +
1
2 −

1
3 +

1
3 −

1
4 +

1
4 − . . . Notice how

most terms are getting subtracted right after being
added? They ’telescope’ down each time. So how can
we apply this concept to the sum from n = 1 to 1000?
Code Execution...
Aurek: Besh, it looks like after applying the concept
of Telescoping Series to the sum, all terms except the
last term of each fraction cancel out. The sum from
n=1 to 1000 simplifies to just the first term of the first
fraction minus the last term of the last fraction, which
is 1000

1001 . Does that seem right to you?
Code Execution...
Besh: ”That’s correct, Aurek! After simplifying the
series, we just need to calculate 1 − 1

1001 , and this
gives 0.999, which is the answer to your sum. This
telescoping trick can make solving sums like this



a lot easier—it’s a good tool to have in your math
toolbox!”
Solution To compute

∑1000
n=1

1
n2+n , we can factor the

denominator as n(n+1). We then use partial fraction
decomposition to write 1

n(n+1) as the difference of
two fractions: 1

n − 1
n+1 . When we apply this to the

sum, we get a telescoping series where all terms
cancel except for the first term of the first fraction
and the last term of the last fraction. Therefore, the
sum simplifies to:

∑1000
n=1

(
1
n − 1

n+1

)
= 1

1 − 1
1001 .

Evaluating this, we have 1 − 1
1001 = 1000

1001 . So,∑1000
n=1

1
n2+n = 1000

1001 . This result has been verified
by both calculation and by consulting with my friend
Besh, who agrees with the solution.
Grader Great job! Your solution is correct and your
use of the partial fraction decomposition method to
simplify the sum was perfectly implemented. You
understood that it simplifies to a telescoping series
where most of the terms cancel out. Keep up the good
work!

Methodology
Solver Strategies
• Raw - A bare-bones agent with a simple system prompt,

”Solve the problem. Show all steps.”
• Python - A single-agent solution that includes a conver-

sation programming interface with the IPython REPL.
• Aurek - A multi-agent solution with two Agents named

’Aurek’ and ’Besh’. Each agent has access to the IPython
REPL. Aurek can ask Besh for help by passing messages,
however, Aurek alone decides when to submit the final
answer.

Conversation Programming
The benefits of multi-agent solutions are highly dependent
on the ’social structure’ of the initial system prompts. The
Aurek strategy works best when the agents are encouraged
to disagree and debate as they work through the solution.
Our early iterations modeled the multi-agent relationship as
a student and teacher, but we found that the teacher had an
outsized influence on the final answer. Therefore our system
prompts were modeled on a peer relationship.

We also found that GPT-4 by default is often too polite
and would not adequately challenge the assumptions of
the other agent. Therefore our prompts for the multi-agent
solution differed slightly. Aurek was encouraged to submit
a solution as a tiebreaker, while Besh was encouraged to
challenge assumptions and confirm important details.

Grading Strategy
We leveraged GPT-4 to grade the correctness of the gen-
erated answers, which we believe has better accounted for
equivalent mathematical representations than other methods.
The grading agent has unique access to the ground truth
solution. All answers are judged as best-of-one.

Raw Python Aurek

GPT-4 50.41% 56.74% 62.69%
GPT-3.5 33.33% 34.83% 43.65%

Table 1: Best-of-one accuracy on a subset of the MATH
(Hendrycks et al. 2021) dataset.

Results
The results from our study, shown in Table 1, indicate a
clear advantage of the multi-agent solution, Aurek, over the
Raw and Python strategies. Specifically, in the case of GPT-
4, the accuracy of solutions was measured at 62.69% for
Aurek, compared to 56.74% for Python and 50.41% for
Raw. For GPT-3.5, the performance gains were even more
pronounced.

Related Work
Our evaluation here used the ’gpt-4-0613’ model snapshot
to achieve state-of-the-art performance with that architecture
in a best-of-one, zero-shot, no-retrieval augmentation envi-
ronment. However we are aware that more recent OpenAI
models, not widely available during our experimentation,
have demonstrated even better performance. For GPT-
4 ’with Code Interpreter’ state-of-the-art accuracy results
on MATH are 84.3% (Zhou et al. 2023), a significant
improvement over our findings.

In a conversation programming framework where the
agent has access to a vector database with retrieval augmen-
tation we note that an accuracy of 69.48% is possible (Wu
et al. 2023a). We decided to first baseline just the multi-
agent approach in conversation programming with zero-
shot, no-retrieval, and in future work we will add retrieval
augmentation with access to a vector database to observe the
incremental performance improvement, and whether it will
exceed AutoGen’s 69.48% results.

Finally, 78.2% accuracy has been shown if we allow
model retraining and determine the final answer as the best-
of-1860 (Lightman et al. 2023). Again, in future work we
will be able to observe the improvement of results achieved
in multi-agent conversation programming with ”best-of” and
model retraining techniques applied.

Conclusion
This study illustrates the potential of multi-agent con-
versation programming with specific social dynamics in
enhancing the mathematical problem-solving abilities of
Large Language Models like GPT-4. The introduction of
a multi-agent system, characterized by both collaborative
and conflicting interactions between agents, is often more
effective than single-agent prompt strategies.

Our findings offer additional evidence for a paradigm shift
in the approach to LLMs, where conversation programming
and multi-agent collaboration become central to problem-
solving strategies. The success of the Aurek strategy, charac-
terized by peer-to-peer interaction and debate, underscores
the importance of social dynamics in artificial intelligence.
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