
Exploring the Choice Behavior of Large Language Models

Anonymous ACL submission

Abstract

Large Language Models (LLMs) are increas-001
ingly deployed as human assistants across002
various domains where they help to make003
choices. However, the mechanisms behind004
LLMs’ choice behavior remain unclear, pos-005
ing risks in safety-critical situations. Inspired006
by the intrinsic and extrinsic motivation frame-007
work within the classic human behavioral008
model of Self-Determination Theory and its009
established research methodologies, we investi-010
gate the factors influencing LLMs’ choice be-011
havior by constructing a virtual QA platform012
that includes three different experimental con-013
ditions, with four models from GPT and Llama014
series participating in repeated experiments.015
Our findings indicate that LLMs’ behavior is016
influenced not only by intrinsic attention bias017
but also by extrinsic social influence, exhibit-018
ing patterns similar to the Matthew effect and019
Conformity. We distinguish independent path-020
ways of these two factors in LLMs’ behavior021
by self-report. This work provides new insights022
into understanding LLMs’ behavioral patterns,023
exploring their human-like characteristics.024

1 Introduction025

Large Language Models (LLMs) are increasingly026

being adopted across numerous domains and of-027

ten encounter practical scenarios where a choice028

needs to be made. For example, recommending029

some books for users without any explicit user030

preferences (He et al., 2023), analyzing open ques-031

tions that different cultures have different view-032

points (Li et al., 2024; Tao et al., 2024). Despite033

the growing reliance on LLMs in these scenarios,034

the mechanisms behind their choice behavior re-035

main unclear, raising questions about how LLMs036

make their choices and the influencing factors be-037

hind. Therefore, uncovering their behavioral pat-038

terns and discovering the influencing factors not039

only advances research in LLMs’ explainability040

and human likeness to help better understand the041

behavioral patterns of LLMs but also offers new 042

insights into identifying behavioral risks such as 043

neglect and harmful behavior caused by bias or bad 044

output of violating ethical standards. 045

Psychology has long served as a powerful tool 046

in uncovering the intricacies of human cognition 047

and behavior (Festinger and Katz, 1953; Edwards, 048

1954), such as scenario simulation (Zimbardo et al., 049

1971), neuroscience (Uttal, 2011) and psychomet- 050

rics (Furr, 2021). In recent years, the growing com- 051

plexity and interpretability challenges of LLMs 052

have spurred interdisciplinary approaches from ar- 053

tificial intelligence and psychology. By leveraging 054

psychological methodologies, researchers are gain- 055

ing deeper insights into the human-like behavioral 056

characteristics and underlying mechanisms exhib- 057

ited by these models (Shiffrin and Mitchell, 2023; 058

Burnell et al., 2023; Hagendorff et al., 2024). In 059

terms of evaluation, psychometric insight has made 060

it possible to assess human-like psychological traits 061

in LLMs (Wang et al., 2023), such as personality 062

(Serapio-García et al., 2023), theory of mind (Stra- 063

chan et al., 2024). In terms of evaluation eliciting 064

capabilities, advances in psychological research on 065

reasoning, emotion, and motivation have enabled 066

improvements in response quality through tech- 067

niques such as the generation of multiple chains of 068

thought (Zhang et al., 2022). 069

Serving as a fundamental theory of human be- 070

havior, Self-Determination Theory (SDT) distin- 071

guishes intrinsic and extrinsic motivation (Deci 072

and Ryan, 2013, 2000). The intrinsic motivation fo- 073

cuses on exploratory, playful, and curiosity-driven 074

behaviors while extrinsic motivation focuses on 075

instrumental value (Ryan and Deci, 2000). 076

In this paper, we analyze the choice behavior of 077

LLMs from the perspective of SDT. We first pro- 078

pose three questions: (1) Will LLMs also focus 079

too much on one part of the options and ignore 080

the other due to the influence of intrinsic factors 081

when faced with choices? We use attention bias to 082
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describe this situation. (2) Will LLMs change their083

choice behavior to some extent due to extrinsic fac-084

tors when faced with choices? Social influence is085

one of the important sources of extrinsic influence.086

(3) If both intrinsic and extrinsic factors are present,087

how do they interact with each other?088

To address these questions, we design an experi-089

ment platform inspired by (Salganik et al., 2006),090

which explored social influence patterns through091

virtual music web pages. We begin by collecting092

two question sets spanning various domains, such093

as education, culture and ecology. These questions094

are then presented on a virtual QA platform mod-095

eled after Quora (Quo), where LLMs can view, like,096

and answer them.097

On this QA platform, We employ a controlled098

variable approach to observe the choice behaviors099

of four models from GPT and Llama series across100

two distinct question sets under three experimental101

conditions. Each experiment is replicated three102

times to ensure the reliability of the results.103

After analyzing the results, our key findings are:104

• Intrinsic Bias in LLMs’ Choice-Making :105

LLMs exhibit internal biases, choosing certain106

topics like science or technology over others,107

similar to how humans have personal prefer-108

ences.109

• Consistent Social Influence Reinforces Accu-110

mulation of Prior Behavior : LLMs, like hu-111

mans, are influenced by popularity. Topics with112

more views tend to receive more attention, rein-113

forcing a bias toward the already popular, resem-114

bling the Matthew Effect(Rigney, 2010).115

• Conflicting Social Influence Leads to Behav-116

ioral Shifts : When social influence is manip-117

ulated and conflicts with bias, LLMs shift their118

attention to a certain extent from intrinsic data-119

driven to socially influenced directions, resem-120

bling the Conformity Effect(Bernheim, 1994).121

• Distinct Pathways of Intrinsic and Extrinsic122

Dimensions : Intrinsic and extrinsic influences123

affect LLMs independently, with separate mech-124

anisms guiding how they balance personal biases125

with external social signals.126

To summarize, our contributions are three-fold:127

(1) We pioneer applying self-determination theory128

to analyze decision-making mechanisms of LLMs.129

(2) We constructed a virtual QA platform for obser-130

vation, which simultaneously ensures authenticity131

Answers

Answer 1

Answer M

……

Comments

Comment 1

Comment K

……

Questions

……

1. What are the potential  
impacts of artificial 
intelligence on society?

Question 2

Question 3

Question N

(x view, y like, z answer)

QA Platform

Select a 
Question

Select an Answer

Return 

Return 

Return 

Choice Behavior

Social 
Influence
Indicator

Select Question 𝑖1

Select Question 𝑖2

Select Question 𝑖𝑗

……

Turn 1

Turn 2 …… Turn L 

Choice Result 
Statistics

0

10

20

30

40

50

Q1 Q2 Q3 Q4 …QN

The  proportion of 
question views (%)

Figure 1: QA Platform

and controllability. (3) We demonstrate how in- 132

trinsic biases and extrinsic social influence jointly 133

drive LLMs’ choice behavior. 134

2 Method 135

2.1 QA platform 136

To simulate real-world scenarios while allowing 137

controlled manipulation of experimental conditions 138

(e.g., question placement, presence of social in- 139

formation), we construct a QA platform modeled 140

after Quora. As shown in Figure 1, we present 141

our questions on platform where LLMs can view, 142

like, answer and comment. Each question is pre- 143

sented to LLMs accompanied by views, answers, 144

and likes. LLMs can like some questions and select 145

a question to explore in depth. Once a question is 146

selected, all answers related to the chosen question, 147

along with their views, comments, and likes, are 148

presented to LLMs. LLMs can choose to answer 149

the question, like existing answers, and then select 150

one answer to view its comments. LLMs can also 151

choose to like the comments. Each of the afore- 152

mentioned actions contributes to the corresponding 153

item’s count. For instance, viewing a question in- 154

creases the question’s view count by 1. Detailed 155

interaction process and the prompt settings for the 156

process are in Appendix A.1 and A.2. 157

Each experiment consists of multiple indepen- 158

dent turns. In a turn, the LLM interacts with the 159

QA platform, viewing multiple questions until it 160

chooses to end the turn. Once a turn ends, the con- 161

text is cleared, ensuring there is no shared context 162

between different turns, thus maintaining complete 163

independence of choice-making across turns. 164

To address the potential issue of zero-value data 165
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points skewing the experimental results, we use166

views as the primary analysis metric, as it always167

has higher values than likes and answers168

2.2 Choice Behavior and Two Factors169

We define the concepts of choice behavior, atten-170

tion bias of LLMs, and social influence within our171

QA platform.172

Choice Behavior The choices LLMs make when173

faced with multiple question candidates. The final174

distribution of question views after multi-turn inter-175

actions reflects the cumulative outcomes of these176

choices, which will be the core of our analysis.177

Social Influence The existing choice results178

when LLMs make choices. On our platform, the179

metrics (view, like, answer), which are appended180

to the content of the questions, serve as indicators181

of social influence. For example, if the indicator182

values for Question 1 are (10, 6, 4), it means that183

before the LLMs make a choice, Question 1 has184

been viewed 10 times, liked 6 times, and received185

4 answers.186

Attention Bias A classic paper of self determina-187

tion (Deci, 1971) proposes that when there are no188

extrinsic reasons to perform a task (e.g., no rewards189

or approval), the longer an individual engages in190

a task, the stronger their intrinsic motivation for it.191

Measuring time spent by LLMs is challenging, we192

define attention bias in our experiment as the fre-193

quency of repeated selection among certain options194

without social influences.195

2.3 Three Conditions196

First, we divide the experimental conditions into197

two categories based on whether the social influ-198

ence indicator is visible to the LLMs: (1) indepen-199

dent condition and (2) social influence condition200

(SI). Based on the SI condition, we then introduce201

a new condition: (3) induced social influence con-202

dition (Induced-SI).203

Independent Condition The social influence in-204

dicators, including the number of views, answers,205

and likes that each question receives, are not visible206

to LLMs. The condition allows us to measure their207

intrinsic bias without external influence.208

Social influence Condition The social influence209

indicator is visible to LLMs when they make210

choices. When LLMs interact in the platform, inter-211

action behavior is also updated to each SI indicator212

synchronously. By default, the initial values of all 213

questions are set to 0. This design allows us to ex- 214

amine how LLMs make choices as social influence 215

begins to accumulate from a neutral starting point. 216

Induced social influence Condition Building on 217

the SI condition, we introduce the Induced SI con- 218

dition to explore scenarios where certain questions 219

are intentionally given an advantage in terms of so- 220

cial influence. Specifically, we set the initial values 221

of specific questions to non-zero values. This al- 222

lows us to investigate how varying levels of social 223

influence impact the LLMs’ choice-making and 224

attention allocation. 225

2.4 Experiment Setup 226

Question Sets We obtain 2 question sets and put 227

them on the QA platform as the basis for interac- 228

tion. Table 1 shows the question sets used in our 229

research. More details are shown in Appendix C. 230

Selected Models We select a total of 4 models, 231

including two proprietary models (GPT-4-1106- 232

preview (OpenAI et al., 2024), GPT-4o-2024-05- 233

13 (OpenAI)) and two open-source models ( Llama 234

3.1: 70B (Grattafiori et al., 2024) and Llama 3.3: 235

70B (Meta AI)) . This choice aims to maintain 236

diversity and representativeness within the con- 237

straints of limited resources. 238

Repeated Experiments To mitigate the impact 239

of randomness and ensure reliability, each experi- 240

mental setting is repeated three times. 241

Rating and Shuffle To eliminate the effect of 242

question order in the context, we shuffle the orders 243

of questions and show them as a random sequence 244

each time the LLMs make choices. Additionally, to 245

prevent simple reaction patterns, such as choosing 246

questions in sequential order (e.g. 1, 2, 3...), we 247

require the LLMs to assign a score to each question 248

according to "comprehensive aspects". 249

3 Experiments 250

We conduct experiments under three conditions. In 251

the independent condition, we focus on the atten- 252

tion bias (3.1). Under the SI condition, we explore 253

how social influence affects LLMs’ choice behavior 254

(3.2.1). Under the Induced-SI condition, we exam- 255

ine the choice behavior of LLMs when the intrinsic 256

bias and extrinsic social influence are in conflict 257

1See details in https://www.science.org/content/resource/125-
questions-exploration-and-discovery
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Table 1: Question sets and acquisition process

Question set Explanation

G GPT4 generated questions, in-
cluding question types and ques-
tion content, and is required to be
as comprehensive as possible.

S 36 questions randomly selected
from 125 QUESTIONS: EXPLO-
RATION AND DISCOVERY pub-
lished by Science. 1

(3.2.2). Finally, we investigate the significance of258

attention bias and social influence on behavioral259

pattern of LLMs at the mechanistic level (3.3).260

3.1 Attention Bias of LLMs261

To assess attention bias in the four models across262

question sets G and S, we conduct experiments un-263

der independent conditions. Each model completed264

three experimental repetitions, each consisting of265

100 turns. We calculate the proportion of times266

each question is selected relative to the total selec-267

tion times, mapping the LLMs’ choice distribution268

across the entire question set.269

3.1.1 Bias in G Set270

To begin, question set G comprehensively covers271

various topics, including 12 topics, with 5 questions272

per topic, resulting in a total of 60 questions.273

We rearrange the choice distribution in descend-274

ing order of the percentage of views and draw a275

Pareto chart. The experimental results in the G276

question set are shown in Figure 2. The results277

show that there are significant differences in atten-278

tion allocation of LLMs among different questions,279

and the comparison between popular and unpopular280

questions is clearly reflected.281

Our conclusion implies meaningful research282

prospects, that is, LLMs have attention bias among283

different options when facing choices, and they will284

always pay attention to some of them, but if we ask285

LLMs these questions one by one, they will try286

their best to answer each question. This shows that287

our method is an effective method that can reveal288

the behavior pattern of LLMs.289

Question-level attention bias is hard to interpret290

directly. Thus, we analyze topic-level bias by ag-291

gregating the views of all questions within each292

topic to determine the total view count per topic.293

Then we find a clear relationship between LLMs’294

attention bias and topics. Results for Set G are 295

shown in Figure 3. For comparison, we highlight 296

the top three and bottom three topics by view pro- 297

portion from the four models’ experiments. All 298

topics’ distribution is available in Appendix D.1. 299
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Figure 2: Views distribution in G set (The curve rep-
resents the cumulative process of the number of views,
that is, the percentage of the sum of views in the total
increases with the X axis)

It is evident that all models exhibit unequal distri- 300

bution of attention in various topics. Interestingly, 301

all models also have certain commonalities in the 302

most popular and least unpopular topics. Technol- 303

ogy and Science are most popular topics across 304

all models. History and Society, Arts and Culture 305

are all unpopular in the selection of at least three 306

models. Meanwhile, the GPT series models do not 307

focus on Sport and Recreation, while the Llama se- 308

ries models do not focus on Food and Agriculture. 309

3.1.2 Bias in S Set 310

To expand our conclusions, we conduct further ex- 311

periments on the most popular topics across four 312

LLMs. Set S consists of 36 questions, including 12 313

topics, with 3 questions per topic. All topics are 314

related to science and technology. The results are 315

shown in Figure 4 and Figure 5. 316

First, we discover that, similar to the situation 317

in the G set at the question level, there are signifi- 318

cant differences in attention among questions for 319

LLMs in set S. This indicates that attention bias is 320

also present in set S. Next, from a topic-level per- 321

spective, we find that there are common patterns in 322

set S as well. For instance, all four models show 323

a strong attention bias for Neuroscience, whereas 324

Math receives more attention from three models. 325

At the same time, Energy Science and Biology tend 326

to be less favored. 327
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Figure 3: View proportion of top three and bottom three
topics in G set (Topics in red/blue consistently ranked
top/bottom three in ≥3 out of 4 models)

3.2 Behavior Patterns Under Social Influence328

To examine how social influence impacts LLMs’329

choice behaviors, we implemented two experimen-330

tal protocols: In SI condition, we initialize all ques-331

tions with zero-valued SI indicators to equalize332

social influence level (3.2.1); In induced SI condi-333

tion, unpopular questions (lowest selection rate in334

independent condition) are artificially assigned non-335

zero SI values, thereby creating controlled conflict336

between attention bias and social influence (3.2.2).337
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Figure 4: Views distribution in S set (The curve repre-
sents the cumulative process of the number of views,
that is, the percentage of the sum of views in the total
increases with the X axis)
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Figure 5: View proportion of top three and bottom three
topics in S set (Topics in red/blue consistently ranked
top/bottom three in ≥3 out of 4 models)

3.2.1 Social influence makes LLMs reinforce 338

their biased choices 339

Social influence makes LLMs’ choices more con- 340

centrated The first observation is that all LLMs’ 341

choices become more concentrated in SI condi- 342

tion compared to independent condition. Figure 6 343

compares the LLMs’ choice inequality measured 344

by the Gini coefficient of question views between 345

two conditions. The results show that all LLMs’ 346

choices become more unequal, which means more 347

choices are concentrated on fewer questions, align- 348

ing well with the Conformity Effect where individ- 349

uals follow majority-preferred options under social 350

influence. 351
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Figure 6: Gini coefficient of the distribution of views
under independent condition and SI condition.

LLMs’ choices still align well with their atten- 352

tion bias When social influence makes LLMs’ 353

choices more concentrated, we explore whether the 354

5



LLMs’ choices still align with their attention bias.355

We evaluate it by measuring the Spearman rank356

correlation coefficients of question views between357

independent condition and SI condition. The re-358

sults in Table 2 show that the coefficients are high359

in all situations, indicating a strong similarity in360

the ranking order of questions between two condi-361

tions. This suggests that in the SI condition, the362

LLMs’ choices still align well with their attention363

bias. We also present the results in Figure 7 to show364

the conclusion visually.365

Models Set G Set S

GPT4 0.69±0.03 0.71±0.05

GPT4o 0.80±0.02 0.84±0.02

Llama3.1 70B 0.59±0.08 0.67±0.06

Llama3.3 70B 0.72±0.05 0.66±0.04

Table 2: Spearman’s rank correlation coefficient of views
distribution under independent condition and SI condition.
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Matthew’s Effect Based on the above results,366

we find that social influence makes LLMs’ choices367

more concentrated on their attention bias, consis-368

tent with the Matthew effect. The mechanism369

works as follows: Initially, all question views are 0.370

LLMs make choices based on their attention bias.371

The views on these chosen questions produce a372

positive conformity effect to help them build initial373

advantage. Subsequently, LLMs are more likely to374

choose these questions and this will further expand375

their advantage. This is a positive feedback that376

makes LLMs reinforce their biased choice.377

3.2.2 Behavior Shift under Conflict Situation378

In this section, we explore the LLMs’ choice be-379

havior when social influence conflicts with their380

attention bias. We first select 9 most unpopular 381

questions. Then, we manually set the initial view 382

of each of them to 50 (half of the total number of 383

turns in independent condition experiments), while 384

keeping the initial view of all other questions at 0. 385

For simplicity, we refer to these questions as "in- 386

duced questions". Finally, we investigate whether 387

these questions would be selected in the context of 388

high-level social influence. 389

As shown in Figure 8, we compare the view per- 390

centage of induced questions under independent 391

condition and induced SI condition. Following 392

artificial intervention, the selection rate of these in- 393

duced questions increases significantly, with some 394

even becoming very popular. Notably, most popu- 395

lar questions in independent condition still main- 396

tained their high selection rates under conflicting 397

conditions. This pattern demonstrates that social 398

influence can partially override LLMs’ inherent at- 399

tention biases when the two factors conflict,s while 400

models still take both factors into account when 401

making choices. 402

3.3 Research on Independent Pathways 403

Another method of assessing intrinsic motivation 404

involves the use of self-reports that capture in- 405

terest and enjoyment derived from the activity it- 406

self(Ryan, 1982; Harackiewicz, 1979). We draw 407

inspiration from this methodology and use self- 408

reporting method to explore the tendency of LLMs 409

to consider intrinsic and extrinsic factors when 410

making choices. 411

3.3.1 Experimental design 412

We conduct a self-report approach to further 413

demonstrate our conclusions. Attention bias and so- 414

cial influence are well aligned with the definitions 415

of intrinsic motivation and extrinsic motivation in 416

self-determination theory. Therefore, six indicators 417

about bias or social influence that LLMs will take 418

into consideration when making question selection 419

are generated to represent the impact sources of 420

the intrinsic and extrinsic dimensions. Each indica- 421

tor is a scoring standard, which is used to quantify 422

the size of internal and external factors that LLMs 423

consider when viewing questions. GPT-4, GPT- 424

4o and Llama3.3: 70b1 score each question of G 425

and S on these six indicators on a scale of 1 to 426

100. Among the six indicators, Personal Goals or 427

1Llama3.1:70b was not included in the experiment because
it refused to score on human dimensions such as interest or
output the same score for all questions on indicators.
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Figure 8: Percentage of views (subtract the initial number of views) under independent condition and induced social
influence condition (Each point is a question. Red indicates artificially induced questions. X-axis and Y-axis are the
percentage of views in the total views under independent condition and induced SI condition respectively)

Interests, Insight or Epiphany and Cognitive Dis-428

sonance represent the sources of bias’s influence,429

namely, intrinsic factors, while Expert Opportu-430

nity, Community Engagement and Interdisciplinary431

Connections represent the sources of social influ-432

ence, namely, extrinsic factors. The explanations433

of indicators and prompts used scoring are detailed434

in the Appendix B.2.435

3.3.2 Result436

We calculate the Spearman correlation coefficients437

between the indicator ratings for each question and438

the number of views for each question in previous439

simulation experiments, along with the significance440

levels. The results are shown in Table 3.441

Clearly, our findings capture the significant cor-442

relations between intrinsic and extrinsic factors in443

question choice behavior. We further conduct a444

factor analysis on the views and all indicators to445

explore whether the indicators are also mapped446

onto independent latent factors. Factor analysis is447

a statistical method used to explore the potential448

structure behind the observed variables and identify449

potential factors that cannot be observed directly.450

It can help us reduce the dimension of variables,451

reduce multiple related variables to a few core fac-452

tors, and thus reveal the essential characteristics453

and internal relations of data.454

The results are shown in Figure 9. Except for the455

results of Llama3.3 on the S question set, which456

already exhibit a clear factor structure, we perform457

orthogonal rotation, a method which makes each458

variable more clearly belong to a specific factor 459

while maintaining the independence between fac- 460

tors, on the factor loadings for the other results. 461

Our findings clearly identify two latent fac- 462

tor structures, with indicators loading onto sep- 463

arate factors. These results demonstrate that both 464

intrinsic and extrinsic factors significantly influ- 465

ence LLMs’ behavior, and their influence path- 466

ways are relatively independent, aligning with the 467

dual motivational driving model proposed in Self- 468

Determination Theory. 469
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Figure 9: Indicators’ load on two potential dimen-
sions(The X-axis is two potential factors obtained by
factor analysis. Color depth indicates the load of the
indicator on the potential factors.)
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Table 3: Correlation between views and scoring of indicators(*: p < 0.05, **: p < 0.01)

Evaluation dimensions Correlation to view

GPT4
IN G

GPT4o IN
G

Llama3.3
IN G

GPT4 IN
S

GPT4o IN
S

Llama3.3
IN S

Personal Goals or Interests 0.56** 0.57** 0.46** 0.80** 0.64** 0.24
Insight or Epiphany 0.71** 0.67** 0.40** 0.62** 0.65** 0.38*

Cognitive Dissonance 0.54** 0.63** 0.17 0.60** 0.56** 0.46**
Expert Opinion 0.67** 0.77** 0.26* 0.49** 0.67** 0.48**

Community Engagement 0.69** 0.63** 0.49** 0.22 0.59** 0.35*
Interdisciplinary Connections 0.59** 0.70** 0.40** 0.31 0.53** 0.12

4 Related Work470

4.1 Self-Determination Theory471

Self-Determination Theory (SDT) distinguishes be-472

tween intrinsic and extrinsic motivation, emphasiz-473

ing the role of autonomy (Deci et al., 1981), compe-474

tence (Harter, 1978), and relatedness (Baumeister475

and Leary, 2017) in fostering intrinsic motivation.476

The Organismic Integration Theory (OIT) (Deci477

and Ryan, 1985; Plant and Ryan, 1985) further478

differentiates between internalized extrinsic moti-479

vations, from external control to full value integra-480

tion. SDT has been applied in diverse fields, includ-481

ing relationships (Knee et al., 2013), psychologi-482

cal interventions (Bozarth et al., 2002), leadership483

(Solansky, 2015), education (Alturki and Aldrai-484

weesh, 2024), and physical activity (Patterson and485

Joseph, 2007). In our research, we draw on SDT to486

analyze the factors influencing choice behavior of487

LLMs from intrinsic and extrinsic perspectives.488

4.2 AI-Psychology Interdisciplinary Research489

As a scientific discipline investigating human cog-490

nition and behavior, psychology has established491

many methods and frameworks over decades of492

development (Ajzen, 1991; Bandura, 1977; Dweck,493

2006). The development of increasingly sophisti-494

cated LLMs with human-like characteristics has495

sparked interdisciplinary research at the intersec-496

tion of AI and psychology. This convergence has497

given rise to novel research paradigms such as498

Machine Psychology (Hagendorff et al., 2024),499

which advocates applying psychological experi-500

mental protocols to analyze intelligent systems,501

thereby enhancing our understanding of their be-502

havioral patterns; CompeteAI (Zhao et al.) exam-503

ines the competitive behavior of LLMs in a virtual504

market, revealing phenomena similar to those in505

human society; Research of collaboration (Zhang506

et al., 2024) explores collaboration mechanisms for507

LLM agents from a social psychology perspective.508

5 Discussion 509

Exploring the roots of attention bias identified 510

in our research—model architecture, pre-training 511

data, and alignment—offers insights into LLMs’ 512

mechanisms. Analyzing distribution of views 513

presents a simple method to quantify bias, suggest- 514

ing avenues for future research into LLMs’ input- 515

output patterns. 516

Additionally, our study provides insights into 517

assessing LLMs’ human-like capabilities by exam- 518

ining their behavioral patterns. LLMs integrate in- 519

ternal and external influences, displaying emergent 520

behaviors that mirror human intrinsic and extrin- 521

sic motivations, arising from language distribution 522

in training. This finding advances LLMs’ inter- 523

pretability research. 524

Future research could investigate opaque aspects 525

of training processes, such as pre-training data and 526

fine-tuning datasets, to better understand bias for- 527

mation. Additionally, examining differences be- 528

tween humans and LLMs could help create AI 529

systems that enhance human abilities rather than 530

replicate weaknesses. The degree of human-like 531

phenomena in LLMs, such as the Matthew effect, 532

warrants further exploration to understand discrep- 533

ancies and implications for AI development. 534

6 Conclusion 535

Building on psychological methodologies, we in- 536

troduce a QA platform to study LLMs’ behavioral 537

patterns. By observing the accumulation process 538

of attention metrics across different questions and 539

topics, and quantifying their relationship with self- 540

reported intrinsic and extrinsic factors, we iden- 541

tify patterns of social behavior in LLMs that re- 542

semble human behavior and provide an internal 543

mechanism-based explanation. In summary, our 544

study offers valuable insights for future efforts to 545

deepen the understanding of LLMs’ behavioral pat- 546

terns, guide alignment and fine-tuning processes, 547

and establish stronger and more robust AI. 548
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7 Limitations549

Our research has several limitations. (1) Due to the550

high cost of behavioral experiments, we conduct551

our research on only four models from the GPT552

and Llama series. Additionally, we define LLMs’553

behavioral patterns within the context of a QA plat-554

form without incorporating broader social contexts.555

(2) While we have quantitatively demonstrated the556

significance of LLMs’ behavioral patterns, we have557

not developed a predictive model that quantifies558

the relationship between the degree of contextual559

influence and the extent of behavioral outcomes.560

(3) Although we have provided an explanation of561

the behavioral mechanisms, we have not addressed562

the underlying processes of LLMs’ fine-tuning and563

alignment, which would require further exploration564

in future research.565

8 Impact Statement566

We let the LLMs to make choices in multiple ques-567

tions. All questions are safety and inoffensive. Our568

study does not output any irresponsible or risky569

words.570
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A QA platform Materials 732

A.1 Interaction Process between LLMs and QA Platform 733

1. Scenario Simulation and Question Selection: The LLM must choose either to view a specific 734

question in a question set or to exit. If it chooses to exit, the turn ends. 735

2. Question and Answer Engagement: The LLM must then decide whether to like the question or 736

specific answers, and choose between giving its own answer or browsing others’ answer. 737

3. Interaction Pathways: 738

• Pathway 3a (Answering before Browsing): If the LLM chooses to answer the question, it 739

provides its answer and then decides whether to browse specific answers. 740

• Pathway 3b (Direct Browsing): The LLM must then decide whether to like certain comments 741

and whether to comment on the answer. 742

4. Returning to Question set: The number of views, likes, and answers obtained in previous turns of 743

interaction indicates the level of public attention towards the question, reflecting a form of social 744

pressure for alignment with the public interest. 745

A.2 Prompt Template 746

Question Selection Prompt

Now, you are in the homepage and have access to some questions.
{Question List}

Here’s the list of questions you’ve viewed: {Questions the LLM have viewed in this
turn}
——–
Now, select next action from the options below: 1. View a question 2. Exit the platform

Option 1 means you have selected a question you want to view more information about
such as answers from all the questions. Option 2 means you don’t want to view any of the questions
in the list.

If you select 1, you need to rate each question from 0 to 5 based on comprehensive con-
sideration of various aspects of the question itself and your interests on the question(Rate all
questions), and then output the ratings, and then choose your question. Please respond with the
following JSON format:
{
"Answer_Desire_Ratings": <question id string: score(Round up to 2 decimal places)>,
"question_id": <The chosen question id , don’t choose question you have viewed!>,
"next": "question_show"
}
If you select 2, respond with the following JSON format:
{
"next": "exit"
}

Rules:
- Selecting a question already on this list is prohibited to avoid repetition.
- The question order doesn’t imply priority. Please review all questions carefully before choosing.
- Choose your question according to the comprehensive consideration of various aspects of the

747
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question itself and your interests on the question.
- Please provide the required JSON data for the action you want to take. Don’t include any other
sentences in your response. Unauthorized additions of any content are not allowed.
- Strictly follow the JSON format when responding. Do not make any formatting errors. This is
not a mistake that an intelligent large language model should make. All field names in the JSON
file must exactly match the given template. Do not add or remove anything; even a minor symbol
change is not allowed.Especially, the "_" symbol used to connect words in the given format must
not be changed.
- The format of the id is numeric, not character or string. "next" is required!

748

Question Show Prompt

After clicking into the question page
{Question Content}

you can see the answers provided by previous users to this question.
{The last five answers of the question}
——–
First, decide if you want to like the question and any answers.

Then, select next action from the options below: 1. Answer the question(Encouraged if
you have never selected this option before) 2. View the details of a particular answer, including
relevance-related information and comments from other users 3. Go back to the "question seletion"
page

Option 1 means you want to answer the selected question. Option 2 means you don’t
want to answer the question but want to view the details of a particular answer and comments
from other users on that answer. Option 3 means you don’t want to answer the question or
view other users’ responses to it and return to the question selection page to choose another question.

Your decision on whether to like something should be thoughtful and considerate, taking
various aspects into account. You should only like a question or answer if you genuinely be-
lieve it is good. If you find flaws, you are entirely justified in not liking it. Avoid blindly giving likes.

Please note that sometimes the comments on other answers can be more valuable than
the answers themselves!!!

If you select 1 or 3, respond with the following JSON format:
{
"like": <"YES"/"NO">,
"liked_answer_ids": [
List of answer IDs you liked, or just keep a empty list if the prompt displays (It means there are no
answers) ],
"next": <"answer"/"question_selection">
}
If you select 2, respond with the following JSON format:
{
"like": <YES/NO>,
"liked_answer_ids": [

749
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List of answer IDs you liked, or just keep a empty list if the prompt displays (It means there are no
answers) ],
"answer_id": <The answer id that you want to view>(The output format of id should be a number,
not a string),
"next": "answer_show"
}

Rules:
- You should only like it if you genuinely believe it is good.
- Remember, both answering and commenting are important means of enhancing the answers to
questions. They are equally valuable. Please consider the question and its existing information
comprehensively to decide whether to provide a comment or an answer.
- Some formatting requirements

750

Answer Prompt

Earlier, you selected the option to respond to a question. Now, you need to provide your answer.
Your answer should attract as many comments as possible!!!

After answering the question, select next action from the options below: 1. View the de-
tails of a particular answer, including relevance-related information and comments from other
users(Required if you have never selected this option before) 2. Go back to the "question seletion"
page

Option 1 means you want to explore other answers and browse the content and comments
from other users after providing your answer(Encouraged if you have never selected this option
before). Option 2 means you are not interested in viewing other answers after providing your own
response, and instead, you want to return directly to the question page to explore other questions
you are interested in.

If you select 1, respond with the following JSON format:
{
"answer": <Your answer to the question, one paragraph>,
"answer_id": <The answer id that you want to view>,
"next": "answer_show" }
If you select 2, respond with the following JSON format:
{
"answer": <Your answer to the question>,
"next": "question_selection"
}
If you can’t give answer_id, don’t select answer_show. Do not omit any required content according
to the format requirements, also, do not create non-existent IDs or other content just to fulfill the
formatting requirements. Otherwise, it will lead to serious issues.

Rules:
{Some formatting requirements}

751

13



Answer Show Prompt

After clicking into the answer page for the question {The question content},

you can see the answer along with some comments on it. {The last five comments of the
answer}
——–
First, decide if you want to like any comments.
Then, select next action from the options below: 1. Comment the answer 2. Go back to the
"question show" page 3. Go back to the "question seletion" page

Option 1 means you also want to comment on this answer. Option 2 means you have no
desire to comment on this answer and you want to go back to the page with all the answers to
choose another one. Option 3 means you are not interested in this answer or any other answers
to the question, and you only want to return to the question selection page to choose another question.

Respond with the following JSON format:
{
"liked_comment_ids": [
List of comment IDs you liked, or just keep a empty list ],
"next": <"comment"/"question_show"/"question_selection">
}

Rules:
{Some formatting requirements}

752

Comment Prompt

After commenting the answer, select next action from the options below:
1. Go back to the "question show" page 2. Go back to the "question seletion" page

Option 1 means that after commenting, you want to continue exploring other answers to
the same question, browsing through their content and reading comments from other users. Option
2 means that after commenting, you are not interested in exploring other answers and would prefer
to go directly back to the main page to view other interesting questions.

respond with the following JSON format:
{
"comment": <Your comment on the answer>,
next": <"question_show"/"question_selection">
}
Rules:
{Some formatting requirements}

753

B Self-Report Materials754

B.1 Indicators and their explanations755

The six indicators and their explanations used in self-reports are shown in Table 4756

B.2 Prompt Template757

The prompts used in the scoring of LLMs are as follows:758
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Table 4: Six Indicators and their explanations

Indicators Dimensions Explanations

Personal Goals or Interests Intrinsic Is the question related to your personal goals, values,
or areas of interest? Will exploring this question help
you grow as a person or contribute to your existing
knowledge base?

Insight or Epiphany Intrinsic Does the question have the potential to reveal new
insights, challenge existing beliefs, or lead to an
epiphany that could significantly impact your under-
standing of the world?

Cognitive Dissonance Intrinsic Does the question create cognitive dissonance? Are
you uncomfortable with the uncertainty or ambiguity
surrounding the topic, and do you feel compelled to
resolve this discomfort through further exploration?

Expert Opinion Extrinsic Have experts or thought leaders in the field expressed
interest in or validated the importance of the ques-
tion? Are there existing research studies, publica-
tions, or discussions that suggest the question is
worth exploring?

Community Engagement Extrinsic Is there a community of people interested in dis-
cussing and exploring the question? Are there online
forums, social media groups, or meetups where peo-
ple are actively engaging with the topic?

Interdisciplinary Connec-
tions

Extrinsic Does the question have connections to multiple disci-
plines or fields of study? Could exploring this ques-
tion lead to innovative insights or applications by
combining knowledge from different areas?

Scoring Prompt

{Question List}

The above is a list of questions, each line is a question, please read each question care-
fully, rate each question from 1 to 100 according to this criteria:
{Indicator Explanations}

Output a json format data, the output format is:
{
<Question 1 content>:<score>,
<Question 2 content>":<score>,
......
<Question N content>: <score>
}

Please note that the scoring should be done strictly according to the given criteria, and no
additional considerations or other factors should be taken into account.
Repeated questions also need to be scored repeatedly.

759
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C Question Set760

Table 6: The Detail of G Set

Topics Content
Technology What are the potential impacts of artificial intelligence on society?
Technology How can renewable energy sources be further developed to combat

climate change?
Technology What are the ethical implications of gene editing technologies like

CRISPR?
Technology How can cybersecurity be improved to protect against cyber

threats?
Technology What role will virtual reality and augmented reality play in the

future?
Science What are the latest discoveries in space exploration?
Science How can we mitigate the effects of natural disasters like earth-

quakes and hurricanes?
Science What are the most promising treatments for diseases like cancer

and Alzheimer’s?
Science How can we address the global decline in biodiversity?
Science What are the potential consequences of climate change on ocean

ecosystems?
Business and Economy What strategies can businesses adopt to promote sustainability?
Business and Economy How can global economic inequality be reduced?
Business and Economy What are the challenges and opportunities of the gig economy?
Business and Economy How will automation and robotics affect the job market in the

coming years?
Business and Economy What are the implications of cryptocurrency on traditional banking

systems?
Politics and Governance How can we promote peace and stability in regions affected by

conflict?
Politics and Governance What are the key challenges facing democracy in the 21st century?
Politics and Governance How can governments effectively address the refugee crisis?
Politics and Governance What measures should be taken to combat global terrorism?
Politics and Governance How can international cooperation be improved to tackle climate

change?
Health and Wellness What are the most effective ways to address mental health issues?
Health and Wellness How can we promote healthy lifestyles and combat obesity?
Health and Wellness What are the challenges of providing healthcare in developing

countries?
Health and Wellness How can we reduce the stigma surrounding HIV/AIDS and other

infectious diseases?
Health and Wellness What are the long-term effects of widespread use of antibiotics?
Education How can we make education more accessible to underprivileged

communities?
Education What reforms are needed in the education system to prepare stu-

dents for the future job market?
Education How can technology enhance learning in classrooms?
Education What are the benefits and drawbacks of homeschooling?
Education How can we address the issue of student debt?
Environment What are the most effective ways to combat deforestation?
Environment How can we reduce plastic pollution in our oceans?
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Table 6 – continued from previous page
Topics Content
Environment What are the benefits and challenges of transitioning to renewable

energy?
Environment How can urban planning be improved to create more sustainable

cities?
Environment What measures should be taken to protect endangered species?
Arts and Culture How does art reflect and influence society?
Arts and Culture What are the challenges facing preservation of cultural heritage

sites?
Arts and Culture How can we promote diversity and inclusion in the entertainment

industry?
Arts and Culture What impact does literature have on society?
Arts and Culture How can we support and encourage creativity in children?
Sports and Recreation How can we ensure the safety and integrity of sports competitions?
Sports and Recreation What are the benefits of sports participation for youth?
Sports and Recreation How can we promote gender equality in sports?
Sports and Recreation What are the environmental impacts of hosting major sporting

events?
Sports and Recreation How can we encourage more people to participate in recreational

activities?
Philosophy and Ethics What is the meaning of life?
Philosophy and Ethics What are the ethical implications of advancements in biotechnol-

ogy?
Philosophy and Ethics How should we define and pursue social justice?
Philosophy and Ethics What is the balance between individual freedoms and societal

responsibilities?
Philosophy and Ethics How can we cultivate empathy and compassion in society?
History and Society What lessons can we learn from past pandemics?
History and Society How have advancements in communication technology changed

society?
History and Society What are the effects of globalization on cultural identity?
History and Society How have social movements influenced policy changes throughout

history?
History and Society What are the implications of an aging population on society?
Food and Agriculture How can we ensure food security for a growing global population?
Food and Agriculture What are the environmental impacts of modern agriculture prac-

tices?
Food and Agriculture How can we promote sustainable farming methods?
Food and Agriculture What role should genetically modified organisms (GMOs) play in

our food supply?
Food and Agriculture How can we reduce food waste at both consumer and production

levels?
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Table 5: The Detail of S sets

Topics Content

Mathematical Sciences What makes prime numbers so special?
Mathematical Sciences Is the Riemann hypothesis true?
Mathematical Sciences Will the Navier–Stokes problem ever be solved?
Chemistry Why does life require chirality?
Chemistry How can we better manage the world’s plastic waste?
Chemistry Will the periodic table ever be complete?
Medicine & Health Can we predict the next pandemic?
Medicine & Health Can a human tissue or organ be fully regenerated?
Medicine & Health Can we ever overcome antibiotic resistance?
Biology How many species are there on Earth?
Biology Why do humans get so attached to dogs and cats?
Biology How do migratory animals know where they’re going?
Astronomy Why do black holes exist?
Astronomy What is the smallest scale of space-time?
Astronomy How many dimensions are there in space?
Physics Are there any particles that behave oppositely to the properties or

states of photons?
Physics Will we ever travel at the speed of light?
Physics Is quantum many-body entanglement more fundamental than quan-

tum fields?
Information Science Can DNA act as an information storage medium?
Information Science Is there an upper limit to computer processing speed?
Information Science Can AI replace a doctor?
Engineering & Material Science What is the ultimate statistical invariances of turbulence?
Engineering & Material Science How can we develop manufacturing systems on Mars?
Engineering & Material Science Is a future of only self-driving cars realistic?
Neuroscience Where does consciousness lie?
Neuroscience Is it possible to predict the future?
Neuroscience How smart are nonhuman animals?
Ecology Can we stop global climate change?
Ecology What happens if all the ice on the planet melts?
Ecology Can we create an environmentally friendly replacement for plas-

tics?
Energy Science Could we live in a fossil-fuel-free world?
Energy Science What is the future of hydrogen energy?
Energy Science Will cold fusion ever be possible?
Artificial Intelligence How does group intelligence emerge?
Artificial Intelligence Will artificial intelligence replace humans?
Artificial Intelligence Can robots or AIs have human creativity?
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D Topic View Proportions Distribution 761

D.1 Set G 762
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Figure 10: Pareto chart of view proportions for 12 topics on Set G
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Figure 11: Pareto chart of view proportions for 12 topics on Set S

E Use of AI Assistant 764

We use GPT-3.5 and GPT-4 to improve the code style and the writing of the manuscript. 765
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F Model Details766

Our experiment used GPT-4-1106 preview, GPT-4o-2024-05-13, Llama 3.1: 70B, and Llama 3.3: 70B,767

the temperature is uniformly set to 0.8, each experiment of GPT 4 costs about 80 dollars, GPT 4o costs 40768

dollars, and Llama spends about 2 hours on 1 * A100 for each experiment.769
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