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Abstract

Embedding and visualization techniques are es-
sential for analyzing high-dimensional data, but
they often struggle with complex data governed
by multiple latent variables, potentially distorting
key structural characteristics. This paper consid-
ers scenarios where the observed features can be
partitioned into mutually exclusive subsets, each
capturing a different smooth substructure. In such
cases, visualizing the data based on each feature
partition can better characterize the underlying
processes and structures in the data, leading to im-
proved interpretability. To partition the features,
we propose solving an optimization problem that
promotes graph Laplacian-based smoothness in
each partition, thereby prioritizing partitions with
simpler geometric structures. Our approach gen-
eralizes traditional embedding and visualization
techniques, allowing them to learn multiple em-
beddings simultaneously. We establish that if sev-
eral independent or partially dependent manifolds
are embedded in distinct feature subsets in high-
dimensional space, then our framework can reli-
ably identify the correct subsets with theoretical
guarantees. Finally, we demonstrate the effec-
tiveness of our approach in extracting multiple
low-dimensional structures and partially indepen-
dent processes from both simulated and real data.

1. Introduction

Dimensionality reduction methods are crucial for extracting
scientific insights from high-dimensional data by embed-
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ding it in a low-dimensional space, making it more suitable
for visualization and downstream analysis. Such methods
aim to reduce the dimensionality of a dataset while pre-
serving its underlying structural characteristics. Specifically,
given NV observations with D features, {y,}¥.; C RP, stan-
dard techniques such as Laplacian Eigenmaps (Belkin &
Niyogi, 2003), Diffusion Maps (Coifman & Lafon, 2006), t-
distributed Stochastic Neighbor Embedding (tSNE) (Van der
Maaten & Hinton, 2008), and UMAP (Mclnnes et al., 2018),
first construct an N x N similarity graph between the given
data points using all D features. Then, they embed the
N graph nodes in a low-dimensional space where certain
structural characteristics of the graph are preserved.

However, when the data’s underlying structure is highly
complex, standard methods may struggle to accurately cap-
ture and embed it in low dimensions. In particular, we
are motivated by settings where several different groups
of features are governed by distinct latent variables, each
representing a unique low-dimensional substructure. If the
number of unique latent variables is large, visualizing the
data using all features with tSNE or UMAP can severely
distort the data’s underlying structure and fail to disentan-
gle distinct latent variables (Kohli et al., 2021; Chari &
Pachter, 2023). For Laplacian Eigenmaps and Diffusion
Maps, there is significant redundancy in their representation
that grows non-linearly with the number of underlying latent
variables (Blau & Michaeli, 2017). This phenomenon is due
to the eigenstructure of the graph Laplacian, where many
eigenvectors are dependent and represent overlapping direc-
tions of variation. As a result, when the number of latent
variables is large, the embedding dimension may need to
substantially exceed it to fully capture the data’s structure.

To address this challenge, we propose to partition first, em-
bed later, namely a procedure for partitioning the features of
a dataset into disjoint subsets, such that they exhibit simpler
structures across the samples compared to the entire dataset.
Specifically, given a prescribed number of partitions K, we
propose to learn a partitioning of the D features into K
mutually exclusive subsets and K corresponding similarity
graphs of size NV x NN. Each similarity graph describes the
pairwise affinities between all N observations when consid-
ering only the corresponding subset of features. By creating
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Figure 1. Illustration of our setting and proposed approach. (a) Simulated data consisting of two distinct substructures governed by
independent latent variables: a closed loop (depicted in blue) and a helical curve (depicted in orange). Each substructure is embedded
within a specific (unknown) subset of the observed features. The tSNE embedding, based on all features, is presented on the right in two
panels: the top panel is colored according to the blue variable, while the bottom panel is colored according to the orange variable. (b) Our
approach effectively divides the features into two subsets (K=2), with each subset consistently capturing information from only one of the
underlying structures (blue and orange). Using these features, the tSNE embeddings for each feature partition can be used to recover
the driving latent variables. The structure of each embedding (illustrated on the right), which is based solely on one subset of features,
corresponds to one of the distinct latent variables (indicated by blue or orange).

separate graphs based on different sets of features, we can
decompose complex data into simpler substructures, thereby
better capturing their underlying patterns. Moreover, if each
feature subset describes a low-dimensional geometry, it can
be embedded and visualized more effectively than the entire
dataset using all features. Multiple low-dimensional em-
beddings that capture different substructures in the data are
often easier to interpret than a single embedding in higher-
dimensional space; see Figure 1. For further discussions on
selecting the number of partitions K and validating that our
approach leads to a simplified data representation, we refer
the reader to Appendix G.

The setting where distinct feature subsets may contain
unique geometric structures is widespread in applications.
In hyperspectral imaging, different feature groups corre-
spond to different wavelengths, which capture distinct chem-
ical or physical phenomena of the observed materials or en-
vironment (Gowen et al., 2015; Khan et al., 2018). Similarly,
in astrophysics, different spectral bands of electromagnetic
radiation serve as feature groups in the data, capturing dis-
tinct astrophysical phenomena such as interstellar extinction
and gravitational waves (Indebetouw et al., 2005; Burke-
Spolaor et al., 2019). In cellular biology and genomics,
different groups of genes are associated with distinct cellu-
lar processes (Sastry et al., 2019; Lamoureux et al., 2021),
as exemplified in Section 5.2.

To find the best feature partitions and their associated simi-

larity graphs, we propose minimizing an objective function
that relies on a certain graph Laplacian-based smoothness
score. Our approach naturally extends the graph construc-
tion step in common embedding and visualization tech-
niques, such as tSNE and Diffusion Maps, by enabling the
simultaneous learning of multiple graphs from adaptively
chosen feature partitions. We analyze this objective function
in a setup where multiple low-dimensional manifolds are
embedded in a high-dimensional space, possibly with partial
dependence. We show that, in a suitable asymptotic regime
with high dimension and large sample size, the minimum is
attained only when the features are correctly partitioned into
subsets that contain the individual embedded manifolds.

In Figure 1, we illustrate our approach on a high-
dimensional dataset where two distinct low-dimensional
latent structures are embedded within different, unknown
feature subsets (depicted in orange and blue). The tradi-
tional tSNE embedding, constructed using all features, fails
to reveal these underlying structures, resulting in a convo-
luted representation. In contrast, our method automatically
uncovers and partitions the features associated with each
latent structure, effectively disentangling the data. The re-
sulting tSNE embeddings, generated separately for each par-
tition, distinctly capture the corresponding latent variables,
providing a more interpretable and structured visualization.
Importantly, the latent variables governing each feature sub-
set are not restricted to a single dimension but can represent
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more complex low-dimensional geometries, reinforcing the
need for feature partitioning before embedding.

2. Related Work

Feature partitioning has been explored in bi-
clustering (Dhillon, 2001; Kluger et al., 2003), where
the objective is to simultaneously cluster features and
observations into subsets with similar entries or corre-
lated rows/columns. Additionally, traditional clustering
techniques, such as k-means (Lloyd, 1982) and spectral
clustering (Ng et al., 2001), can be adapted for feature
partitioning by treating each feature vector as a sample
in RY. Our approach differs from such methods in that
it does not require features to have similar values or be
correlated in order to be grouped together. Instead, we
group features based on shared latent variables, which
we identify from the inferred geometric structure across
the samples. This enables more general and flexible
partitioning of features into groups. Indeed, we demonstrate
in Section 5.1 and Appendix D that conventional clustering
and bi-clustering methods fail to correctly partition features
in several experiments with both simulated and real data.

A closely related research area is unsupervised feature se-
lection, which focuses on identifying important data fea-
tures (Lindenbaum et al., 2021; Shaham et al., 2022). These
methods typically utilize a similarity graph constructed us-
ing all features to rank the features according to a Laplacian-
based smoothness score. However, these methods only
retain a subset of the features, which may not represent all
the latent variables of the data. Moreover, these methods do
not specify which selected features correspond to distinct
substructures in the data. In contrast, our approach does not
lose any information since it retains all features in the data.
Moreover, it separates the features into interpretable groups
that can be embedded and visualized more effectively.

Another related line of work focuses on decoupling data
from a product-manifold (Zhang et al., 2021; He et al.,
2023). This line of work is applicable to our setup if differ-
ent feature groups are sampled from statistically indepen-
dent manifolds. These methods attempt to deconvolve the
eigenstructure of the graph Laplacian constructed using all
the features to recover the graph Laplacians of the individual
manifolds. One major limitation of such approaches is that
the statistical error in the estimate of graph Laplacian-based
quantities grows exponentially with the intrinsic dimen-
sion (Singer, 2006). Hence, these methods are prone to
large errors if the product manifold is governed by many
independent latent variables. In contrast, our approach de-
composes the product manifold into individual manifolds
with low intrinsic dimensions, allowing for a much more
accurate construction of graph Laplacians for each manifold.
Moreover, our approach supports cases where the subsets

of features forming the data are partially dependent (see
Sections 4 and 5) — a scenario that cannot be addressed by
existing product-manifold decoupling techniques.

An alternative approach was introduced by (Van der Maaten
& Hinton, 2012), who extended the tSNE algorithm to gen-
erate multiple embeddings of the data. Their method con-
structs a single affinity matrix from the high-dimensional
data and produces several low-dimensional embeddings
whose integration (via a specialized combination rule) best
approximates the original affinity matrix. In contrast, our
approach directly constructs multiple affinity matrices by
partitioning the features into groups that capture distinct low-
dimensional substructures. Each of these feature groups can
be used to generate a separate embedding, enabling a more
accurate representation of the underlying geometry—often
obscured when relying on a single global affinity matrix.

Finally, we mention Independent Subspace Analysis (ISA)
and related techniques (Theis, 2006; Niu et al., 2010), which
seek linear projections of the data into subspaces that are
statistically independent or contain distinct structures. In
high dimensions, these subspaces have many more degrees
of freedom than the partitions learned by our approach,
which can be prohibitive from a computational and statisti-
cal perspective (Bickel et al., 2018). Additionally, the ana-
Iytical properties of these methods are not well understood
in high-dimensional settings, especially when the substruc-
tures in the data are partially dependent. In contrast, our
approach provides theoretical guarantees on accurate recov-
ery of feature partitions in challenging high-dimensional
scenarios, even under partial dependence between latent
variables across partitions.

Notations: Bold symbols represent vectors or matrices. The
d-th coordinate of a vector y is denoted by (y)q or y4. For
any ¢ € R” and w € R2, denote the weighted norm by

D
H“J'HEJ =D a=1 Wd(x)i-

3. Our Approach

This section presents the necessary background, motivation,
and details of our proposed approach. First, in Section 3.1,
we review the construction of similarity graphs from data
and introduce the key concept of data smoothness defined
over these graphs. Next, in Section 3.2, we formulate an
optimization problem that adaptively partitions features into
disjoint subsets and constructs corresponding graphs to max-
imize the total smoothness of the data. The proofs for this
section are provided in Appendix I.1.

3.1. Traditional graph construction and the graph
smoothness score

Given a set of observed data points y;,...,yy € RP,
common embedding and visualization techniques initially
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construct a graph representing their pairwise similarities. A
popular choice of the graph affinity matrix W € [0, 1]V*¥
is a row-normalized Gaussian kernel defined by

exp(_”yi_yjH?/ei) . X
Sen(wowre) 7 )

Wi

for all i,j = 1,..., N, where {¢;}Y, C Ry represent
bandwidth parameters controlling the effective neighbor-
hood size around each point. Zeroing out the main diag-
onal aligns with tSNE’s graph construction step and also
makes the resulting affinity matrix W more robust to noise
(Karoui, 2010; Landa et al., 2021). Other embedding tech-
niques, such as Diffusion Maps and Laplacian Eigenmaps,
construct the affinity matrix without zeroing out the main
diagonal and with a single global bandwidth parameter.

The tSNE algorithm determines the bandwidth parameters
€1,...,€x from (1) by imposing an entropy constraint on
the rows of W. This constraint is given by

N
> Wi log Wi ; < —log(a), @)

j=1

fori € {1,..., N}, where a denotes a predefined global
neighborhood size parameter known as the perplexity, typ-
ically set between 5 and 30. The tSNE graph construc-
tion enforces this constraint by adjusting the bandwidth
parameters {¢;} adaptively to the local sampling density.
In contrast, other common graph construction techniques
usually employ a global bandwidth constraint of the form
€1 = ... = ey discussed in (Singer et al., 2009).

Many feature selection methods (He et al., 2005; Linden-
baum et al., 2021) utilize the affinity matrix for identifying
a meaningful subset of features. In particular, given some
affinity matrix W € [0, 1]V > that encodes the similarity
between each pair of data points, these methods utilize a
score of the form

N
SW.d {y ) =3 Wiy (W) — (y;)a)", 3
i,j=1

to measure the smoothness of the dth coordinate of the
data over the graph. This score is often referred to as the
Laplacian score (He et al., 2005) for certain choices of the
affinity matrix . Summing this score over all coordinates,
we define the graph smoothness score by

N
J(W {y, 511) = Z Wi,iji_yj”Q' 4)

4,5=1

The following proposition shows that the affinity matrix W
defined in (1) minimizes the graph smoothness score in (4),
subject to constraints of perplexity and stochasticity for each
row (while zeroing out the main diagonal).

Proposition 3.1. The matrix W € [0, 1]V defined in (1)
is a solution to

_arg min JW {y,}iL0), ®)
WE[O.,l]NXN

subject to the constraints WH =0, Zjvzl WH = 1 and
Z;V:l Wi jlogW; ; < —log(a) forall i € {1,...,N},
where €1, ...,ex € Ry from (1) are the minimum values
that satisfy the entropy constraint.

Similar results appeared in (Cuturi, 2013; Van Assel et al.,
2024) under slightly different constraints.

If the data is sampled from a Riemannian manifold and the
bandwidth parameters €;,...,exy € R, are fixed as con-
stants (ignoring the entropy constraints), then the following
proposition characterizes the relation between the objective
function in (5) and the manifold’s intrinsic dimension.

Proposition 3.2. Let M C RP be a smooth, compact,
Riemannian manifold with intrinsic dimension dim(M) <
D. Suppose yy,...,yn € M are sampled independently
from a smooth non-vanishing density f over M, and let
W be defined as in (1). Then, foralli € {1,..., N} and
sufficiently small €1, . .., en € Ry, we have

N
as. € .
ZWi,iji - Z’JjH2 N:; 3 ~dim(M) + O(ef). 6)

j=1

Hence, for the affinity matrix W from (1) with sufficiently
small bandwidth parameters, the objective function in (5)
approximates the intrinsic dimension of the manifold multi-
plied by the sum of bandwidth parameters. This quantity is
smaller for manifolds with lower intrinsic dimensions, i.e.,
simpler manifolds governed by fewer latent variables, or
when the bandwidth parameters {¢; } are smaller.

3.2. Feature Partitioning and Multi-Graph Learning

Given the dataset y,,...,yy € RP, we propose to parti-
tion the D features into K mutually exclusive subsets, each
accompanied by a corresponding N x N affinity matrix. In-
tuitively, the data restricted to each subset of features should
have a simpler geometric structure than the data across all
features combined. To find the feature partitions and their
associated graphs, we propose to minimize the sum of graph
smoothness scores from (4) over all feature partitions.

, @)} € {0,1}P be a feasible
feature partitioning, where G)Elk) = 1 if the dth feature is
used within the kth partition, and cbgk) = 0 otherwise. The
feature partitions cover all features and are mutually ex-

Concretely, let {&(1)7 .

clusive; namely, they satisfy Zszl (:J&k) = 1foralld €
{1,..., D}. The affinity matrices corresponding to the K
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- < (K
partitions are denoted by W(l), - w' ¢ [0, JV*N,

We now extend the graph smoothness score defined in (4)
to support multiple feature partitions as

= (k) ~
GUW L AN (i) @)
K N
5 (k
= Z Z Wi(,j)Hyi - yijg(k);
k=11,j=1
recalling that HvH?D(’“) = Y, (Z)((jk)vﬁ for any v €

RP. Notably, when all the affinity matrices are the
~ ~ (K ~
same (W(l) = ... = W( ) = W), then this
score coincides with the score defined in (4), i.e.,
= (k) ~ (k F
G{wW }i-(:l?{w( )}£-<=1>{yi f\;1) = J(W . {y, f\i1)
We define the following optimization problem to determine
the feature partitions and corresponding affinity matrices.

Problem 3.3.

= (k)

G({W }5:17 {“b(k)}kK:h {yz f\il)v (8)

min

{W(’“},{wm}

under the constraints 3 r_, (I);k) =1, Z;\le VNVZ(];) =1,
= (k N 5k = (k

WZ(Z) =0, and }>;_, Wi(,j) log (Wl(j)) < —log(a), for
i=1,....Nk=1,....K,andd = 1,...,D, where o
is a perplexity parameter.

Next, we characterize the solutions to Problem 3.3.

Proposition 3.4. There exists an optimal partitioning
solution {w(k)}f:1 and corresponding affinity matrices
{W(k)}kK:1 that solve Problem 3.3 and are of the form

exp (=Y, ~Y, 12, ) /ex.i)

wh = S el vty T o)
0 else
W¢(ik) _ 1 ifk = k for some k € Q(d) 7 (10)
0 else
Q(d) = argmin S’(W(k)7 d, {y;}N), (11)

ke{l,..,K}

ford=1,...,Dandi,j =1,..., N, where the bandwidth
parameters {€j ;} C Ry are the minimum values that sat-
isfy the entropy constraints in Problem 3.3, and S is the
Laplacian-type score defined in (3).

We see that the affinity matrix w s simply a row-
normalized Gaussian kernel constructed from the features in
the kth partition, analogously to the traditional construction
in (1) using all features. Additionally, the dth feature of the
data is assigned to the kth partition if it is smoother with
respect to the affinity matrix W) than the other affinity
matrices, as measured by the Laplacian-type score in the

right-hand side of (11). Thus, our approach naturally ex-
tends the traditional graph construction techniques discussed
in Section 3.1 by forming multiple graphs from disjoint fea-
ture partitions, which are optimized to minimize the total
smoothness of the features across their associated graphs.

To further motivate Problem 3.3, consider data formed by
concatenating K feature groups, where the features in each
group were sampled independently from a different Rie-
mannian manifold. In this case, under the optimal solution
from Proposition 3.4, the objective function in (8) converges
to a weighted sum of the manifolds’ intrinsic dimensions
(see Proposition 3.2). The weights depend on the corre-
sponding bandwidth parameters {ej ;}, which are set to
enforce the negative entropy constraints. However, for an
incorrect partitioning — where features from different man-
ifolds are mixed in each partition — the intrinsic dimension
of the data in each partition would be higher. Consequently,
the required bandwidth parameters that satisfy the entropy
constraints would be larger. Overall, we can interpret the
optimization problem as dividing the feature space into par-
titions whose intrinsic dimensions are as small as possible.

We now consider the task of solving Problem 3.3. A natu-
ral strategy is alternating minimization, where the objective
function is minimized over the graph parameters while keep-
ing feature partitions fixed, and vice versa. The solution to
each step of this alternating minimization is given explicitly
by Proposition 3.4. Unfortunately, due to the binary nature
of the feature partitions, this procedure is sensitive to local
minima. To address this issue, in Appendix C we introduce
a regularized variant of the objective function (see Prob-
lem C.1) that produces a soft assignment of features instead
of hard assignments into partitions (see Proposition C.2).
Our proposed algorithm (see Algorithm 1 in Appendix C)
solves several instances of the regularized problem sequen-
tially, each with a reduced regularization parameter, ini-
tialized with the solution to the previous instance of the
regularized problem. In the final step, the regularization
parameter reaches zero, thereby minimizing the original
unregularized problem. This sequence of solutions to the
regularized problems is less likely to get stuck in a local
minimum compared to solving the unregularized problem
directly; see Appendix C for more details.

4. Analysis

In this section, we analyze a variant of the feature partition-
ing problem (see Problem 3.3) under a data generative model
with K partially dependent subsets of features. We investi-
gate the objective function landscape in a high-dimensional
asymptotic regime and establish that its minimizer recov-
ers the correct feature partitions. Additionally, numerical
results in Appendix E demonstrate that the landscape of this
variant closely mirrors that of the original problem. The
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proofs for this section are provided in Appendix 1.2.

We define a variant of the graph smoothness score as

~ = (k) ~(k
G (e WYL @M ) a2)
Z Z ~ (k) ||yz y]ilw(k)
- ~(k
k=14,j=1 1/D)Edwc(l)

This variant adjusts the Laplacian-based score by normaliz-
ing the portion related to each partition based on the average
number of features used within that partition. This adjust-
ment accounts for the changes made to the optimization
problem, which we define next. As we will show, these
modified formulations will retain key properties of the orig-
inal problem.

Building on this score, we propose to analyze a simplified
variant of Problem 3.3, aimed at identifying the feature
partitions and their associated affinity matrices. This ver-
sion adopts a regularized minimization framework that in-
corporates the negative entropy constraint directly into the
objective, enabling a more tractable analysis.

Problem 4.1. Consider the optimization problem defined
by

min

{ “”} {~<k>}

G (W HLL @M () (3)

K N
—i—ez Z Wi(f;) log (WZ(];))

with the following constraints Zle @Elk) = 1
k =

Zj'vzi Wz(lj) =1 Wz(lf) =0 fort =1,...,N,
LKandd=1,...,D.

We characterize the affinity matrices that minimize this
objective in the following corollary.

Corollary 4.2. Let {(I)(k)} be a partitioning that satisfies
the constraints in Problem 4.1. Then, graph affinity matrices

that minimize (13) while fixing the partitioning parameters
{o®Y are

1Y =Y
o <e-<1/D>zduf P o
wih = TR 7 14
0 else
fori,j=1,....Nandk=1,... K.

Note that the effective bandwidth parameter of each w k)
adapt according to the number of features in its correspond-
ing partition w®) fork=1,... K.

Next, we derive the asymptotic value of the objective un-
der a high-dimensional regime. We consider a genera-
tive data model in which the observed space is based on
subsets of features that exhibit partial dependence. Let
M; C R4 ... Mgy, € R+ be latent smooth com-
pact Riemannian manifolds with corresponding smooth,
non- Vanishing densities f1, ..., fK+1. The latent samples
{w(s Y, € M, are independently sampled according to
fsfors=1,..., K+ 1. The observed data points, denoted
by {y,}N, € R , are constructed by

yl = (W7 ")) e RP,

(s)
() _ plo) | %
Y, [ ng—i—l)

(15)

€ RP: s=1,....K,

fori=1,...,N,where D = Zﬁil Dy, and the entries of
P®) ¢ RP=x(ditdr+1) gre independently sampled from
N(0,1/Dg) fors=1,..., K.

To establish a direct correspondence between each partition
w*) and the true K partitions used in the construction of the
observation space, we denote w*) = (w1 . w(kK))
for k =1,..., K. We define the relative proportion with

respect to each true partition by "5 i) wd k) /Ds — pg )

(0,1), forany k,s € {1..., K}, where zk:1p§ ) = 1 for
all s.

The next theorem characterizes the objective function of
Problem 4.1 in a high-dimensional asymptotic regime where
D,N — oo and D/log(N) — oo. We assume that the
relative size of each feature subset satisfies Ds/D — 35 €
(0,1) for any s € {1,...,K}, where 8 € (0,1)X and

Zf:l Bs =1

Theorem 4.3. There exists (M, f) < 1 such that for any
e < eandp € [ve, 1 — (K — 1)+/€|, any partitioning so-
lution {w(}“)} (obeying Problem 4.1’s constraints) satisfies

P v

K
a.s, dlm(MK+1) _—1Ds
N,;Zoo Z 2 log K i

] Ms)l pgk)
o8 ®)
Zt:lpt Bt

K+1 .
K3 (hs(fs) - dim ) k’g““)) +O(e),

where hs(fs) = fzeM fs(2)log fs(z)dz is the differ-
ential entropy of the denstty fs over M.
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Figure 2. Product of 2-dimensional ellipsoids. (a) Simulated data
including N = 1000 samples in RS, where the first three coordi-
nates describe one ellipsoid and the last three describe another, and
both parameterized by polar angles depicted by colored ellipses.
In the first scenario, the ellipsoids are independent (Top). In con-
trast, in the second, they are partially dependent (Bottom) since
one polar angle is shared between the two ellipsoids (the black
ellipse). (b) The absolute value of the feature—feature correlation
matrix of the two datasets. For clarity, we slightly abuse notation
by using yq, or correspondingly %4, to denote the dth coordinate
(i.e., feature) of the data.

Evidently, only the first two terms in (17) are affected by the
feature partitions, while the rest depend on e, the manifolds’
properties, and their densities. In the following theorem, we
show that the minimizer of (17) in the case of two partitions
(K = 2) accurately separates the data features as € — 0.

Theorem 4.4. Let K = 2, and define f : (0,1)?> — R by

K K k)
forp) = lm(/\;lKH)log D 5= P (18)

K (k
k=1 Zt:l pi(f )ﬁt
K . (k)
dim(M
k,s=1 Zt:l e B
where pgl) = py and pgl) = po and therefore ng) =
1— pgl), pg) =1- p(22). Then, the limiting minimizer

(p1,p3) = limco argmin,, .. e[ /e,1- /a2 f(p1,p2) is
either (0,1) or (1,0).

Table 1. Performance of different methods for partitioning the fea-
tures for the two scenarios shown in Figure 2. The partitioning
error is the number of coordinates assigned incorrectly, averaged
over 100 randomized experiments, and the standard deviation is
shown in parentheses. The correct partition should separate the first
three coordinates from the last three, thereby correctly capturing
the two ellipsoid structures.

METHOD\DATA INDEPENDENT  PARTIALLY
DEPENDENT
SPECTRAL 1.85 1.95
C0-CLUSTERING 0.91) (0.8)
SPECTRAL 1.99 2.15
BI-CLUSTERING (0.59) (0.78)
K-MEANS 1.77 2.22
(ON FEATURES) (0.55) (0.74)
SPECTRAL CLUSTERING 1.71 2.2
(ON FEATURES) (0.94) (0.73)
FP (OURS) 0. 0.
ALGORITHM 1 0.) 0.)

To conclude, we proposed a variant of the feature partition-
ing problem in Problem 4.1 and analyzed its loss landscape
in an asymptotic regime.We considered a data-generating
process where the features are composed of K partially
dependent feature groups, making the partitioning task non-
trivial. Finally, we showed that in this nontrivial case, the
loss is minimized when the partitioning solution aligns with
the ground truth when K = 2. In Appendix E, we show the
close resemblance between the loss landscapes of the exam-
ined problem and Problem 3.3 using a synthetic dataset.

S. Experiments

This section highlights our approach and its advantages
through synthetic and real data. In Section 5.1, we illustrate
and quantify its effectiveness in a controlled environment
using artificial data. Next, in Sections 5.2 and 5.3, we show
the applicability of our approach to two real-world high-
dimensional biological datasets, yielding enhanced visual-
izations that are consistent with known biological processes.
Finally, in Appendix D, we use video data to demonstrate
that our approach can enhance the ability to visualize and
correctly analyze complex datasets.

5.1. Product of 2-Dimensional Ellipsoids

This experiment demonstrates the effectiveness of our ap-
proach in decomposing the data into different substructures
in a controlled environment using synthetic datasets. We
simulated two datasets in R%: one with two independent
feature subsets and another with partially dependent ones,
and the task is to retrieve these subsets (K = 2). In the
independent case, samples are drawn independently from
two rotated 2D ellipsoids in R3, and their coordinates are
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Figure 3. Partitioning the genes in scRNA-seq data to discover distinct salient cellular processes. (a) The figure includes the tSNE
embeddings using all genes (left) versus genes from partition 1 (middle) and partition 2 (right). Top: Cells colored by cell type, with
partition 1 capturing the LD/UD to DC developmental trajectory. Bottom: Cells colored by cell cycle phase, with partition 2 revealing
cycling progression. (b) A quantitative comparison of embeddings generated by different algorithms, assessing their correspondence with
the two latent processes governing the data via k-nearest neighbor error. The results show that our partitioning approach most effectively
reveals the underlying structure, with each process captured in a distinct partition. See Appendix F.2 for details on the error metric.

stacked to form vectors in RS. In the partially dependent
case, the generating process is the same, except that one of
the polar angles is shared between the ellipsoids. The inde-
pendent (Top) and partially dependent (Bottom) datasets are
visualized in Figure 2(a), and their correlation matrices are
shown in Figure 2(b). See Appendix F.1 for further details.

In Table 1, we assess the performance of several methods
adapted to partition the features in the two scenarios de-
scribed above. The recorded error is the number of coordi-
nates (out of six) assigned incorrectly, averaged over 100
randomized experiments. The results demonstrate that tra-
ditional clustering or bi-clustering approaches cannot be
utilized to solve the problem we consider here. Indeed,
while these approaches perform slightly better in the in-
dependent case than in the (more challenging) dependent
case, they still incur substantial errors in both cases. In
contrast, our proposed approach consistently recovers the
correct partitions across all experiments.

5.2. Dermal scRNA-seq Data

In this experiment, we demonstrate that our approach effec-
tively separates co-occurring biological processes in single-
cell RNA-sequencing data, enabling clear visualization of
each process, thereby improving scientific discovery capa-
bilities. Specifically, we analyze embryonic dermal cells
from mouse skin (Qu et al., 2024), which exhibit two inter-
twined processes: cell cycle progression (G1, G2M, and S
phases) and cell type development (from lower dermal (LD)
to upper dermal (UD) to dermal condensate (DC) cells).

The dataset comprises N = 5572 cells and D = 5000
features, each representing the expression level of a gene

within each cell after standard processing is applied, includ-
ing variability-based feature selection; see Appendix F.2.
The preprocessing is similar to that employed in (Qu et al.,
2024). In that study, the authors examined the genes through
a gene similarity graph derived from the cells’ affinity matrix
and their gene profiles. In contrast, our approach partitions
the genes according to their graph structure, generating a
separate graph for each subset. To motivate the use of our
approach, we note that each of these processes is associ-
ated with different subsets of genes, many of which are
well-characterized (Tirosh et al., 2016).

Using our approach, we partition the genes into two groups
(K = 2). In Figure 3, we compare the tSNE embedding
based on all features with separate tSNE embeddings based
on each extracted partition. The embedding based on all
genes reveals the cell type development (top) but not the cell
cycle phase progression (bottom). In contrast, the partition-
based embeddings reveal both processes: partition 1 cap-
tures the cell fype structure, while partition 2 reveals the
cell cycle structure. We further validate these findings in
Appendix F.2. First, Figure 9 demonstrates similar results
using alternative embedding techniques, underscoring the
importance of partitioning. Then, in Figure 10, we repeat
the task with 10,000 features. While the added genes may
introduce variability, our approach still recovers key sub-
structures. Finally, in Figure 11, we repeat the experiment
on a different biological dataset with similar characteristics
and observe consistent results.

In Figure 3(b), we quantitatively compare the embeddings
generated based on our extracted partitions with those pro-
duced by alternative techniques. The evaluated approaches
include: 1) tSNE embedding using all features; 2) two
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tSNE embeddings based on our partitions (‘FP’); 3) two
embeddings of IC-PML (He et al., 2023); 4) a single embed-
ding of LDLE (Kohli et al., 2021); 5) two embeddings of
Multi-tSNE (Van der Maaten & Hinton, 2012); 6) raw data
features; and 7) raw data features after partitioning (‘FP Fea-
tures’). For each approach, we assess the correspondence
between the structure of the provided embeddings and the
latent variables. Specifically, the metric assesses how well
the latent variables are reflected within the local neighbor-
hoods of the embeddings for different neighborhood sizes
(k-Nearest Neighbors), providing a comprehensive view
of the embeddings’ quality; see Appendix F.2 for further
details. Our approach consistently yields the lowest error,
outperforming existing methods when evaluated either on
the raw feature partitions or on their tSNE embeddings.

Importantly, the gene partitions obtained by our approach
are consistent with known biological phenomena: partition
1 includes the genes Sox2 and Foxdl, which are known to
be expressed in DC cell types, as well as the genes Ptchl
and Lef1, known to be expressed in both UD and DC cell
types (Qu et al., 2022). In contrast, partition 2 includes
Mki67 and Ccna2, which are known to be cell cycle genes
(Tirosh et al., 2016). Overall, our approach separates the
genes according to the two underlying biological processes
that govern their expression.

5.3. Liver scRNA-seq Data

In this experiment, we demonstrate our approach on biolog-
ical data whose features are transformed to enable effective
partitioning. Specifically, we consider a single-cell RNA-
sequencing liver lobule dataset (Droin et al., 2021), charac-
terized by two independent latent variables, with multiple
genes influenced by both of them. Here, the raw features
(genes) cannot be partitioned into partially or fully indepen-
dent subsets, making a suitable transformation necessary.

The dataset comprises N = 6889 cells and D = 2000
features, each representing the expression level of a gene
within each cell after standard processing is applied; see
Appendix F.3 for details. The dataset’s structure is governed
by two latent variables: spatial zonation, associated with the
cells’ locations along the liver layers (1-8); and the circa-
dian cycle, associated with the time each cell was sampled
(ZT 0, 6, 12, and 18) within a 24-hour cycle.

Droin et al. (2021) modeled the expression of each gene
across cells based on the cells’ liver layer and sampling time,
with prior knowledge incorporated into the model. They
showed that the two latent variables govern overlapping
subsets of genes. To address this challenge, we decorrelated
the features using principal component analysis (PCA), a
standard preprocessing step in the field (Andrews et al.,
2021). We then applied our approach to the transformed
data, partitioning the new features into K = 2 groups.

In Figure 12, we compare the tSNE embeddings generated
based on each group with a standard tSNE embedding based
on all features. The standard embedding provides a single
visualization where both latent variables are partially visible.
Specifically, the circadian cycle is reflected by four clusters
corresponding to the four sampling time points, although
the cyclic structure is less evident. In contrast, the embed-
ding based on partition 2 reveals both the clusters and the
cyclic structure. Additionally, while zonation is partially
visible within each cluster in the standard embedding, it
is less evident than the clear, progressive pattern seen in
partition 1’s embedding. The latter aligns with the zonation
layers effectively. These results demonstrate the benefit of
our approach in revealing distinct latent variables.

6. Discussion

This paper presents a novel computational framework to
partition the features of a high-dimensional dataset into sub-
sets with simpler underlying structures. Embedding and
visualizing the data using the features of each subset can ef-
fectively reveal these simple structures, which are obscured
in the embedding that uses all the features. We demon-
strate the effectiveness of our approach both analytically
and empirically using simulated and real-world data, even
when the features consist of partially dependent subsets.
In Appendix G, we discuss practical considerations, e.g.,
the selection of the number of feature partitions. Addition-
ally, we include an experiment on a subset of the COIL-20
dataset in Appendix H, demonstrating the effectiveness of
our approach in scenarios where the feature separability
assumption may not hold.

Our approach addresses some of the criticisms of low-
dimensional embeddings raised in (Chari & Pachter, 2023).
In particular, it enables more accurate embedding of sub-
structures with low intrinsic dimensions through the pro-
posed partitioning, as demonstrated in our experiments.
While there is no guarantee that these substructures can be
faithfully visualized in two or three dimensions, the result-
ing partitions remain valuable for a range of analytical tasks
beyond visualization. Thus, by focusing on partitioning the
data into simpler structures, our approach is inherently less
susceptible to such criticism.

We identify several promising directions for future research.
First, developing fully automated methods to determine the
optimal number of partitions K would enhance the practi-
cality of our approach. Second, exploring more efficient op-
timization techniques for Problem 3.3 and deriving convex
relaxations could significantly improve computational effi-
ciency and solution quality. Finally, extending the method
to account for uninformative or nuisance features presents
an important avenue for broadening its applicability.
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A. Code Repository

The code for this paper is given in https://github.com/erezpeter/Feature_Partition.git

B. The Algorithm

Algorithm 1 Feature Partitioning

1: Input: Data samples ¥, ...,y € R”; Number of partitions K € N; Number of iterations 7.
2: Initialize the feature partition vectors w(® | ... w) according to

w((ik) = %, fork=1,...,K;d=1,...,D,
Zs:l wd.
where @1 .. @) Uniform|0, 1]%.

3: Set d < diyye according to (24).

4: fort =1to T do

5. ift =T then

6: Set § < 0.

7:  endif

8:  while the score G,..4 from (19) decreases do

9: (a) Update the affinity matrices W, ..., W) € [0, 1]V*N according to (9).
10: (b) Update feature partition vectors w), ... w() € [0,1]” according to (21).
11: (c) Compute the new score G'r..4 according to (19).
12:  end while
13:  Update 6 + §/2.
14: end for
15: Return w®, ... wE),

Note: In our simulations, we run this algorithm multiple times with different random initializations and return the solution
with the lowest score.

C. Algorithmic Details

This section presents an algorithm for solving the feature partitioning problem described in Problem 3.3. The algorithm
solves a sequence of regularized versions of this problem sequentially, gradually reducing the regularization until the
problem aligns with the original problem. In this section, we derive the algorithm update formulas, compare it to a naive
solution to Problem 3.3, and analyze its computational complexity. The proofs for this section are given in Appendix 1.3.

A direct approach for solving Problem 3.3 naturally arises from Proposition 3.4 in the form of an alternating minimization
procedure, by minimizing the objective function over the partition parameters while keeping the affinity matrices fixed, and
vice-versa. However, such a technique is susceptible to converge to local minima due to the binary nature of the partition
parameters, as illustrated in Figure 4 (rightmost column). In order to address this issue, we define a regularized version of
the problem that allows soft partitions {w*)} C [0, 1]P. The new objective function uses an entropic regularization term
for the weights {w(k)} with a regularization parameter 6 € R . Specifically, we define the regularized objective function as

(k)

Creg OAW Y (™Y () = G ™) (o), {w,}Y) (19)

D K
+4 (D log(K) + Z Z@é’“) 10g((1}c(lk))> ,

d=1k=1

where G is the objective function of the unregularized problem defined in (7).

The new regularized optimization problem is defined as follows.
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The Loss Landscape with the Partitioning Parameter Updates
(White= w'® : The Partioning Solution at the Beginning of Iteration t, Black Arrows= Parameter Updates)

Loss: min iy Greg(6, {WM}, {w®}, {y;}) min gy GHUWH Y, {wW}, {y;})
Iteration: t=1 t=2 t=3
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Figure 4. An experiment comparing the landscape and iterations of Algorithm 1 (first three columns) with a naive alternating minimization
technique based on Proposition 3.4 (rightmost column). On the left, each column shows the loss landscape of our regularized loss in
each iteration t € {1, ..., 3}, where the partitioning updates in steps 5-8 are drawn on top of that. Specifically, in the first row, the loss
landscape consists of varying values of the first two partition coordinates, while the last two are constrained to be the initial solution at this
step. The bottom row is similar, but considers varying values for the third and fourth coordinates, while constraining the first two. The
black arrows depict the partitioning parameter updates applied throughout each algorithm iteration. In the rightmost column, we provide a
similar visualization for the alternating minimization based on the unregularized objective function. The data is composed of N = 400
samples in D = 4 dimensions that consist of two concatenated circles, meaning that the correct solution is w® = (0,0,1,1). In the
regularized case (Left), after the algorithm converges for a specific configuration at ¢, its updated parameter values are assigned to Wittt}
as described in Algorithm 1.

Problem C.1. Let § € R... Consider the following minimization problem

. = (k) -
i Greg (6, AW i1, {w(k)}f:h {y: i), (20)
{v‘v(“} @

k=1
with the constraints: Zszl (th(jk) =1, Z;V=1 Wf’;) =1, Wi(’lf) = 0 and Z;\;l Wl(];) log Wf’;) < —log(a)fori=1,...,N,
k=1,....K,andd=1,...,D.

Our proposed algorithm (Algorithm 1) aims to solve the original problem (Problem 3.3) by solving a sequence of the
regularized versions of the problem (Problem C.1) with diminishing regularization until the two problems align. Specifically,
it begins by solving Problem C.1 for some § = §;,;;, and then uses its solution as the initialization point for solving the
regularized problem with reduced §. This procedure repeats itself with the lowered value of J. In the last iteration, the
regularization parameter ¢ is set to zero to match the unregularized problem.

The entropy regularization modifies the loss landscape to penalize hard partitioning solutions and is intended to prevent rapid
convergence to poor local minima characterized by hard partitions, as discussed in the context of the unregularized objective
at the beginning of the section. Specifically, for any d € {1,..., D}, a hard assignment {@* M € {0,1}P yields zero
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entropy, i.e., SN o1 @y *) 10g w(k) = 0. In contrast, the regularization favors soft assignments {(Z:(k)}kK:l C (0,1)P, with
the uniform assignment w( ) =1 /K forallk € {1,...,K}andd € {1,..., D} attaining the minimum negative entropy

of —log(K) (See Theorem 2.6.4 in (Cover & Thomas, 1991)).

We begin by describing the problem’s solution for each ¢. Given that there are two sets of parameters—the feature partitions
{w(k)} and their corresponding affinity matrices {W(k) }—we propose an alternating minimization approach to solve the
regularized problem for each §. Specifically, the method alternates between minimizing the objective function over the
affinity matrices while keeping the partition weights fixed and vice versa. The solution to each step in the alternating
minimization procedure is described by the following proposition, whose proof can be found in Appendix 1.3.
Proposition C.2. Let § > 0, {w™} K | < [0,1]P be a partitioning weights and {W(k)}szl, C [0, 11¥*N be affinity
matrices that satisfy the constraints of Problem C.1.

Define {W ™} < [0, 1]V *N a5 in (9) based on {w K and {w®* 1 by

(k) 2 K (9) ) )2
w((ik)* = exp (_ Ziﬂ» W ((yz) (yj)d) > /ZBXP ( Zzy W ((yi)d (yj)d) ) ) (21)
s=1

] 4

Then, we have that

* . X (k)
{W(k) } = arg I(IISH Greg(éa {W }i(:lv {w(k)}kK:h {yz}fil)v (22)
W
{w(k)*} = arg(rriin Greg(9, {W(k)}szlv {‘:’(k)}/}f:h {y zJ\L1) (23)
{@w™}

We now turn to the choice of the initial regularization parameter, ;y;, which determines the starting point of the sequential
procedure. In the following proposition, we propose to select d;,; such that the regularized objective evaluated at the uniform
partitioning — i.e. w((ik) =1/K foralld € {1,...,D} and k € {1,..., K}— is guaranteed to be less than or equal to its
value at any hard partitioning.

Proposition C.3. Let {@® 1 | < [0,1]P be a soft uniform partitioning, i.e. wfi ) = 1/K, and let {W( ) 1 be
the corresponding affinity matrices from Proposition C.2. Let {w®™ < < {0,1}" and {W(k)}f:1 be the optlmal
partitioning solution as discussed in Proposition 3.4.

Define

s GUWMHE @ {y)Y) o
it = D -log(K) '

< (k
Then, for any hard partitioning solution {(.D(k)}i(zl C {0,1}? and any corresponding affinity matrices {W( )}2{:1, we
have:

(F)y K

=7 (k) _ -
Greg(Oinit, {W }5:17 {""(k)}szlv {yz iz1) < Greg(Ginit, {W }k:h {w(k)}lea {yi}ilil) (25)

The proof of Proposition C.3 can be found in Appendix I.3.

In Algorithm 1, we outline the steps of our proposed feature partitioning procedure based on Propositions C.2 and C.3.
In Figure 4, we illustrate the convergence behavior of our proposed optimization procedure versus a naive alternating
minimization of the unregularized objective function (in Problem 3.3). As observed from the rightmost column, the latter
quickly converges to an incorrect solution. However, as seen from the leftmost column, the regularization guides the solution
towards a uniform partition at ¢t = 1. As the regularization parameter 6{*} decreases (second and third columns from the
left), the solution gradually shifts towards the correct partition.

Determining the Bandwidth Parameters. The expression of the affinity matrices in Proposition C.2 is based
on {e;”}kK’];rz 1 C [0,00), which are chosen to be the minimal values that satisfy the entropy constraints

i W(k)*l gWi(f;)* < —log(a) forall k = 1,...,K and i = 1,..., N). Our approach for setting the bandwidth
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parameters is very similar to the one used in tSNE, albeit adapted for weighted Euclidean distances (appearing in the form
of the affinity matrices in Proposition C.2) instead of standard Euclidean distance. Specifically, we use a binary—search—like
search to set the bandwidth parameters to satisfy the entropy constraints, as described below.

As the bandwidth parameters are computed independently of each other, we focus on a specific ¢, ; for some i € {1,..., N}

and k € {1,..., K}. The behavior of the entropic function Z;V:1 Wf’;)* log Wi(f;)* with respect to €5, ; can be characterized
by Lemma I.1 in Appendix I.1 (which is used for the proof of Proposition 3.1 and Lemma 1.3), where we use the notation
Aj = |ly; — y;l12,0 forj =1,..., N. Specifically, Lemma I.1 indicates that this entropic function is non-increasing in
€,; and bounded in the interval [— log(N — 1), —log(&y ;)], where

i =105 € (Lo NV ¢ i = 9o = min [y = o - 26)

Moreover, it establishes that as € ; — 0 the entropy converges to — log(dy, ;), Whereas as € ; — oo it tends to — log(N —1).
Since the entropy is monotonic and bounded with respect to this parameter, we employ a binary-search-like iterative
procedure to efficiently approximate the appropriate value of ¢, ; to within a small error, similarly to the one used in tSNE.

Computational Complexity. We now analyze the computational complexity of the parameter updates shown in Algorithm 1,
which are based on the expressions defined in Proposition C.2. Consider a dataset with NV observations in R”, where the
features are partitioned into K subsets. The computational complexity of updating the K partitions and their corresponding
affinity matrices using our approach is O(K N2D), based on the next proposition.

Proposition C.4. Let the data consist of N data points in RP. Then, the computational complexity of obtaining the
partitioning weights {w¥)*}_ and the affinity matrices {W(k)*}szl, as defined in Proposition C.2, is O(KN?D).

Its proof can be found in Appendix I.3. For reference, the computational cost of the affinity matrix construction in tSNE is
O(N?D). Hence, the computational complexity of our approach incurs an additional factor of K, which is typically small.
Nonetheless, it may be significantly slower than tSNE due to the iterative procedure we employ for solving our optimization
problem.

To enhance scalability, we also describe an implementation that exploits a low-rank approximation of the data, which can
considerably reduce the running time for large datasets. Specifically, we approximate the data by truncating its singular
value decomposition (SVD) to S < min(N, D) leading components, and then use this compact representation to speed up
computations. Subsequently, the computational complexity of updating the K partitions and their corresponding similarity
graphs will reduce to O(K (S?N? + S2D)); see the following proposition.

Proposition C.5. Let the data consist of N data points in RP. Suppose the data is given in the form of a singular value
decomposition (SVD) approximation of rank S < N, D. Then, the computational complexity of obtaining the partitioning
weights {w®*}K_ and the affinity matrices {W " *}K_ as defined in Proposition C.2, is O(K (S2N? + $2D)).

Its proof can be found in Appendix I.3.

D. Additional Experiment Involving Two Concatenated Views of Rotating Figurines

We demonstrate the effectiveness of our approach in disentangling three simultaneously occurring processes, each associated
with a distinct rotating object in a shared scene recorded by two separate cameras. Our method enables clearer visualization
of each process individually and reveals the correspondence between the two imaging sources, effectively integrating their
information.

Specifically, we consider a dynamic scene with three rotating figurines, each spinning at a different angular speed. The
rotation angles define the latent parameters governing the scene (Lederman & Talmon, 2018). Two cameras capture this
scene simultaneously: both record the shared bulldog figurine, while each also captures a unique, camera-specific figurine.
At each time point, the two corresponding image frames—one from each camera—are concatenated horizontally to form
a single, wider image. This sequence of concatenated images constitutes the dataset used in our analysis, comprising
N = 5000 grayscale images with D = 9600 pixels each, as illustrated in Figure 5(a). As a result, each individual camera
view depends on two latent parameters, while the stacked dataset as a whole is governed by all three.

In (Lederman & Talmon, 2018) and similarly in (Lindenbaum et al., 2015), the views were treated separately and then
aligned to extract the shared component. In contrast, our method operates directly on the concatenated dataset, allowing
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(a) Illustration of the data generating process. (b) Quantative comparison.

tSNE Embedding Based on All Pixels
Bulldog Angle Bunny Angle

tSNE Embedding Based on
Partition 1 (Yellow) Partition 2 (Gray) Partition 3 (Pink)
Color: Yoda Angle Bulldog Angle Bunny Angle

d 7 .

(c) The three extracted partitions using our approach. (d) tSNE embeddings.

Figure 5. Partitioning and embedding data from two concatenated views of rotating figurines. The dataset consists of N = 5000 grayscale
images, each with D = 9600 pixels, formed by horizontally concatenating synchronized video frames from two different viewing angles
(illustrated in Figure 5(a)). (a) Illustration of the data acquisition setup. At each time point, two cameras simultaneously capture the
scene, each observing two out of three rotating figurines (Yoda, Bulldog, and Bunny), which are rotating at distinct angular speeds. (b)
Quantitative comparison of embeddings produced by various algorithms, evaluated using K-nearest neighbor error against the known
latent angles of the figurines. Our method yields the lowest error, indicating that the extracted partitions best reflect the underlying
structure. Further evaluation details are provided in Appendix D. (c) The three feature partitions identified by our method (indicated by
three different colors). (d) Top row: tSNE embeddings using all pixels, with data points colored by the rotation angle of the Yoda (left),
Bulldog (center), and Bunny (right) figurines. Bottom row: tSNE embeddings based on each extracted partition, colored respectively by
the angle of the figurine best captured by that partition (left: Yoda, center: Bulldog, right: Bunny), as shown in Figure 5(c).
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Figure 6. Embeddings of two concatenated views of rotating figurines. (a) Top row: Diffusion Maps embedding based on all pixels
colored by the angle of the Yoda (top left), Bulldog (top middle), and Bunny (top right) figurines. Bottom row: tSNE embeddings based
on the first (bottom left), second (bottom middle), and third extracted partitions (bottom right) as shown in Figure 5(c), with data points
colored by the angles of the Yoda, Bulldog, and Bunny figurine, respectively. (b) Embeddings using UMAP analogous to (a).

us to recover the substructure associated with each figurine—including those whose visual footprint spans both camera
views. This leads to better visual separation of the underlying processes and reveals the correspondence between the two
measurement sources.

We apply our approach to the stacked images and extract K = 3 pixel partitions. In Figure 5(d), we compare the tSNE
embedding based on all the pixels with the embedding based on each pixel partition. While the embedding based on all
pixels reflects only the Bunny figurine’s angle, the partition-based embeddings successfully capture the rotational structure
originating from all the figurines, with each embedding corresponding to a specific figurine. In Figures 6(a) and 6(b), we
further compare the embeddings obtained using UMAP and Diffusion Maps to validate the observed structures.

In Figure 5(b), we quantitatively compare the tSNE embeddings generated from our pixel partitions with those produced by
alternative techniques, similarly to the comparison in Section 5.2. The error measure used here differs slightly, as the ground
truth latent variables are continuous rotation angles of three figurines, rather than discrete clusters. Hence, to compute an
error measure for a given embedding of the dataset, we do the following. For each data point ¢ and for each one of the three
rotation angles, we find the k£ nearest neighbors of point ¢ and the k nearest angles of angle ¢, and compute the relative set
difference between the two groups. Specifically, the score is defined as the number of neighbors in the angle-based set
that are not present in the embedding-based set, divided by k. This provides three scores of angle inconsistencies for each
point (corresponding to the angles). Following the same procedure used in Section 5.2, we then average these scores across
all data points, producing three error measures that quantify the inconsistency of the embedding with respect to the three
figurines’ angles. For methods that provide a single embedding of the data, we average these three scores, quantifying how
much this embedding is consistent with all the latent processes. For methods that produce three embeddings, we expect each
embedding to be consistent with only one of the latent processes. Therefore, in such cases, we assign to each embedding
only one of its three scores (without repetition) such that the average of the assigned scores is minimized for the three
embeddings.

All methods were applied in a consistent manner with the setup described in Section 5.2, with necessary adjustments to
support the comparison across multiple embeddings when applicable. In particular, for algorithms capable of producing
multiple embeddings, we generated three—one for each latent process. The results demonstrate that our method significantly
outperforms the alternatives in aligning with the underlying rotational structure of the data, highlighting its effectiveness in
disentangling independent sources of variation.

We further evaluate our approach by comparing it to traditional clustering methods when applied to the feature space
instead of the sample space. Specifically, we extract K = 3 partitions using k-means and spectral clustering, treating the
values of each feature across all images as a sample point in RYY. We also apply these algorithms with K = 4 to provide a
more flexible setting that may better capture the structure present in the data. The resulting partitions, shown in Figure 7,
highlight that both k-means and spectral clustering fail to isolate each figurine into a distinct partition, whereas our approach

18



Partition First, Embed Later: Feature Partitioning for Refined Embedding and Visualization of High-Dimensional Data

(a) An image from the dataset (b) K-means (K=3)

(c) K-means (K=4) (d) Spectral Clustering(K=3,10-nn,eigs=3)

(e) Spectral Clustering (K=4,10-nn,eigs=4)

Figure 7. Pixel partitions generated using k-means and spectral clustering by clustering the pixel data while treating the samples as
coordinates (i.e., applied to the transposed data matrix). Each color indicates a different partition. Here, K denotes the number of clusters
used, 10-nn refers to the use of a 10-nearest neighbors graph, and “eigs” indicates the number of eigenvectors used in spectral clustering.

successfully does so, as illustrated in Figure 5(c).

To quantitatively assess how well each approach partitions the pixels and captures the underlying structure of the data, we
evaluate the correspondence between each extracted pixel partition and the true rotation angles of the figurines—the latent
variables governing the data. To this end, we define an accuracy measure as follows. For a given partition and figurine, we
compute the relative overlap between two sets of 50-nearest neighbors for each image: one based on the true figurine angle
and the other based on the pixel values restricted to the partition. The relative intersection score, defined as the size of their
intersection divided by 50, reflects how strongly the latent parameter (rotation angle) is expressed in the partition’s feature
space. Since the figurines rotate independently, an ideal partitioning should align with exactly one figurine’s angle. Thus, for
each approach, we match each figurine to the partition with the highest relative intersection score and report the average
correspondence across all three figurines. Furthermore, we compute the standard deviation of the relative intersection score
above, and report its average across all three figurines. We repeat this evaluation using 30-nearest neighbors to provide
additional insights into the consistency of the results.

The resulting mean overlap score are shown in Table 2, reflecting the accuracy of each approach in partitioning the pixels
into the true subsets associated with each figurine. As evident from the results, our approach substantially outperforms the
clustering methods and more effectively isolates the latent factors of variation.

Thus, to conclude, our approach outperforms both clustering and embedding-based methods in capturing the underlying
structure of the data. By effectively isolating the latent factors of variation, it provides a more faithful decomposition of the
observed measurements, demonstrating clear advantages over traditional techniques.

Implementation details. To generate the embedding of the tSNE embedding based on all the features in Figure 5(d) we
used perplexity of 40 with 100 simulations. The visualizations using the tSNE algorithm of the data based on each partition
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Agreement of Agreement of
Method 30-nearest neighbors (std) | 50-nearest neighbors (std)

All features 8.21 (4.91) 11.74 (4.75)

K- means (K=3) 18.49 (9.74) 25.93 (10.61°)

K-means (K=4) 18.23 (9.11) 25.42 (10.31)

Spectral Clustering (nn=10,K=3, eigs=3) 18.28 (8.4) 24.72 (8.82)
Spectral Clustering (nn=10,K=4,eigs=4) 18.85 (8.71) 25.49 (9.19)
Spectral Clustering (nn=30,K=3, eigs=3) 18.12 (8.5) 24.47 (8.97)
Spectral Clustering (nn=30,K=4,eigs=4) 18.19 (8.5) 24.53 (8.98)
Spectral Clustering (nn=10,K=3,eigs=5) 18.04 (8.5) 24.41 (8.98)
Spectral Clustering (nn=10,K=4,eigs=5) 18.63 (8.76) 25.25 (9.26)
Spectral Clustering (nn=10,K=3,eigs=10) 17.51 (7.94) 23.8 (8.22)

Spectral Clustering (nn=30,K=4,eigs=10) 18.94 (10.35) 25.49 (11.51)
FP (Ours) 75.93 (12.22) 85.15 (8.59)

Table 2. Quantitative comparison of different pixel partitions produced by various clustering algorithms, evaluated using k-nearest
neighbor against the known latent angles of the figurines. Our approach yields the lowest error, indicating that the extracted partitions best
reflect the underlying structure. The “All Features” baseline refers to using all pixels to compute the k-nearest neighbors without applying
any partitioning. Here, K indicates the amount of clusters used within each method, “nn” indicates the amount of nearest neighbors,
and “eig” indicates the amount eigenvectors used. For the Feature Partioning method we partitioned the pixels into 3 partitions. Further
evaluation details are provided in Appendix D.

uses a perplexity of 110. The high perplexity can be attributed to a known issue with tSNE, where it sometimes distorts
circular embeddings, resulting in discontinuities. A common solution to this problem is to increase the perplexity of the
embedding.

The Diffusion Maps embeddings, shown in Figure 6(a), were generated using a bandwidth parameter that is the maximal
squared Euclidean distance among each data point and its corresponding 10-nearest neighbor. Furthermore, we used a
normalization factor of & = 1. Finally, the UMAP embeddings based on our extracted partitions in Figure 6(b) were
generated using a local neighborhood parameter (n_neighbors) of 80 due to the 1-dimensional structure of the embedding.
This is a due to the same issue as discussed above for tSNE. The UMAP embedding based on all the features was constructed
with its default parameter 15.

Details of Quantitative Comparison with Embedding-Based Methods. The parameters used for each algorithm are
identical to the ones used in Section 5.2, with the exception that we generated 3 embeddings for any algorithm that allowed
it, for LDLE we used the 7,,,;,, parameters of 5 and 10, and for the tSNE of our extracted partitions we used a perplexity of
10. We note that our approach was applied with entropy constraints that correspond to a perplexity of 10.

Details of Quantitative Comparison with Clustering Methods. The parameters used for k-means and spectral clustering
followed the default settings in scikit—learn, unless stated otherwise.

E. Numerical Comparison of Empirical and Analytical Loss Landscapes

In Figure 8(a), we compare the empirical loss landscape of (16) with its analytical counterpart derived in (17), for the case
K = 2. The dataset consists of N = 1000 samples drawn uniformly from three latent manifolds, M, M, M3 C R?,
where each manifold forms a unit circle and M3 serves as the shared component between partitions. The observed feature
dimensions are D1 = 2500 and Dy = 7500. As predicted by Theorem 4.3, the minima of the loss function occur near the
ground truth partitioning solutions (i.e., p1 = 1, p2 = 0 or vice versa). In Figure 8(b), we show the empirical landscape
of the original loss function defined in Problem 3.3 under the same data configuration. The observed landscape closely
resembles that of the simplified objective studied in Section 4, further supporting the validity of the analytical approximation.

20



Partition First, Embed Later: Feature Partitioning for Refined Embedding and Visualization of High-Dimensional Data

Objective Landscape for the Analysis Section Objective Landscape for the
Analytical Landscape Empirical Landscape Feature Partltlonmg Prol:_tlem
(Mean over 100 Simulations) (Mean over 100 Simulations)
\ 0.60
13.0
0.55
12.5 0.50
\ 0.45
12.0 0.40
0.35
11.5
0.30
0.2 0.4 0.6 0.8
P2
(b)

Figure 8. An experiment based on Section 4 for K = 2 with with ¢ = 0.2. (a) The analytical loss landscape of Problem 4.1 presented
in (17) (Left) and the mean empirical loss as defined in (16) (Right). For the empirical case, the p1, p2 € (0, 1) indicate the proportion
of features out of the two feature subsets used by w®, while w® taking the remainder. The color represents the mean value over 100
simulations, based on the affinity matrices defined in Corollary 4.2. (b) We consider a similar mean empirical loss based on Problem 3.3
(min{W(k) VL G({W(k) W, {w(k) M {yi}f\’zl)), where the affinity matrices are as defined in (9). The perplexity parameter was

set to a = 20. Additional details can be found in Appendix E.

F. Experimental Details and Additional Results
F.1. Details for Section 5.1

In this experiment, we define two sets, ), 5) C RS, The two datasets are defined based on a 2-dimensional ellipse defined by
A = {(8cos(8) sin(¢), 6sin(8) sin(¢), 4 cos(9))" | 6 € [0,2x], 6 € [0,7]}, 27

and R, S € R?*3 be two orthogonal matrices. We now define the two sets by

y = {(gg) | a,beA} (28)
y = {(gg) | abeA, 9(a)=e(b)}, (29)

where 6(a) denotes the polar angle 8 corresponding to the data point a in the parametrization of 4 in (27).

The set JNJ corresponds to the independent case discussed in Section 5.1, where as the first three and last three coordinates
are independent of each other. Additionally, ) represents the partially-dependent case, in which the first and last three
coordinates are partially coupled through a shared polar angle. In both cases, the samples used in the experiment— denoted
by yi,..., Yy € Y and Yy,...,Yn € Y— were drawn independently and uniformly from their respective sets.

This experiment evaluates the ability of our approach and several baseline algorithms to partition the coordinates into the true
feature subsets defining the data—namely, the first three coordinates and the last three. The comparison includes Spectral
Co-Clustering (Dhillon, 2001), Spectral Bi-Clustering (Kluger et al., 2003), k-means (Lloyd, 1982) and spectral clustering
(Ng et al., 2001). We evaluated Spectral Co-Clustering and Bi-Clustering using their feature clustering. Additionally, we
applied k-means and spectral clustering on the features, treating samples as coordinates (i.e., applied on the transposed data),
and clustering them into K = 2 groups. Additionally, for spectral clustering, we used two embedding dimensions. The
output of each of the clustering algorithms will be considered as a pair of binary indicator vectors cb(l), o? e {0,1}°.
Specifically, the vector oW e {0, 1} takes the value 1 for all coordinates assigned to the first cluster and 0 otherwise. The
complementary vector & is defined analogously, indicating membership in the second cluster.

Finally, we define the error measure used to quantify the discrepancy between the estimated partitions cb(l), o® e {0,1}6
and the true partitions w™®) w() € {0,1}5. As discussed above, the true partitions are given by w™ = (1,1, 1,0,0,0),
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Figure 9. Additional embeddings of the scRNA-seq data from Section 5.2, highlighting the advantages of our approach to discover
distinct salient cellular processes. Plots (a) and (c) show the UMAP embeddings of the data in two and three dimensions, respectively,
using either all genes or only the genes from partitions 1 and 2. Similarly, plots (b) and (d) present the corresponding Diffusion Maps
embeddings. Within each plot, the top row includes the cells’ embeddings colored by their cell type, with partition 1 revealing the LD/UD
to DC developmental trajectory. At the bottom, the cells are colored by the cell type, with partition 2 revealing the cycling progression.

with w(® being the complimentary vector. The error is defined as

d({w™HC oM ) = min lw® — &Py, (30)

)

where ||a||; = 2321 lag| denotes the L; norm. Only w() is considered, as w(® is its complementary partition. This error
can be interpreted as a non-normalized Jaccard distance between the true feature partition and the estimated one, up to a
permutation of the ordering of partitions.

F.2. Details and Additional Results for Section 5.2

This section provides additional information and extended results related to Section 5.2. We begin by describing the
preprocessing applied to the dataset, followed by additional visualizations using the extracted feature partitions. We then
repeat the experiment using a larger gene set and a related dataset to further demonstrate the applicability of our method.
Finally, we provide details about the quantitative evaluation done in the main text.

Dataset Preprocessing. In Section 5.2, we applied our approach to the dataset used in (Qu et al., 2024), specifically the
wild-type cells within the E14.5 WLS experiment. The data included a count data matrix comprised of 5, 572 cells along
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Figure 10. Embeddings obtained by repeating the experiment of Section 5.2 using 10000 genes (instead of 5000 in Section 5.2). The
embeddings in the upper row are colored according the cell type, while the bottom row (containing the same embeddings) is colored
according to the cell cycle state. The embedding based on all the genes and the embedding from partition 2 reflect the cell type
development, while the embedding based on partition 1 uniquely reflects the cell cycle development. We can see that despite the additional
variation due to the extra genes, the substructures remains clearly visible.

with their 32,285 gene expressions. We employed the normalization scheme from the Seurat package, where the gene
counts in each cell were divided by the total number of genes within that cell and then scaled by 10, 000. Each entry was
subsequently log-normalized using the transformation log(1 + x). We then retained the 5,000 most highly variable genes.
Finally, we used the z-score transformation on each gene across the samples and reduced the rank of the data matrix to 50
by truncating the singular value decomposition (SVD). As for our approach, we applied Algorithm 1 on the data using a
perplexity parameter of 40 and 100 simulations.

For comparison, Qu et al. (2024) used only the top 2, 000 highly variable genes and retained the top 30 principal components,
which corresponds to keeping the leading 30 components in the SVD. Thus, our configuration involves a larger set of genes
and a higher-rank representation, retaining more variability in the data.

Additional Results. The effectiveness of our feature partitioning is further demonstrated through additional embeddings
of the dataset, computed using all genes as well as each extracted partition; see Figure 9. As in Figure 3, the embedding
based on all genes reveals only the cell fype, while each partition reveals only one of the biological processes: cell type (by
partition 1) and cell cycle (by partition 2). It is evident that the partitioning of features has a vital effect on visualization
techniques in general, and is not specific to tSNE.

We next repeat the original experiment in a more challenging setting using 10, 000 of the most variable genes to show
the robustness of our approach. By increasing the number of genes, we allow noisy features into our dataset, making the
partition task more complex. We applied our approach again with K = 2, and in Figure 10 we compare the tSNE embedding
based on all genes, with the embeddings based on each of the extracted partitions. Evidently, the two partitions still extract
the two underlying structures that correspond to the cell type (by partition 2) and cell cycle (by partition 1). Furthermore, the
genes identified in the final paragraph of Section 5.2 (as belonging to the extracted partitions associated with the underlying
variables) were also captured in this experiment.

We repeat the experiment on a similar dataset to further validate our results on data with similar characteristics. Specifically,
we consider the wild-type cells within the E14.5 SMOM experiment (Qu et al., 2024) that consists of a count data matrix
with 5, 598 cells along with their 32, 286 genes expressions. We apply the same preprocessing pipeline as in the previous
experiment, including the selection of highly variable genes. As before, we evaluate two configurations: one using the top
5,000 most variable genes and another using the top 10,000.

In Figure 11, we show the results for both configurations. We compare the tSNE embeddings based on all the genes with the
embeddings based on each extracted partition. As shown in Figure 11, the embedding based on all the genes reveals only the
structure related to the cell type development, while obscuring the cell cycle phase. On the other hand, the embeddings
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Figure 11. A similar experiment to the one done in Section 5.2 on a different dataset. Plot (a) shows the embedding of N = 5598
cells characterized by their D = 5000 gene values, while plot (b) presents the corresponding embedding obtained using D = 10000
genes. The upper row within each plot indicates each cell’s type, while the bottom row shows each cell’s cell cycle state. As shown, the
embeddings based on all the genes and partition 2 genes are inductive to the cell type development (top), while the embedding based on
partition 1 genes reflects the cell cycle development (bottom).

from our two partitions reveal both the cell cycle phase and the cell type development (in partition 1 and 2, respectively).
Furthermore, the genes identified in the final paragraph of Section 5.2 were also identified in this dataset using our approach
applied to both configurations.

Quantitative Comparison. The quantitative comparison shown in Figure 3(b) compare how well the embeddings generated
based on our extracted partitions reveal the two underlying processes of the data compared to other methods. To define an
error measure for a given embedding of the dataset, we proceed as follows. For each point (cell) i and each of the two types
of labels (cell phase and type), we find the k nearest neighbors of point i and compute the proportion of nearest neighbors
whose label differs from the label of point i. This provides two scores (of label inconsistencies) for each point, corresponding
to the two processes. We then average these scores across all data points, producing two error measures: one quantifying the
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inconsistency of the embedding with respect to the cell phase and the other with the cell type. For methods that provide a
single embedding of the data, we average these two scores, quantifying how much this embedding is consistent with both
latent processes. For methods that produce two embeddings, we expect each embedding to be consistent with only one of
the latent processes. Therefore, in such cases, we assign to each embedding only one of its two scores (without repetition)
such that the average of the assigned scores is minimized for the two embeddings.

Next, we describe the parameters used by the different embedding algorithms in the quantitative comparison. It is important
to note that the error measured for IC-PML, Multi-tSNE, and LDLE for each specific K -nearest neighbor corresponds to the
smallest error observed across a wide range of hyperparameter values. The specific hyperparameter settings explored are
detailed below:

e IC-PML (960 parameter configurations):

— Number of manifolds: 2

Total eigenvectors: 50

Number of eigenvectors used from each manifold: [1, 2, 3, 4, 5].

Epsilon parameters: the maximal distance between each point and its k-th nearest neighbor, where the considered
k included 5, 10, 20, 40.

Similarity criterion coefficient: [0.01,0.03,0.05,0.1,0.3,0.5]
Eigenvalue criterion coefficient: [0.01,0.03,0.05,0.1,0.3,0.5,1, 2]

LDLE (32 parameter configurations):

Embedding dimensions:2 and 3.

Nmin: 10 and 20.

k_tune: 5,10, 20 and 40

— torn: We considered the torn and non-torn data embedding options.

Multi-tSNE (8 parameter configurations):

— Number of maps: 2
— Embedding dimension: 2 and 3.
— Perplexity: 5,10, 20 and 40.

tSNE based on all features (8 parameter configurations):
— Embedding dimension: 2 and 3.
— Perplexity: 5,10, 20 and 40.

¢ Feature Partition (Ours):

— Perplexity: 40
— Simulations: 100

tSNE based on the Feature Partition (Ours):

Perplexity for Feature Partition: 40
Simulations for Feature Partition: 100
Perplexity for tSNE: 40

Embedding dimension: 3
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F.3. Data Preparation and Comparative Visualizations for Section 5.3

In Section 5.3, we applied our approach to the dataset used in (Droin et al., 2021). The data included a count data matrix
comprised of 6889 cells along with their 14812 gene expressions. We employed the normalization scheme from the Seurat
package, where the gene counts in each cells were divided by the total number of genes within that cell and then scaled by
10000. Each entry was subsequently log-normalized using the transformation log(1 4 x). We then retained 2000 of the most
highly variable genes. Finally, we used the z-score transformation across the samples and applied principal components
analysis (PCA) to reduce the data to dimension 20. As for our method, we applied Algorithm 1 using a perplexity of 40 and
100 simulations. All tSNE embeddings used a perplexity of 40.

Cell Displayed Across Layers: All Cells in Blue, Specific Layer Overlaid in Orange
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Figure 12. tSNE embeddings generated using all the features and using the features from our proposed partitioning, applied to the liver
dataset described in Appendix F.3. (a) Embedded data points (blue) are overlaid with the labels of specific liver layers (orange). (b)
Embedded data points are colored according to their circadian clock phase. Our method effectively disentangles the two underlying
factors: partition 1 captures the spatial liver layer structure while partition 2 captures the circadian phase. In contrast, the tSNE embedding
using all features reflects a complex mixture of both variables, making it difficult to interpret the embedding.
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Objective Value as a Function of Partition Count
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Figure 13. The minimal objective value achieved by our algorithm (defined in (8)), normalized by the number of samples [V, as a function
of the number of partitions K. Results are shown for the dataset of three rotating figurines used in Appendix D.

G. Choosing the Number of Partitions (/) and Validating the Usefulness of Our Partitioning

The selection of the number of partitions (/) is a practical consideration that directly affects the outcome of our algorithm
and therefore the visualizations generated based on it. A sub-optimal choice of K can result in visualizations that are either
overly complex or redundant. In this section, we discuss how to determine K and discuss the implications of selecting a
sub-optimal number of partitions. Finally, we propose a procedure to verify whether the data is indeed composed of subsets
of features that are partially dependent as our approach assumes.

Determine K for K > 2. In order to determine K we propose to inspect the behavior of the smoothness score from our
approach, defined in (8), as a function of the number of partitions K. As long as K increases but remains lower than the
true number of partitions, we expect to see a rapid decay of the score. Then, when K reaches the true number of partitions,
we expect to see an ‘elbow’, after which the score saturates or decays very slowly. This phenomenon is reminiscent of
similar situations, such as manually selecting the number of clusters in k-means or the number of components in PCA. We
demonstrate this behavior of the smoothness score in Figure 13.

Next, we discuss the expected impact of over-selecting or under-selecting K on the resulting representation and embedding.
If the number of partitions is lower than the number of true partitions in the data, we expect the partitions to separate the
features into super-groups that correspond to the most distinct geometric structures, even if some of these groups could be
further subdivided. In this case, each group of features describes a geometry that is simpler than that of the original data,
i.e., it has a lower intrinsic dimension. Hence, the outcome of our procedure in this case still improves the ability to embed
and visualize the data in a low-dimensional space, albeit sub-optimally — where the embedding dimension may need to be
higher than it would be if the optimal choice of K was used.

If the number of partitions is slightly larger than the true number of partitions in the data, we expect that one or more
of the true partitions will be arbitrarily subdivided. This will introduce redundancy into the representation, where some
feature subsets will exhibit similar geometric structures. The user should take into account this possibility and inspect
the resulting embeddings for potential redundancy. Nonetheless, the partitioning is still beneficial in this case, since the
data for each partition can be easily embedded and visualized in a low-dimensional space. If the number of partitions is
grossly overestimated, then in addition to redundancy, some of the feature subsets may not reliably represent the underlying
geometry of any of the true feature subsets.

Determine Whether K = 1. When the data cannot be partitioned into features with simpler structures, we expect that
applying our algorithm to partition the features into two or more groups will result in partitions with similar or nearly identical
underlying structures. Consequently, the graphs that correspond to the partitions will also exhibit similar characteristics,
leading to embeddings (such as tSNE) that closely resemble each other.
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To determine if the features can be partitioned into meaningful subsets, we propose a type of a permutation test. Specifically,
we propose to compare the smoothness score produced by our method from the original data to the analogous score
obtained from manipulated versions of the data. The manipulated versions are obtained by applying a random orthogonal
transformation to the features, in which case the data does not satisfy our underlying assumption by design. The different
steps of this procedure and their justification are detailed below:

1. Apply our procedure with K = 2 to the given data matrix and store the associated score, defined in (8).

2. Generate multiple modified versions of the dataset by applying random orthogonal transformation to the features of
the data. Each orthogonal transformation randomly mixes all the features in the dataset. If distinct feature partitions
existed in the original data, they will be completely mixed after the transformation. Hence, our underlying assumption
does not hold for these manipulated datasets.

3. Apply our procedure with K = 2 to each transformed dataset and store the associated scores, defined in (8).

4. Compare the score from step 1 to the distribution of the scores from step 3. If the score from step 1 is smaller than a
chosen percentile of the scores from step 3 (e.g., 0.01), we conclude that the original data contains feature partitions
with significantly distinct structures, suggesting that our assumption holds, at least to some extent.

H. Experiment on the COIL-20 Dataset

We conducted an additional experiment using a subset of the COIL-20 dataset (Nene et al., 1996), consisting of 128 x 128
grayscale images of three distinct but visually similar cars captured at varying azimuths. While this dataset may not explicitly
satisfy our approach’s theoretical assumptions, it provides an interesting test case for our approach. For this experiment,
we used all images from the car objects 2, 5, 18, which resemble one another, resulting in 216 images in total. The images
were flattened to vectors and the resulting dataset was approximated using its 20 leading SVD components to reduce its
variability.

We applied our algorithm with K = 2 partitions and two different perplexity parameters: 10 and 20. The resulting tSNE
visualizations can be seen in Figure 14. Evidently, the standard tSNE visualization that use all pixels (left) reveals a closed
loop structure corresponding to the object’s azimuth. Notably, partition 1 (middle) produces a more coherent representation
of the azimuth, demonstrating also enhanced stability across different perplexity values. Interestingly, partition 2 (right)
effectively separates the images based on car identity, suggesting our method naturally discovered semantically meaningful
features. The actual pixel partitions are shown in Figure 14(c). Specifically, partition 1 identified the outer pixels that
typically capture the front and back of the car—features that correspond more closely to the azimuth of the object rather to
its identity, as reflected in Figures 14(a) and 14(b). In contrast, partition 2 focused on the rooftop region, which corresponds
more directly to the identity of each specific car object.
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(b) tSNE embeddings with perplexity parameter of 20
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(c) Extracted partitions overlaid in blue and yellow on three sample images.

Figure 14. The experiment detailed in Appendix H. The dataset includes N = 216 gray-scale images with D = 16, 384 pixels from
COIL-20. Each image contains a single rotated object, and the considered objects are three types of cars. (a) tSNE embedding of the data
with a perplexity parameter of 10, (b) tSNE embedding of the data with a perplexity parameter of 20. (c) Three sample images from the
dataset, overlaid with the partitions extracted by Algorithm 1, shown in yellow (partition 1) and blue (partition 2).
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I. Proofs

Proofs overview.

This section is organized into three main parts: Appendix 1.1 contains the proofs of the results in Section 3, Appendix 1.2
presents the proofs of the results in Section 4, and Appendix 1.3 includes the proofs of the results in Appendix C.

Below is a brief outline of the results and proofs presented in Appendix I.1:

1. Lemma I.1. This is an auxiliary lemma used in Proposition 3.1 and Lemma I.3 that characterizes the entropy function
of a discrete distribution. Specifically, it considers a normalized exponential distribution that is based on the pairwise
distances within the data.

2. The proof of Proposition 3.1. The proof begins by showing that the problem is convex. Then, it derives an optimal
solution to the optimization problem under some assumptions of the data by using the Karush-Kuhn-Tucker (KKT)
conditions for convex optimization problems using Lemma I.1. Finally, we derive an optimal solution that admits the
same form as the previous one when the assumptions do not hold.

3. Lemma L.2. This is an auxiliary lemma used in Proposition 3.2 that approximates specific integrals over a manifold in
terms of the manifold’s properties and density. The lemma uses results from (Singer, 2006).

4. The proof of Proposition 3.2. The proof begins by asymptotically approximating the function using results from (Hein
et al., 2005). Then, it derives its expression using Lemma 1.2 in terms of the manifold’s characteristics and density.
Finally, a further simplification of the expression is done by referring to results from (Osher et al., 2017).

5. Lemma L.3. This is an auxiliary lemma used in Proposition 3.4 that characterizes the optimal graphs in a Problem 3.3
with fixed partitions. The proof begins by showing that the problem is convex. Then, it derives an optimal solution to
the optimization problem under some assumptions of the data by using the Karush-Kuhn-Tucker (KKT) conditions for
convex optimization problems using Lemma I.1. Finally, we derive an optimal solution that admits the same form as
the previous one when the assumptions do not hold.

6. Lemma 1.4. This is an auxiliary lemma used in Proposition 3.4 that characterizes the optimal partitions in a Problem 3.3
with fixed graphs.

7. The proof of Proposition 3.4. The proof divides the problem into two sub-problems, fixing either the feature partitions
or their associated graphs in each case. Then it combines the results from Lemmas 1.3 and 1.4 to fully characterize the
problem’s optimal solutions.

Similarly, below is an outline of the results and proofs presented in Appendix 1.2:

1. The proof of Corollary 4.2. The proof begins by proving that the optimization problem is convex. Then, it derives an
optimal solution to the optimization problem under some assumptions of the data by using the Karush-Kuhn-Tucker
(KKT) conditions for convex optimization problems using Lemma I.1. Finally, we derive an optimal solution that
admits the same form as the previous one when the assumptions do not hold.

2. Lemma LS. This is an auxiliary lemma used in Lemma 1.6 and in Lemma 1.7 to generate an upper bound for a given
event by separating it into multiple s events.

3. Lemma L.6. This is an auxiliary lemma used in Theorem 4.3 that characterizes a specific sum in terms of the data setup
parameters and partition parameters defined in Section 4.

4. Lemma L.7. This is an auxiliary lemma used in Theorem 4.3 that characterizes a specific sum via an integral, in terms
of the data setup parameters and partition parameters as defined in Section 4.

5. Lemma L.8. This is an auxiliary lemma used in Lemma 1.9 that approximates specific integrals over a manifold in
terms of the manifold’s properties and density and some predefined parameters. Its proof uses results from Lemma 1.2.

6. Lemma 1.9. This is an auxiliary lemma used in Theorem 4.3 that approximates specific integrals over a manifold in
terms of the manifold’s properties, density and some predefined parameters. Each of the integrals under consideration
includes a nested integral, with the inner integral being addressed in Lemma I.8.
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7. The proof of Theorem 4.3. The proof begins by solving the minimization problem over the graph parameters derived
in Corollary 4.2. It then asymptotically approximates the solution as the dimension and number of samples tends to
infinity, utilizing Lemmas 1.6 and 1.7. Next, it approximates this asymptotic value by applying Lemma 1.9 to express it
in terms of the manifold’s properties, density, and partition parameters.

8. Lemma 1.10. This auxiliary lemma, used in Theorem 4.4, considers the case of two partitions. It demonstrates that
the analytical form derived in Theorem 4.3 is minimized when the partitioning is close to the true feature partitioning
under a constraint on the possible partitioning solutions.

9. The proof of Theorem 4.4. The proof builds on Lemma I.10 by considering a sequence of problems and demonstrates
that the problem is minimized when the true partitioning solution is used.

Finally, below we outline the results and proofs presented in Appendix 1.3:

1. Lemma I.11. This is an auxiliary lemma used in Proposition C.2 that characterizes the optimal graphs in a Problem C.1
with fixed partitions. The proof begins by showing that the problem is convex. Then, it derives an optimal solution to
the optimization problem under some assumptions of the data by using the Karush-Kuhn-Tucker(KKT) conditions for
convex optimization problems using Lemma I.1. Finally, we derive an optimal solution that admits the same form as
the previous one when the assumptions do not hold.

2. The proof of Proposition C.2. The proof divides the problem into two sub-problems, fixing either the feature partitions
or their associated graphs in each case. Then it combines the results from Lemma 1.3 from Section Appendix I.1 and
Lemma I.11 to achieve a full characterization of optimal solutions to the problem.

3. The proof of Proposition C.3.The proof begins by evaluating the objective of Problem C.1 under a specific regulariza-
tion parameter, using the soft uniform partitioning and its corresponding affinity matrix as defined in Proposition C.2.
It then upper bounds this value by the objective achieved by any hard partitioning solution.

4. The proof of Proposition C.4. The proof analyzes the computational complexity of each update rule proposed in
Proposition C.2.

5. The proof of Proposition C.5. The proof analyzes the computational complexity of each update rule proposed in
Proposition C.2 when the data is given the form of singular value approximation. It starts by rewriting each term as a
multiplication of matrices and then derives the computational complexity by considering each multiplication within.

L.1. Proofs of Section 3.1 and Section 3.2

Lemma L1. Leti € {1,...,N}, and let Ay, ..., AN € [0,00) be some distance function between the i-th element and all
the other elements. Define the function f : [0,00) — R by
exp(—A; exp(—A;
o= ey nve LD eyt T b
je{l, Ny i} 2etefl N /{ay P 5e se{l,...,N}/{i} €XP s
Then f is a non-decreasing function and satisfies
lim f(3) = —log(N —1) and  lim f(8) = —log(aw), (32)

B—0 B—r00
where &; = [{j € {1,...,N =1} | Aj = minge gy

exp(—4A;B)
N/ XP(=A¢)

Ny (i} As}. Furthermore, for any j € {1,..., N} /{i} we get that

exp(—4;5)
> ose(1,... N}/ {0y EXP(—AsB)
— { @1]\, Z.]L,Aj =ay

0 else

.....

lim log (33)

B—roo Zte{l

.

Proof. We indicate that this proof is not new, and is shown here for completeness. Without loss of generality the proof will
assume ¢ = N. Therefore, & that will be used throughout the proof will be related to the i-th element.
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The proof will begin by bounding the first derivative of f(/3) between zero and some positive constant for all 8 € [0, c0),
and therefore show that it is non-decreasing. Then, to bound the image of f it will derive the value of f at the boundaries of
the domain.

We begin by deriving the bounds of the derivative of f. To do so, we rewrite f by

N-1
_ exp(—4A;8) o exp(—A;f) > )
1) ng (Zt 1 " exp(—AyB) gZiV:leXp(—ASB) (
N-1
= oP(~4,p) -log(exp(—A4; 35
(H S (- O 15”) (35)

N-—1
exp
(Z Zt 1 eXP( e Z *p(~ )
N—-1
= (Z Zl\fﬁ)éﬁji B) log(eXP(Ajﬂ))) (36)
j=1 2ut=1 EXP{—&¢

st eXp(—Ajﬁ)> e
- J lo exp(—Ag
(Ziv_zlexmAtﬂ) 2 exp(=A7)

= 5 Nf LN _1og(Nfexp(_A 8)) (37)
j=1 ZiV:;leXp(_Atﬁ) ’ s=1 T

The derivative of f is non negative as

ﬂf B8) (38)

N-1
_ (Z eicp(—Ajﬁ) | 'Aj) (39)

j=1 Z,{if eXP(*Atﬂ

exp(—8;8)(~24,) LI exp(=A,8) - exp(—4;8) (05 exp(—A,8)(-A,) )
(L exp(—A:8))?

N-1
-8 Z A -
j=1

T e (—A8) (A
S exp(—AB)

N—1
_ exp(—A4;f) A
= - AV 40)
(; S exp(— i) ])
- A, S exp(-4.9)A )
— B Ajexp(—A;8 J . o)
2 1047 )< ST exp(—AB) (D0 exp(—Af))?
L X exp(=AB)A
SN exp(—AyB)
~ A, szlexp<—A A )
=8 ) Ajexp(—A;pB . — = e (41)
2 Aronla, )<Zt Tep(A8) (50 exp(—A )
(Y ar oA ) (5N g A, SRCAD (AL “2)
=7 S exp(—AB) ST (O exp(—AB))?
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2

N— N-1
e(-8,0) A ED(-As)
- j (43)
Z: o exp(—AB) o ; TSN exp(—AB)
2
—A;p) eXp A, B)
—3- exp . < ( A = )) (44)
Z t 1 exp( AB) Z p 1 exp( AsB)
>0. (45)

where in (43) we use the variance decomposition into moments (Var (|| X||?) = E[|| X ||*] — E[|| X||?]? for some random
variable X) and in (44) we use the fact that all the elements are non-negative.

The derivative of f can be bounded from above as well as will derived below. Based on (44), we can see that

_ exp —AB) A, exp(—A,f) ))2 46
Bf(/ﬁ) 8- Z AZ < (Z S T en( ) (46)

t 1 exp(

2

A (47)

N-1 A;B) N-1 exp(—A, )
_ 5 exp( A2 X j
321 Zt 1 exp( AB) ’ ; ivzlleXp(_Atﬁ)

exp A'ﬂ) 2
< A 48
a BZ t_l exp(—A¢f) ! @
2
S “)

Since the derivative of f is nonnegative, its image is bounded by the values it achieves on the boundary of its domain. To

find these values, we examine each normalized exponential j € {1,..., N — 1} within f
exp(—B4;) 1
X _ € [0,1]. (50)
Ziv=11 exp(—p4,) 1+ Zte{l,...,N—l}/{j} exp((A; — Ay)B)
Its limiting value when §3 tends to zero is
A 1
lim eXp( i8) = lim (51)
pots Sl exp(—Af) =00 330 exp((A — Ar)B)
1
= —. 52
N1 (52)
To derive its value when 3 — oo, we define Inin = {j € {1,..., N — 1} : Aj = minge(y,.. ny—1} As}. In this limiting
case each term converges to
~A,
lim — SP(EA5) (53)
oo 371 exp(—Af)
1
= (54
5 Sl exp((A; = A)B)
1
= lim (55)
500 D e 1 XP((AG = A1)B) + 3 5gy, exD((A; — A7) B)
_ -0 115 € Tmin (56)
0 else
if j € I
_ |[mm‘ 17 min 7
{ 0 else ’ (57)

as A; — Ay > 0forany j & Iiin and ¢t € Iy,
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To connect this result with f, we define h : [0,1] — (—o0, 0] by h(a) = alog(a) for all a € [0, 1]. By composing it with
any of the normalized exponentials from above we get that

exp( AjB) exp(—A;f) 1 1 .
lim log — = —log— je{l,...,N -1} (58)
=00 S exp(—AB) T 0 exp(—A,B) NTTN
exp( A;B) exp(—A;f) 1 1 .
lim log — = log J € Inin, (59)
B—00 Zt 1 exp( fﬂ) Zivzll exp(—Asﬂ) Imin Imin

where we apply the property that the limit of a product of two functions is the product of each function’s limit, given that
both exists. Furthermore, when § tends to infinity, the limiting value of the term for any j ¢ I, We converge to

exp(—A8) | exp(=A8)

li (60)
50 th;lexpe B) S exp(—A6)

—  lim _logZ Ly exp((8) — A)B) 61
oo M exp((A; — Ay)B)

o S exp((A = ADB) - (A — A 1

= lim N1 S SN (62)
oo Y1 exp((A; — Ay)B) Yoim1 exp((A) = A)B) - (A — Ay)

1

= lim — 63
5500 S exp((B; — A)F) (©3)

I Gy 12)) o
500 S T exp(—A.0) (9

- 0 (65)

where we use the L’Hopital’s rule and the result from (53).

Now, we can rewrite f as a sum of the components defined above by

N—-1
_ N g [ (=84 )7 66
fB)=> (Zt Sy (66)

j=1

and derive it value at the boundary.

lim f(8) = lim Nifh eXp( b4;) (67)
B0, g0 =\ T exp(—BA,)
— 3 lim h exp(=f4,) (68)
— 50, L exp(—BAY)
1
= log <N—1> 69)
N-—1
lim f(8) = lim h( ep(=FA4;) ) (70)
B—00 B—ro0 J=1 Zt 1 exp( BAI‘)
_R . h( exp( BA,) > 71)
o e L exp(—BA)
1
= o () "

where we apply the property that the limit of a sum of functions is the sum of each function’s limit, given that they exists. [J

Proposition 3.1 The matrix W € [0, 1]V*¥ defined in (1) is a solution to

_argmin J(Vi/',{yl,...,'!,/N})7 5)
Welo,1)vxN
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subject to the constraints Wi =0, Z;\le W,J = 1 and Zjvzl V~VH log W,J < —log(a) foralli € {1,..., N}, where
€1,...,ex € Ry from (1) are the minimum values that satisfy the entropy constraint.

Proof of Proposition 3.1. The proof will demonstrate that the optimal solution can be derived from solving N subproblems,
each corresponding to a row of the graph solution. We will then use convexity conditions to derive the optimal solution
under certain assumptions on the data. Finally, we will show that if these assumptions do not hold, the solution takes a
similar form, but with bandwidth parameters approaching zero.

We begin by showing that the problem can be solved using N subproblems separately. For each i € {1,..., N} we define a
subproblem related to the ¢ — th row of the graph matrix

~ argmin Ji({Wi,j}éyzl, {y]}évzl) (73)
Wiy, Wi n€[0,1]

subject to the constraints W,Z =0, Z Wz 4 =1land Z 1 Wi jlog w; ;i < —log(a), where

N
Ji({WiJ};y:h{yj};’v:l) :ZWi,iji_yj||2~ (74)
j=1
Based on the next derivation, we can see that the optimal solution should be optimal for each of these sub-problems
_min J(W {y;}jL1) (75)
Welo,1)vxN
= __ min Z Wijlly; — y;1° (76)
We[o NXN 5T

N

= > _ min ZW,JIIyz y, |2 (77)
i=1 W .€[0,1]V j=1

N
= > _min LW H {10, (78)
i=1 W, .e[o,1]V

=, (k . = . T . .
where WE’:) denotes the i-th row of W, and the domain of each minimization problem above contains the constraints

that Wiﬂ’ =0, Z;vzl Wi)j = 1and E;VZI Wz}j 10g Wi)]‘ < - log(a) forall i € {1, . ,N}.

(k)

Without loss of generality, we are going to find the optimal W; 1, ..., W; x that minimize the J; for some ¢ € {1,..., N}.
Specifically, we assume W; ; = 0 based on the equality to zero constraint, and omit this constraint. To find the optimal
solution, we begin by building on the Karush-Kuhn-Tucker (KKT) Theorem (Corollary 28.3.1 in (Rockafellar, 1970)). We
note that this solution will depend on certain conditions; therefore, after this derivation, we will provide an alternative
solution that attains a similar form when these conditions are not met.

The theorem assumes that the objective and the inequality constraint is convex and that the equality constraint is an affine

function. Furthermore, it assumes that there exists a solution within the domain that satisfies the inequality constraint in a

strict manner (Slater’s conditions). We begin with the latter assumption, we define a valid solution by Wi =1 /(N —=1)

for any j 75 1 and Wl ; = 0, as it sums up to ones. The entropy constraint is strictly satisfied Z VVw log Ww =
—log(N — 1) < —log(«), and therefore Slater’s conditions are satisfied.

The objective J; is an affine function and therefore is convex, and the equality constraint Zjvzl Wi7 j = lis indeed affine.
Finally, we will show that the constraint of the entropy inequality is convex by showing that its Hessian is a positive
semi-definite matrix (Theorem 4.5 in (Rockafellar, 1970)). Specifically, the Hessian elements are

d> - d .
VVZ log(W; = 1+ log(W;, 79
de’J; 1og(Wi) = 2o (1+1og (1) 9
S (80)
Wi
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> 1 81
N
d d < - d -
e S Wilog(Wir) = —o— (14 log(Wiy)) 82
AW, AW, 2= +log(Wit) i g(Wi;) (82)
= 0 (83)
forall j,r € {1,..., N}/{i} where j # r. As the Hessian is a diagonal matrix with positive values we can conclude that it

is a positive definite matrix.

The KKT theorem states that a solution satisfying the KKT conditions—including stationarity, primal feasibility, dual
feasibility, and complementary slackness—is an optimal solution to the problem, provided Slater’s condition holds. To
derive such a solution we need to first define the Lagrangian of the minimization problem by

N
T by i) = Y Wijlly, — ;! (84)
j=1
N ~ ~
+ e |log(a) + Y W ;log(W; ;) (85)
j=1
N ~
o | Y Wii—1 (86)
j=1

where ¢; > 0 and p; € R.

A solution that satisfies the stationary condition should attain for all j # i

dji({Wi7j}§V:17 {y]}év:ﬁ

0 = 87
AW, &7)
= lly; —y;lI> + e (14 1og(Wi ;) + i (88)
2
i~ YT+ E6 g
W = exp (_IIy ylIP+e+p ) . (39)
€

The primal feasibility condition on the on the equality constraint induces-

N
1= YW, (90)
j=1
2
i ; + €; + 7
~ Yoo <_||y " Z ) o1
i €

2
i i ; + €;
exp (/;) jééi exp (—”y y;” ) . (92)

By pushing it back into (89) we get that for all j # ¢

p— 2 ei
exp ( Iy, %n - >
Wi; = ETRTEES ©3)
S XD (_ 1Y, z!:u + )
_ 2
exp <_ Iy, E_yjn )
= (94)

Zt#‘ exp (— Hyi_ytuz) '
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Furthermore, to satisfy the primal feasibility and complementary slackness of the entropy constraint we define any ¢; by

e sty WijlogW;; = —log(a). (95)
J

By incorporating the results from Lemma 1.1 with A; = [jy; — y,||* forany j € {1,..., N — 1}, we get that the function
>_; Wi jlogW; ; is a non-increasing function in €;. Additionally, according to the lemma, this function is bounded by
[—log(N —1), —log(c;)], where &; = [{j € {1,...,N}/{i} : [ly; —y;l| = minsx; ||y, —y;,||}|- These boundary values
correspond to the limit of the function as ¢; — 0o and €; — 0, respectively. Therefore a solution ¢; exists only if &; < o

Therefore, based on the Karush-Kuhn-Tucker Theorem if &; < « then an optimal assignment of W; 1 ..., W; y is as shown
in (94), with a ¢; that satisfies (95). To address the optimal assignment when &; > « we use a direct approach that does not
build on the KKT conditions. In this regime, any assignment of ¢; should satisfy the inequality entropy constraint, as the
entropy function is bounded from above by — log &; (Lemma I.1). Building on the suggested solution of W; 1,..., W; n,
the assignment of ¢; that tends to 0 will result in the following solution

0 if j =1
Wij=< a ifj#i and |y; —yll = mingz |y, — il (96)
0 else
based on Lemma I.1. This solution is valid as it satisfies the entropy constraint as ;Wi jlogWi ;= — log(&;) < —log(a),
it sums up to one, and W; ; = 0. Now, we show that it achieves the minimal values among all solutions
N
> Wislly: —y;l)° 97)
j=1
: 2
— —u. 8
min |y, — y| (98)
N
< min VNV, Y, — Y, 2 99)
Wi,l-,-uni,Ne[O»l]:Zj Wi7j:1,Wiyi:0‘jz:; lJ” ! ]”
N ~
< ~ min o > Wil — ;% (100)
Wi,1,..,Wi,N€[0,1]: 30, Wi =1, W; ;=0, 3=, W ; log W; ; <—log(c) =1
Hence, we can conclude the proof. [

Lemma L1.2. Let M C RP be a smooth compact Riemannian manifold and let g : M — R be some smooth positive
Sfunction over it. Let Apnq : M — R be the Laplace-Beltrami operator over M. Then, there exists €(M, g) so that for any
€< éM,g)andx € M

o | ew (-5 ) awite = o)+ er2E@st) + Angtw) + O oD
TeM €
= g1+ 00) (102
& | ew (-5 ) s@iws - wde = wITaml? + o) (103
= eg(W)IIVryal*(1+ O(e)) (104)

foralld € {1,..., D}, where E(x) is a smooth scalar function of the curvature of M at & € M and C' = (2me)“m(M)/2,

Proof. The proof of (101) is given in (Singer, 2006) (see Eq. 2.11). Now we begin proving (103). As x tends to y

Apg(@)(wa = ya)*| gy (105)
= 9(®)(rd — ya) Am(Ta — ya) + (xa — ya) Amg(x)(Ta — ya) (106)
+2(Vg(x) (@ = Ya): Var(wa = Ya)) |y
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= g(®)(xa —ya)Amza + (2a — ya) Amg(x)(Ta — ya) (107)
+2(xa — ya)(Vmg(x), V mza) + 29($)||VM$d||2’w:y
= 29(2)||Vmzdl?, (108)

where we use the identity Apqp - h = hApM(p) + pA M (R) +2(V rmp, V pmh) for smooth functions p, h : M — R, as both
f and the restriction of the manifold onto a specific dimension are smooth with respect to them manifold M. Furthermore,
we use the fact that by combining it with the fact that the manifold is compact, we get that the Laplace-Beltrami operator
and the gradients over x4, g(x), g(x) - x4 are bounded.

Now, by combining it with (101) we get that for sufficiently small e

1 x — yl?
& | ew(-EEE ) a@iws - wiae = e2E@)-0 4+ 20@ITal?) 1O 109
reMm €
= eg(¥)Vmyall® + O(€%), (110)
based on the characteristics of E. I

Proposition 3.2 Let M C R be a smooth, compact, Riemannian manifold with intrinsic dimension dim(M) < D.
Suppose y,...,yy € M are sampled independently from a smooth non-vanishing density f over M, and let W be
defined as in (1). Then, forall i € {1,..., N} and sufficiently small €1, ...,ex € Ry, we have

N

as. € .
D Wigly: —y,l* % 5 - dim(M) +O(ef). ©
j=1

Proof of Proposition 3.2. For simplicity denote = y,. Let’s examine the inquired term in (6)

N
> Wijlle -yl (111)
j=1
= > Pl — g, 1/e) i =yl (112)
| D> yexp(— e — g [2e) Y
je{1,..,N}y/{i} —te{l,..N}/{i} t
as, / exp(—[l= —y[*/ei)ll= — y|*f (y)dy
yerm  Jzemp(—llz —2[2/e) f(2)dz

vy

(113)

N—o0

where the derivation made in the last line is based on Lemma 2 in (Hein et al., 2005). Specifically by considering Ag ¢, n—1

and the samples {y;, } je1, where I; = {1,..., N}/{i}. To be explicit, in the context of the derivation, this Lemma states
that: Let ¢ € M and g be a continuous function on M. Then, there exists a constant C' > 1 so that for any ¢,6 € (0,1/C)
such that

e exp(—lle =yl /9(y;)  Byemlesn(—lz - yl?/g(w)
r (' S ep(—e -y, Ezemlexp(—Ja—2P/e)] ’ - 5) (o
< ON -exp(—NetimMg2 /0. (115)

Then, we obtain the almost-sure convergence via the Borel-Cantelli lemma as the sum below is finite for any § € (0, 1), and
therefore applies for § > 1 as well .

> . e p(=lly; —y;lI?/0)a(y;)  Eyemlexp(—lly; — yl*/€)g(y)]
Pr(3ie{1,... N} . |=Eh J 7Y i >4 (116
Py ( Petl Ny ‘ Sren oo To — 5P Bzemlon(—lw - 2%] |20 MO
[e%s) N 2
S erexp(—lle —y;12/9(y,)  Byeslesp(—llz — yl?/)g(w)
< P J / A >4 117
=2 2P (‘ > eroxp(—z -y, 7/e) Ezemlexp(—a — 217/ |~ o
< Z CN? . exp(—NetmM§2 /) (118)
N=10
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<00, (119)

where we used Boole’s inequality, and the sum’s finiteness follows from its terms’ exponential decay.

Next, we decompose the Euclidean distance and apply Lemma 1.2 to approximate the integral presented in (113):

[ emtlaslele vy _ ¢ [ emtlaslele iy,
yerm Sz ep(—llx — 2[12/€) f(2)dz lyem  Jzemexp(=lz —z[?/e) f(z)dz
D
B (€/2) f(®)||V pmzal?>(1+ O(e;))
-2 F@)(1+ 0(e)) (120
D
9 1
= ;(ei/%HVdell (1+0(e)) - 1100 (122)
D
= Y (6/2)IVmzal*(1 + O(e:)) - (1+ O(es)) (123)
d_; 5
= ;EJWMmW>+O@% (124)
d=1

where we use the first-order approximation of 1/(1+a) = 1 —a+ O(a?) = 1+ O(a) for sufficiently small a > 0. Finally,
by using proposition 3.1 from (Osher et al., 2017) we get

:%@mm@+o@y (125)

and thus, the proof is complete. O

Lemma L3. Leta € (1, N — 1) and let {w™} | C [0,1]P be a partition solution as defined in Problem 3.3. Define a
set of K affinity matrices {W(k)} C [0, 1]V*N py

€k,i

1Y, =Y, 12,
CXP(_ Yi-Y,1 5m

k orj#1
0 else
foralli,j=1,...,N,and K =1,..., K where €, ; attains the minimum value that satisfies
N
Z Wz(];) log Wi(ﬁl;) < —log(w). (127)
j=1

Then, a minimizer of the function G (defined in (7)) over matrices that satisfy the constraints in Problem 3.3 is

; . =~ (k) .
W = argmin GUW L {0 v,y ). (128)
Wy

Proof. The proof will demonstrate that the optimal solution can be derived from solving N K subproblems, each corre-
sponding to a row of each graph solution. We will then use convexity conditions to derive the optimal solution under certain
assumptions on the data. Finally, we will show that if these assumptions do not hold, the solution takes a similar form, but
with bandwidth parameters approaching zero.

We begin by showing that the problem can be solved using N K subproblems separately. For each i € {1,..., N} and
k € {1,..., K} we define a subproblem related to the ¢ — th row of the k-th graph matrix by

arg min Gk’i({Wi,j}éyzl,w(k),{yj ;\le) (129)
W, wiie]

i1
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subject to the constraints Wi(f) =0, Z;\;l Wl(]j) = 1land Zjvzl Wi(j) log Wi(j;) < —log(c), where
Cra( W w® (y 1) =S W 2 130
kl({ j= LW 7{yj _]:1) _Z Hyz y]H . ( )

Based on the next derivation, we can see that the optimal solution should be optimal for each of these sub-problems
_ . min G w
W oy

K N
. k
= min Z Z W ly; — v, (132)

My {w™H {y, ) (131)

{W( )}C[O 1NN g —
N
= ZZ (,{?m S Wy - w2 (133)
k=1i=1 W, €[0,1]N j=1
= ZZ Jnin Gk»i({W( N w® (g 3. (134)
k=1 i= 1W

where ng) denotes the i-th row of W*), and the domain of each minimization problem above contains the constraints
shown in Problem 3.3.

Without loss of generality, we are going to find the optimal W( ) ce WZ(’]C\), that minimize the Gy, ; forsome i € {1,..., N}

and k € {1,..., K}. Specifically, we assume Wi(ff) = 0 based on the equality to zero constraint, and omit this constraint.
To find the optimal solution, we begin by building on the Karush-Kuhn-Tucker (KKT) Theorem (Corollary 28.3.1 in
(Rockafellar, 1970)). We note that this solution will depend on certain conditions; therefore, after this derivation, we will
provide an alternative solution that attains a similar form when these conditions are not met.

The theorem assumes that the objective and the inequality constraint is convex and that the equality constraint is an affine
function. Furthermore, it assumes that there exists a solution within the domain that satisfies the inequality constraint in a

strict manner (Slater’s conditions). We begin with the latter assumption, by defining a valid solution W(k) =1/(N —1) for

any j # ¢ and Wl(z) = 0, as its rows sums up to ones. The entropy constraint is strictly satisfied Z =1 Wi(’k) log W(k)
—log(N — 1) < —log(«), and therefore Slater’s conditions are satisfied.

The objective Gy, ; is an affine function and therefore is convex, and the equality constraint Z;V:1 Wi(];) = 1 is indeed

affine. Finally, we will show that the constraint of the entropy inequality is convex by showing that its Hessian is a positive
semi-definite matrix (Theorem 4.5 in (Rockafellar, 1970)). Specifically, the Hessian elements are

PNy d (k)
! W0l = o (1+10e15)) (135)
2D = ’
1
- (136)
Wi
> 1. (137)
d d d k)
WP logW®y = 2 (1 +log(W" )) (138)
k k Z it it k
av® aw® = aw
= 0 (139)
forall j,r € {1,...,N}/{i} where j # r. As the Hessian is a diagonal matrix with positive values we can conclude that it

is a positive definite matrix.

The theorem suggests that a solution that satisfies the KKT conditions, including stationary, primal feasibility, dual feasibility,
and complementary slackness, is an optimal solution for the problem. To satisfy its conditions we need to first define the
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Lagrangian of the minimization problem by

= (k
Lk,i({Wi(,j) j‘vzlaw(k)a{yj 5\]:1)

N
Z ij ||yz yj”i:(k)

j=1

N
+ep,i | log(a) + Z WZU;) log(W

where €5 ; > 0 and pi ; € R.

A solution that satisfies the stationary condition should attain for all j # ¢

5 (k)
AL (W w® {y 1N )

(k
aw®)

— 2 (k)

= |y — yj”w(k) + €k (1 + log(Wi’j )) + pk,i

2

=Y o T €kt Mk

Wz(,];) = exp <_ Hy7 y]|w(6kki ‘ ki Mk,L) .
N

The primal feasibility condition on the on the equality constraint induces-
1 = Z w)
2

i €k,i
2
] ;i —Y; o T €k
exp (Mk,l> _ Z exp | — Hyz yj Hw(k) ki .
€k i €ki

By pushing it back into (143) we get that for all j # ¢

Y, -y, H(zd(k) tek,i
exp (— —'76k ;

|‘yi7yt|‘2 (k)+€k,i
Zt#i exp <_ e:i

—u.11?
exp (_ Iy, Z:Hw(k) )

1Y =Y., '
Zt;éi exp <_ €k,i @

wk

2]

(140)

(141)

(142)

(143)

(144)

(145)

(146)

(147)

(148)

Furthermore, to satisfy the primal feasibility and complementary slackness of the entropy constraint we define any ¢ ; by

ZWZ log W, ) = —log(a).

(149)

By incorporating the results from Lemma L1 with A; = [|y; —y; |2, forany j € {1,..., N —1}, we get that the function

Z W(k log W(k) is a non-increasing function in ¢, ;. Additionally, according to the lemma, this function is bounded by
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[—log(N — 1), —log(dx,)], where ax; = [{j € {1,....,N}/{i} : |y; — Yillww = ming |y, — y;llwm - These
boundary values correspond to the limit of the function as €; — oo and €¢; — 0, respectively. Therefore a solution €; exists
only if &; < a.

Therefore, based on the Karush-Kuhn-Tucker Theorem if &; < « then the optimal assignment of W; 1 ..., W; y is as shown
in (94), with a ¢; that satisfies (95). To address the optimal assignment when &; > o we use a direct approach that does not
build on the KKT conditions. In this regime, any assignment of ¢; should satisfy the inequality entropy constraint, as the
entropy function is bounded from above by — log ¢&; (Lemma I.1). Building on the suggested solution of W; 1,..., W, n,
the assignment of ¢; that tends to 0 will result in the following solution

0 ifj=1
Wi =9 2 ifi#i and ly; - yilwe =mine [y - yillwe (150)
0 else
based on Lemma I.1. This solution is valid as it satisfies the entropy constraint as » j Wi(’k) log W(k) = —log(au,) <

—log(a), it sums up to one, and Wi(lf) = (0. Now, we show that it achieves the minimal values among all solutions

N
k
S Wy — ;20 .
j=1
= min ly: — villeym o
N
- o W(k)Hy Y;ille,m (153)
Wf,’i) W(")e[o 1:32; Wf,’;)zl’ Wj(f:):()jz: i il
- (k)
. . i
Wik Wi i 1Y = Yl - (154)
Wi(ﬁ) 7”.’Wi(’]§\)j€[o’1]zzj Wi(ylj'):L Wf,'?)zov > Wi(,,;) log Wi<,];')§— log(a) ]Zl ‘ Jjllw
Hence, we can conclude the proof. .

Lemma I.4. Ler { W(k)} € [0, 1JN*N be affinity matrices under the constraints in Problem 3.3. Define a partitioning
solution {w®} c {0,1}P by

wfik)—{ 1 ifk =k for some k € Q(d) ’ (155)

0 else

ford=1,...,D, where Q(d) = argmingc gy g} S(W® d)and S is defined in (3).

Then, a minimizer of the objective function in Problem 3.3 while fixing the graph parameters satisfy its constraints is
{0} = argmin GUW WL (G NS {y,.. yn))- (156)

{w™

Proof. The minimization problem is

D K N N
arg min ZZ(;)& ZZW —(Y;)a 2. (157)

{w(k)} d=1k=1 i=1 j=1

As the constraints are ), w((ik) = 1foranyd =1,..., D, the problem can be decomposed into D independent problems.

Meaning that for any d € {1, ..., D} we need to solve

argmme(k) ZZWW ((y:)a — (y;)a 2. (158)

(k)}kl 1=1 j=1
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Hence, the solution to this problem is

W) — { (1) itk =k for;(;r;lefc € I(d) (159
forallk € {1,...,K}andd € {1,..., D}, where
Q) = argmin S(W® d). (160)
ke{1,...,K}
O

Proposition 3.4 There exists an optimal partitioning solution {w®}X_ and corresponding affinity matrices {W(k) M
that solve Problem 3.3 and are of the form

) e,
W(k) _ ) exp (_”yq - yj”z_;(k) /ek,i) /Dg’i) if i #j 7 )
“J 0 else
wék) _J 1 ifk =k forsomek € Q(d) 7 (10)
0 else
N
Q(d) = argmin Y _ S(W®,d), (11)
ke{l,... K} 5T
ford=1,...,Dandi,j=1,...,N, where the bandwidth parameters {¢j ;} C R, are the minimum values that satisfy

the entropy constraints in Problem 3.3, and S is the Laplacian-type score defined in (3).

Proof of Proposition 3.4. The proposition aims to characterize optimal parameters of Problem 3.3. We begin by defining
two sub-problems that are related to it, each focusing on minimizing one set of parameters while keeping the other set fixed:

(Wt} = arg ) GUW L (GO e un D) (161)

k

{w®) = argmingg 0y GUW Y @™ Ly, un))- (162)

where the parameters are limited to the constraints stated in Problem 3.3.

These two sub-problems are considered in Lemmas 1.3 and 1.4. Specifically, in Lemma 1.3 the optimal graph matrices are

derived in the form of
1Y =Y 1%
exp <_ 4%.‘71 w““) )

k forj #1
wh = leexp< yyw()> iFi (163)
t= €k, i
0 else
(164)
fori,j=1,...,Nand k =1,..., K, with € ; that attains the minimal value that satisfies
N
S W og Wt < —log(a). (165)
j=1
On the other hand, in Lemma 1.4 an optimal partitioning parameters are derived in the form of
k) 1 if k = k for some k € Q(d)
Wa o = { 0 else (166)
ford=1,...,Dand k= 1,..., K, where Q(d) = argmingc 3 S(W(k), d) and S is defined in (3).
Therefore there exists parameters of this form that minimizes Problem 3.3. O
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1.2. Proofs of Section 4

Corollary 4.2 Let {JJ(k)} be a partitioning that satisfies the constraints in Problem 4.1. Then, graph affinity matrices that
minimize (13) while fixing the partitioning parameters {dz(k)} are

1y, yJHw(k) N 1y, yt”w(k) e .
WZ,(’;) = exp <_ (1/D)ZD: ~(k) /thl exp | — e-(1/D) Zd:l ~(k) if g 7& J . (14)
0 else

fori,j=1,...,Nandk=1,..., K.

The Proof of Corollary 4.2.  The proof will demonstrate that the optimal solution can be derived from solving NK
subproblems, each corresponding to a row of each graph solution. We will then use convexity conditions to derive the
optimal solution.

For simplicity we denote the following term distance term

(k)) — ly; — yj”Z)(k) (167)

YWY Y w :
! (1/D) 7 Wi

This will be used throughout the proof.

We begin by showing that the problem can be solved using N K subproblems separately. For each i € {1,..., N} and
k € {1,..., K} we define a subproblem related to the i — th row of the k-th graph matrix by

arg min G;H( Z1,...,VNVi)J\;,{yl,...7yN}) (168)

k T-(k
Wi, elo.)

7 (k)

subject to the constraints Wi(];) = 0and Zj\;l Wi =1, where

N
GuaW8 o ). s yd) = W ) e > Y log (W) (169)

j=1 j=1

Based on the next derivation, we can see that the optimal solution should be optimal for each of these sub-problems

K N
. min GWir, oo Win {yr oy D) +e 30> W log (W(’;)) (170)
(W3 cloavxw k=1i,j=1
(171)
K N K N
=, min SN Wy ype®) 1> W log (W(k)) (172)
{W ’ }1?:1C[071]NXNk: i,j=1 k=114,j=1

K N N
= Y3 min Z Wy y:0®) + ¢S W log (W(k)) (173)
=1

2

k=1 i= 1W .€[0,1]N

K N
= ZZ B min (;’kz(VVz1,...,VV,L"N,{"ljl,...7y]\/v})7 (174)
k=1 i=1 W.€[0,1]V¥

where W(k) denotes the i-th row of VV( , and the domain of each minimization problem above includes W(k) = 0 and
Z] 1Wk)—lforall/ce{l L K}yandie{l,...,N}.

Without loss of generality, we are going to find the optimal W( ) e Wl(}j\), that minimize the G i, forsomei € {1,..., N}

and k € {1,..., K}. Specifically, we assume W( ) = 0 based on the equality to zero constraint, and omit this constraint.
To find the 0pt1ma1 solution, we begin by bulldmg on the Karush-Kuhn-Tucker (KKT) Theorem (Corollary 28.3.1 in
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(Rockafellar, 1970)). We note that this solution will depend on certain conditions; therefore, after this derivation, we will
provide an alternative solution that attains a similar form when these conditions are not met.

The theorem assumes that the objective is convex and that the equality constraint is an affine function. Furthermore, it
assumes that there exists a solution within the domain that satisfies the inequality constraints in a strict manner (Slater’s
conditions). We begin with the latter assumption, as there are no inequality constraints the Slater’s conditions are satisfied.

The objective G k,i 1s a sum of a linear function and an entropy function. Based on Theorem 4.5 in (Rockafellar, 1970), by
showing that the Hessian of the entropy function is positive semi-definite we can deduce that it is convex. Specifically, the
Hessian elements are

N
W by _ _d ( 77 (k) )
log( W L) = ) 1+ log(W;}) (175)
=1 i
1
ol 7o) (176)
i
> 1 (177)
d k)
Nog(W M) = 9 (1 +log(W )) (178)
k k Z %t ist k
W( ) dW(J) 2 v
= 0 (179)
forall j,r € {1,...,N}/{i} where j # r. As the Hessian is a diagonal matrix with positive values we can conclude that it

is a positive definite matrix. Now, as the objective is the sum of two linear functions it is convex as well based on Theorem
5.2 in (Rockafellar, 1970) and the convexity of linear functions.

The KKT theorem states that a solution satisfying the KKT conditions—including stationarity, primal feasibility, dual
feasibility, and complementary slackness—is an optimal solution to the problem, provided Slater’s condition holds. To
derive such a solution we need to first define the Lagrangian of the minimization problem by

N
(k) K ~ (k
Ly (W HE oY) S Wy, y w0 ®) (180)

@, 4,7
j=1
N
7-(k
T fkg ZWi(’J) 1
J=1

where €5, ; > 0 and p; € R.

A solution that satisfies the stationary condition should attain for all j # i:

AL, ({W®}, {w®})

0 dW(’?) (181)
= Ay yiw®) + e (1+10g(W) ) + s (182)

(k) A

[AR- R w +e+ 2
w® = exp (-7(?” yjiw ) et pn, ) . (183)

g €
The primal feasibility condition on the on the equality constraint induces-

Z w) (184)
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yw®) et
_ Zexp( yz yj ) € ,ukz (185)
J#i ¢
iy ’w(k) +€
exp (H1) = S ew (-Wy’ 2 Jhe) (186)
i

By pushing it back into (183) we get that forall j #iand k € {1,...,N}

exp (_ w(yi,yjiw<’“>>+e>

(k) _
Wi,j - Z exp (_ ,Y(yi)yy;w(k))_;'_E) (187)
t#1 €
w®
exp (_ WY ))
t#1 €
Therefore we can conclude the proof with the derived optimal solution form. O
Lemma LS. Let X1, ..., Xy be random variables. Then for any v > 0
N N
(13" Xi > 7)< 3 Pr(IXi] = 4/N) (189)
i=1 i=1
Proof. This lemma is not new and is shown to simplify other lemmas. We begin with the upper inequality
N N
Pr(d Xz < Pr)_IXi| 27 < Pr(3i: |X|>v/N) < ZPr |1 X;] > /N), (190)
i=1 i=1 i=1

where the left inequality follows from the triangle inequality, the middle from set inclusion, and the right from Boole’s
inequality. O

Lemma L6. Assume the configuration described in Section 4, and let {w®} C {0,1}P be a partitioning solution that
satisfies its conditions, and € € (0,1). Then,

N ly; — yj”i)(k)
(1/N) ZZlog (1/(N = 1)) Z exp _6(1/D)ZDS S0 w(k,t) (191)
=1 2ad=1

s=11i=1 j=1;5#1
K K
KN N K g (Ilef - 22 + 2 — <))
S NI B S
s=1 i=1 J=1;5%0 s=1 GZf 1 By
=50 (192)
D,N—oco

Proof. The proof will begin by first showing the uniform almost surely convergence of the terms inside the exponentials,
then it will derive the above convergence. We denote the following terms that will be used throughout the proof

(s)
) = <m(K+1) ) fori=1,...,Nands=1,...,K (193)
Bmin = min _f; (194)
se{l,...,.K}
= 1 —v|?). 1
C max( ,z%%)jcw\\z v||*) (195)

where M = My X ... x Mg denotes the domain of the latent space.
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We want to show the uniform almost sure convergence of the terms inside the exponentials in (191) by showing that the
following quantity almost surely is bounded from above by zero.

s s s K+1 K+1
Iy = w1 o) K pf) () — 2l + o - 2f)2)
N max e~ O S (196)
bt N ALK e(1/D) o2 Vs wi™ €X21s B}
- K D< (k é)(1)(5)(~(5) o 5355)))?1 p;(f)l\i'gs) i :f:S»S)HQ 107
= ax Z ) - K D) (197)
= 1/D> S Tt w €Y1 B}
k,s s)/~(s ~ (s k,s) | ~ s
i o (e NPO@T - (/D) St e w2 |
T el Nphe K S e(1/D) D2 g wf €(1/D) S iy

)

Dy k,s) ~ (s s)~(s s
§<<1/Ds>zd;lw< L R ;’2>

ijefl Jr\lfl}ali(e 1,..,K} : (k1) (k)
AR i S €(1/D) Zt:l Zd:l Wa €Zt 1 Bepy

where the first derivation introduces the problem configuration shown in (15) and the notation in (193). The second derivation
uses the triangle inequality and the sub-additivity property of the maximum function. Below, we will examine these terms
and then combine their results to derive the convergence.

Next, we introduce key properties of the configuration, as outlined in Section 4. In particular, the configuration governs

the limiting behavior of the weighting and dimensionality parameters: (1/Dy) 25;1 wflk’s) — pgk) and D,/D — S for
any s,k € {1,..., K}. Consequently, for any 6y < min(Bmin, /€/2) there exists Ny, Dy such that for any N > Ny, and
correspondingly D > Dy, we have

D

ID/D B <80 and  |(1/Dy) Y WiV —pP] < b (199)
d=1
Hence, we can derive the following lower bounds for all s,k € {1,..., K} by
D/D Z 65_60265_65/2:/85/2>0 (200)

v

(1/Ds) Zw“‘ P> P sy > Ve - Ve/2=e/2> 0 (201)

Dy Dy
(1/D) > wi™ = (Dy/D) (1/D )Y w ’“’) (Be/2)(Ve/2) > (202)
d=1 d=1

We begin by analyzing the first term in (198), focusing on the individual differences that appear within the summation over
s. After examining these components, we combine the results to establish bounds on the full sum over s. The denominators
in these expressions can be uniformly lower bounded using (202) by

Dg K
(1/D) Z STwi > Y pea = Ve/a>o. (203)
s=1d=1 s=1

since Ele Bs = 1. Hence, all of the summed elements within the first term are well-defined.

Next, we consider the numerators of the terms appearing in the summation over s, focusing on bounding the difference
between the corresponding numerators. Specifically, for any ¢ € (0, 1), we bound the probability that this difference deviates
from zero by

D, D, (k,s)

. . (k,s s - - - Siw
Pr|3i#j €[N,k se[K Z (PB)( ) e

> t] (204)
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(k,s) (8) (4 ~ )2
DsP i j ~ ~ Ds
=Pr |3i#j€[N],k s€[K]: Eiawa (v @ =2)a) gz >t —2 | os)
D, (k»&) J Ds  (k,s)
Zd 1w D1 Wy
d 1 =
<Pr|3i#j€ [N,k sc[K]: (207)
(k) (/D2 P N T P B 71 208
S S (@0 = )3 ) — 1@ - &)%) = T2 20 @o8)
d= 1 d=1
. . N ¢
<Pr|3i+#j€[N]k,se[K]: (Z o S)Z Y (VD P (& — ;) /||2: - aall)?l) ~1 ZC] (209)
d= 1 d=1
N K 1 Dy ¢
kS S ~
<2 2P (ZDS i 2w (VDPY @i - & /|sci—scj||>§> e 017 @10)
i,j=1s,k=1 d=1%4d d=1
J#i

where [N] = {1,..., N} and [K] = {1,..., K}. In the first derivation we divide by (1/Dy) Ed 1 w(k *)_ which is within
(0, 1] based on its definition in Section 4 and (203). The second and third derivations upper bound the probabilities by
replacing the threshold with a smaller value, following the same reasoning as before, and the definition of C' in (195). Next,
we invoke the independence of the samples and the assumption of a continuous sampling distribution, which implies that the
probability of any two data points being identical is zero. We then apply Boole’s inequality, which decomposes the events
into multiple simpler events.

We can bound each of these probabilities by applying Example 2.11 from (Wainwright, 2019), which has two conditions
that must hold independently for each quadruple (i, j, s, k). First, the entries of /D, P (&; — Z;)/||z; — &;|| should be
independently and identically distributed according to A'(0, 1), which is attained as each entry in P is independently and
identically distributed according to (0, 1/D;) (see Section 4). Second, ¢t/C should be in (0, 1), which is attained by the
definition of C in (195). Hence, the term above can be upper bounded by

K Dy
< Y 2N%exp (tQ(ng’“))/(sO?)) 211)
s,k=1 d=1
< 2N?K?exp (—t*Dv/efs/(32C?)) (212)
< 2N?K?exp (—t*Dy/eBmin/(32C?)) . (213)

where we plug in (202).

By combining (203), and (213) we establish the almost sure convergence of the first term in (198) to zero via the
Borel-Cantelli lemma. This is done by showing the sum below is finite for any ¢ € (0, 1), where the case for ¢t > 1
follows since it is bounded from above by the case t < 1.

Z Pr[az;eje[ ke [K]: (214)

s k,s s)/~(s ~ ks s (s
> Crn Wi (PO@E - &)3 - 4 Sl Wi el - &)1
e(1/D) 7 1zd Lwit?
)

00 N K K OIAC ~(s 7 _ 762
< Z Z ZPT (Zd ( ( ) D Z?ki) ” i J H > Zt‘| (215)
N=Ngi,j=1;j#i k=1 s=1 €(1/D) Zt 124—1“
oo N K K ZDS w(k’s)(P(S)(:fj(s) ~(3))) (k, 9)||~( s) ~(S)H2
d=1%d i Z;
<y > el )i 5 )= e
N=Ny i,j=1;j#1 k=1 s=1
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3/2
(k.5) (pls)( (s) ~<e) (k.s) Om te
Z(Zw (PO (@, i o Z & - & ||> > ] @17

N=Ny i,j=1;j%#1 k=1 s=1
0 N K D
(k,s s ~ (s 1 . k,s) | ~(s ~ (s t63/2
-y > Y zw T R D S el LRl B e19
N=Ng i,j=1;j#i k,s=1 S d=1
< 2N?K? exp (—t* D€ Buin/ (2°K*C?)) (219)
N=N,
(220)
< Z IN2 2 Nt (D/108(N))€ Bmin/(2° K> C?) (221)
N=N,
<00, (222)

where the first derivation follows from Boole’s inequality. The second and third steps increase the left-hand side based on
lower bounding its denominator using (203), and the definition of e being strictly positive. The fourth derivation invokes
Lemma I.5. Next, we apply the upper bound from (213) as 1/ K, t, e < 1. The final derivation follows from the asymptotic
assumption D/ log(NN) — oo, as stated in Section 4, which guarantees that the sum is finite.

We now turn our attention to the second term in (198), which we analyze separately from the first. We begin by examining
the behavior of the numerators and denominators of the individual terms within the summation. Once these components are

understood, we will combine the results to analyze the term as a whole. Specifically, for all k,s € {1,..., K},
D DN
(1/Dy) Y Wi PRI pl) (223)
d=1
K D, K DN K
WDIS W = o) ( 1/D0) Z “u ) LS e
t=1 d=1 t=1 t=1
(1/D) T W™ pNse Py’ (225)

—
k K k)’
(1/D) Zt:l Zd:1 ij 2 Zt:1 5tp§ )

where we use the algebraic limit theorem. The bottom limit follows from the two limits above it and from the strict positivity
of the denominator, as established in (203).

Hence, we can establish the following limit, which bounds the asymptotic value of the second term in (198):

Dy k,s) | ~(s ~ (s s) i~ (s ~(s
i Sowy a2 ip?ﬂw& &) 06
i,5€{1,... JI\];l}ali(e{L.“ K} (1/D) ZK ZDt (K1) K i (k)
Ry T  s=1 € t=1 22d=1%d =1 €21 By
K 14(s) ~(s) Dy k,s ;
< max lz;” — @, 12 . D W ( : B pff) 227)
- i,5€{1,... N}.ke{l K} € D 1‘ (k,t) K (k)
S i T s=1 (1/ )Zt 1 —1%Wq Zt:l By
K Dy k.s) (s)
c >
< el Z d=1% (228)
ke{l...K} € “=1(1/D) Zt . Dt ((1k7t) Zt 15tp(k)
s k»S) (s)
K
< KO nglwd e D " (229)
€ ohe{l. H(1/D) Dot g Wy >t Bepy
PIg (230)

where in the first derivation we apply the triangle inequality, and in the second we invoke the definition of C' as given in
(195). We then use the fact that the maximum is greater than or equal to the mean. Finally, we apply (225) which establishes
that for each of the K2 sequences— indexed by s,k = 1, ..., K— converges deterministically to their limit.
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We can conclude the first part of the proof, by showing that (196) can be bounded almost surely from above by zero using
(222) and (230).

2 S)~(s ~ (s

ly: = 0,0 S e DR .

y Thax D. D5 (kb)) Z K Q) A (231)
e Nkt ) | (1/D) S0 SR ol S e

Now, we can conclude the proof by

K N N — .2
1 1 ly: — vl (k)
I I S B o
N o= (N j=1ij£i €(1/D) > 021 > gy ij i
K N N K ()~ =~ 12
1 1 Py l1® — ;|
e 3 e (-3l
Nk:l i=1 Nj:l;j;éi s=1 €Zt:1 5tpg )
K N N — 2
1 1 ly: — vl (k)
| 2 e (e @
N o= N Gl €(1/D) 32021 > as “Jél Y
N
1 p @ — &5
. Nz‘exp< Zez -
=154 s=1 t=1 PtP
K N N .
D B B e e
NoS G T €(1/D) 3221 > asy Wc(l Y
al p |1 — &
_ PNl — x4
log Z 'exp< Z E o oK o () ) ‘
J=1;j#4 t=1 OtP
ly: — ;17 K )iz _ 4|2
<K-  max st S I2: wgkll) (235)
l’JE{l"“’I\;QfE{l"“’K €(1/D) > 2> gt wy s=1 €24y Bips
D% 0, (236)
,N—oc0

where in the first two steps, we apply the triangle inequality together with the logarithm’s product rule. Next, we exploit the
fact that the log-sum-exp function is 1-Lipschitz (see Appendix A of (El Ghaoui & Gueye, 2008)). Finally, we invoke (231)
and note that K is finite. O

Lemma L.7. Assume the configuration in Section 4. Let € € (0, 1), and M e [vVe, 1 — (K —1)\/€]| and let B1,...,BK €
(0,1) that satisfy Zfi 1 B¢ = 1. Then, the following convergene is attained

i 3 XN: Y S " ‘ZCE'KH)H?Zf‘lpgk) (237)
Og exp — & — K &
k: i=1 N ; 1350 Zt 1p() th:ﬂ’g)
2
ina logE S e -2 [ -2 SN
remM Og zZeM exp - — k - k
DNHOO GZ{(:1 pg )ﬂt 525:1 pg )5t

Proof. For simplicity, we begin the proof by defining some terms and constants that will be used the derivations below

Zf:l H‘”ES) - 5";5)
DIARUR ¢ Et:l B,

2
W

K+1 K+1
I e

O;,j,N,k =€xp (239)
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. N K ‘ 29 _ 2p(k) ‘ (K+1) (K+1)H K p®)
s= [ g s s= s
Oing=r— Y exp|— — - . (240)
N-1 j=1ji €3 -1 PE )ﬂt € Zt:l pg )ﬁt
r 2
_ ZK ||3’3('s) _ z(s)”zp(’f) HwEKH) - z(K'H)H Zﬁil pgk)
O =Ezem |exp | - == T~ = ) (241)
€ 41Dy B € -1 Py
r 2
= ZK ||as(5) 2(s) ||2 (k) H:CEKH) — Z(K'H)H Ele pgk)
Ok :EmEM 1Og EZGM €exXp — K (k) K (k) (242)
€> 1pi B €> i1pi B
C = max |z — z|? (243)
Tr,zeM
C =exp(2CK/e%/?) (244)
First, We can see that E[O; ; v k] = E[O; v i) = Olk where the expectations are over {x1,...,xy}/{x;} that are drawn

independently from the same distribution. Second, we can see that Ok = Eg,emlog Ol &) Finally, we can see that C > 1.

Next, we prove that the terms O; ; n i, O; N, and OM are bounded within [CN’*l, 1] for each i € {1,...,N} and
k€ {l,...,K}. A direct result of this will be that both log O; ;. and O}, will be bounded by [~2C K /¢3/2,0]. The terms

O;.n i and Oi, & are actually an average or expectation operator over O; ; vk, hence their bounds should be the same as the
latter term.

To begin with, the upper bound of O; ; n i is 1 as the exponential argument is non-positive. As for the lower bound of
Oi,j,N k>

s s (K+1) (K+1) (k)
o S 2 — 22 e | =, of
i.,Nk = ©Xp| — K (k) - (k) 245)
€ 4Py B € Zt:l pe Bt
cpt? eyl pl
> exp< Zs 1 O] %:(sfl(k) (246)
EZt 1Py Be Gthlpt B
C-1 oYk
> exp( ZS L — %:szl ) (247)
€Zt VB €y VBt
> exp( CK CK) (248)

= (249)

where the first derivation uses the definition of C'in (243), and the second uses Ehe bounds of pgk). Then, the third and fourth
derivations are based on the property that Zf{: 1 B¢ = 1 and the definition of C' in (244), respecitvel.

Now we are ready to use these terms to define the probability of the two terms mentioned in the statement being close by for
finite V for some § > 0

1 &Y K.
ﬁz::z:: 0g(0i, N k) ;O ] (250)
1 K N 1 K N 1 K N K 5

- NZ:Z: Oi,n k) N;Z;l Oi,n k) N;;Z;l Oi,Nk) E::Ok >5] (251)
1 K N 1 K N K 3

< Pr N;;Og Oinyi/Oing)| = 6/2| + Pr N;;log PN k) Zo >5/2], (252)

where the derivations use Lemma 1.5.
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First, we bound the second term, and then we will get to the first term. By definition, O = E[log(@,k)] where the
expectation is with respect to &; € M, foranyi € {1,...,N}and k € {1,...,K}.

| KN 3 K K N 3 .
22 1og(Oing) =D Ok 26/2] < D Pri|g D 1g(Oin) — Ox zé/zK] (253)
k=111=1 k=1 k=1 =1
2 N2 2
< 2Kexp (— 20°N/(4K7) ) (254)
N(log(1) —log(C—1))?
2 2
= 2Kexp (—(SN/EQK)> (255)
log(C—1)?
20°N
= K _ 256
eXP< 1Og<0)2> (256)

where we use Lemma L.5 for the first derivation. In next two derivations, we use the Hoeffding’s inequality along with the
bound shown above that O; n 1 € [C71,1].

Now, we bound the second term. This term is well defined as both O; n 5 and (N)z—, & are strictly positive as derived above.

1 K N _

Pr N};;mg(omk/omk) 25/2] (257)
K N O‘Nk

< Pr| [log 2Nk S 570K 258
K N O;i Nk O; Nk

— P LNk 512K ZLNk 52K 259
;2 r({ Our > exp(d/ )} U {OM < exp(—d/ )}) (259)
X Oi Nk Oi Nk

— P LNE > §/2K) — 1 TNk < “5/2K) — 1 260
;; T({ Our exp(d/2K) } U {Oi,k < exp(—9/2K) }) (260)
K O, Nk Oi Nk

< P Dt ] >1— 52K 2t 1< —(1— —6/2K (261)
;; r({ Orr exp(—d/ )} U {OM (1 —exp(—d/ ))})
K N O

—ZZPr( LNE ) > 1exp(5/2K)> (262)
k=11i=1 Oik
K N

:ZZP?‘( Oink g zS) (263)
k=1 i=1 Oik

where the first derivation is based on Lemma L.5. In (261) we use the fact that exp(d) —1 = exp(d/2K)(1—exp(—0/2K)) >
1 —exp(—6/2K) > 0, and in (263) we denote 6 = 1 — exp(—4d/2K’). Now, we can use the fact that O; y j can be written
as an average over O; ; n ; and that E[O; ; n x] = O; k.

— ZZP< “”—125) (264)

k=1 1i=1 lk
Nooo. .

- ZZPT< oo R 25) (265)
k=1i=1 ] 1,j#i Oik
KX 262

< ZZexp — 3 (266)
P (N=1) (C/(N=1) = C-1/(N - 1))
K N

< Y > ew (-282(v-1)/¢2) (267)

~
Il
-
«
Il
-
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— KNexp (—252(N _ 1)/@2) , (268)
where we use the Hoeffding inequality as O; v, € [C~', 1] foralli € {1,...,N} and k € {1,..., K} as noted above.
Additionally, we use the bound from above to bound O; n /O; . € [C™1, C] and that C' > 1.

By combining the above results, we can conclude the almost-sure convergence in (237) via the Borel-Cantelli Lemma. It
applies as the sum below is finite for any § > 0.

oo | KN K
> Pr|y 2D 108(Oink) = > 0| 20 (269)
N=Nj k=1i=1 k=1
- 252N 202(N — 1
Nen~ log(C) C
< oo, @271)
where the exponential decay ensures the finiteness of the sum.
O

Lemma L8. Ler f be a non-vanishing smooth distribution over a smooth compact Riemannian manifold M and let
y € M. Let p1,...,0kx € (0,1) that satisfy Zszl Br = 1. There exists é(M, f) such that for any ¢ < & any
Qs qx €[Ve,1— (K —1)\/elandany s € {1,..., K} :

= —yl*as
log <AEM exp < EZthl qtﬁt> f(w)dw) (272)

) K
) <M> T1og ((y)) + O (V).

S

and

Iz — yl> i, g
1 - s d 273
og </$6Me><p< S f(z)dz (273)

. K
_ dimM), (W) +log (f()) +0 (V).

2 s=1 qs

Proof. We begin by showing (272). Based on Lemma 1.2, there exists é(M, f) < 1 so that for any € < (M, f)

xr — 2 1
/ exp (_”y”) f(@)da = (re)TmM/2 () (14 O(e)). (274)
TreM €

Second, if € < &2 then forany s € {1,...,K}

K
625:1 qtBt < € thl Bt maX,ef1,... K} qr < e-1-1 _ i< 275)
qs - qs € -
by using the upper bound of ¢y, . . ., gk along with their positivity and non negativity of 31, ..., Bk for the first derivation,
and the bounds of q1, ..., ¢i for the second. Therefore,

T — 2Qs
log / exp —% f(y)dy (276)

xeM € Zt:l qeBe

K dim(M) /2

TED 4

= log <thlqtﬁt> f(x) (140 (Ve)) (277)
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dim(M) log <7r6 Zfil q: Bt

5 ) +log (f(x)) + log (1 + O (Ve)) (278)

S

S

. K
A 1og <M> +log (f()) + O (Ve). @79

where we used Lemma 1.2 and (276) in the first derivation, and the identity log(1 + a) < a for all @ > 0 in the second
derivation, which follows from the identity exp(a) > 1 + a.

Now, as for (273). If € < €2 then

K K
€Y o €) -
th?l B4 < D1 @b _ Je<d (280)
D1 Us min,c{1,... K} 4r
where the left inequality is due to the non-negativity of q1, . . ., ¢x, and the right uses the same derivation as in (275). Then,

(273) follows using a similar derivation as done in (276).

O
Lemma 1.9. Let fi,..., fx+1 be non-vanishing smooth distributions over smooth compact Riemannian manifolds

My, ..., Mgy1, respectively. Define f to be a non vanishing smooth distribution over the product manifold M =
My X xMgey by fa&®, . aETD) = TIEE f(2®) for any (2O, .., aE+D) e M.

Let B1,...,Bx € (0,1) that satisfy >, B = 1. There exists (M, f) such that for any € < € and any q1,...,qx €

Ve l— (K —1)yd:

K
||£L'(S) _ Z(s)”?qS Hw(KJrl) _ z(K+1)||2qS
f(z)1 / — - f(x)dx |d (281)
/ze/vl (Z) o8 ( reM <S_1 P ( 62,{;1 qtBt EZfil qtBt (33) v
. K . K
= —d”"gM £ og <” iz 01 t) + d”"(/\; 041) 1o (“Zi{l a t) — h(f) + O(Ve), (282)
s=1 s s=19s

where h(f) is the differential entropy of f defined by h(f) = — [, ., f(2)log(f(z))d=.

Proof. We begin by rewriting the terms inside the logarithmic term in (281) using the separability properties of M and f

K (s) _ (s)]2 (K+1) _ (K+1)||2
log/ (H exp <—Hw Kz IFgs _ = KZ ! qs)) f(x)dx (283)
TEM \s=1 €2 =1 Uthr €D 11 Uth

1 ﬁ/ ||$(s) — Z(S)HQQS £( (s))d (s) (284)
= log exp| —————" s T
i JT@em, e ab
p(E+1) _ L (K+1))2 Ii .
. / exp | — ” 74 172 d fK+1(-’B(K+1))dw(K+1)
TE+FD e M1 € thl qt Pt
K (8) — 5(5)||2
T z s R s
= Zlog / exp —”K—”q fk(a:( ))dw( ) (285)
1 T eMs € 41 Gt

(K+1) _ (K+1)|12 K
+ log / exp L zK WL frea (@ ETD)dg KD )
TEFDEM g 11 € Zt:1 qtBe

Based on Lemma 1.8 there exists é(M, f) < 1 such that for any € < €2 and q1,...,qx € [v/6,1 — (K — 1)/€] then the
equation above is equal to

K . K
-y <dlm(2M) log (W) +log (fs(z(s)))> (286)
s=1 s
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. K
+dlm(./\2/lK+1) log <7T6 Z;(Zl a5t

) + log (fK+1(Z(KH))) +O0(Ve)

s=13s
K . K . K
S (dlmgw log (“ Lz qtﬂt)) ¢ M) o, (”%;jﬂ) +10g(f(2)) + O(/6).(287)
s=1 S s=1 18

Now, we can push this term inside (281) and derive that it can be rewritten by

K dim(My) TE Zfil qt Pt
/ng f(2) (Z <2log (qs (288)

s=1
di K
A1) (” 2z 0l ) T loa(f(2)) + ow)dz
s=1 ds
K dim( M) e SN by dim(Mg41) e K @B
> 5 >/ log =1 + 5 log - —h(f) +O(e). (289)
s=1 s s=1 ds
O
Theorem 4.3 There exists é(M, f) < 1 such that for any € < € and Pt € [ve,1 — (K — 1)+/¢], any partitioning solution

{w®)} (obeying Problem 4.1’s constraints) satisfies

min eiN G ({W(k)} , {w(k)} , {yz}) + 6<§K: f: Wz(l;) log (Wf’;)) > + Klog(N —1) (16)

{W(k)} k=11i,j=1
K . K (k) K (k)
a.s. d = S d S S
ey SOy (S ) 5 ) () )
N.D=ooi = dotm1 P Bt ks—1 doim1 b B
K+1 .
dim (M) log(me
K3 (ol - THEREED) oy,
s=1
where hy(fs) = — [ ZeM, fs(z)log fs(z)dz is the differential entropy of the density f, over M.
Proof of Theorem 4.3.
We denote the entire latent data manifold by M = Mj; x ... X Mk, and its distribution by f defined by
fl®, By = HkK:ll fr(x™). As can be understood, this definition complies with the data definition of

Section 4.
Based on Corollary 4.2, a set of affinity matrices { W (¥) }K_| that minimize (16) is of the form:

(k)

A,
wh = u(k) (290)
2ot A
forallk € {1,...,K}andi,j € {1,...,N} and
1Y yJHw(k) o .
AR = eXp( /D)y, ~<k>> ifizj (291)
0 else

By plugging these affinity matrices in to (16) we get

ly: — y,l12,0 AW AL
7 J W (F 2,]
EN § § ~ § § ) ( )> + Klog(N — 1) (292)

k D k
k=14,j= 1Et 1A() (1/D)Zd:1“’§l) k=1i,j= 1Zt 1A Zt 1A
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A® (k)

| KN Ak 1 KN A;
:_NZZ%A(’C).IO‘% (k) + — ZZ log(N —1) 4+ wd ( & ) (293)

N (k) (k)
k=1i,j=1 2t=1 ‘it k:l i=1 j=1 Y A Zt 1A

1 K N N A(k) N

=y 22 |loa(N =1 =37 o Lo (Z AE’?) (294)
1 K N 7

-~ 3 <log(N —1)—log (Z Agf‘j})) (295)

k=1 i=1 t=1
__r i XN: log [ —1— XN: A®) (296)
N ‘ N -1 bt ’
k=11:1=1 t=1
Now, we can now introduce back the expressions of all AE j), fori,j=1,...,Nand k =1,..., K and derive (17).

-1 K 1 N —Hyi—yjHi,(m
WZZIOgN—l Z exp [ — (297)

k
k=1i=1 j=1;50 €-(1/D) Zd Wc(l )

2
K+1 K k
a.s, K , Zle |2() — 2()||12p§ sz( ) _ z(K+1)H S pg ) s
k=17 LEM zeM EZt:1 p; B Ethl D B
f(Z)dZ> f(z)dx

K .. K (k) .
= dimMrr) o < Loz P ) _ g ImMer) g ey (299)

K k
pon 1p§ )ﬁt 2

K. (k) K g
s dlm(z./\/ls) log (Z:spgk)ﬁ) - K; %m (me) + Kh(f)log +O(v/e)

where we employ Lemmas 1.6 and 1.7 to derive the asymptotic convergence in the next lines. The next derivation results
from Lemma 1.9. The latter lemma indicate that there exists €(M, f) < 1 such that for any ¢ < €2(M, f) and any

) e [v€,1 — (K — 1)4/€] in which the approximation holds, where s,k = 1,..., K. Hence, we get

O
Lemma L.10. Let Cy,Cy,C3 > 0, and By, Bo € (0,1) where By + By = 1. Define the function f : (0,1)2 — R by
pi(l—p1) )
) = Oyl 300
f(p1,p2) Loe ((plﬂl +p2fB2)(1 — p1f1 — p2B2) (300
p2(1l — p2) )
+Cs1
2708 ((p1/31 + p2B2)(1 — p1B1 — p2f2)

)
(p1 +p2)(2 —p1 —p2)
+C3log ((p151 +p2ﬁ2)(1 —p1f1 — p2ﬁ2)>

Let o > maxeqo,1} 2 - (B2(1 — [32))*(01+C2+C:3)/(Ct) be a neighborhood constant (and therefore o > 2). Then, for any
§ € (0, min(By, Bp)(C11+C2+C3)/(C1+C2) /o) the minimizers p}, pl defined by

pl,ps = argmin  f(p1,p2) (301)
(p1,p2)€[0,1-8]2

should sastisfy (p%,p5) € L x U or (p%,p5) € U x L. where L = [§, 6] and U = [1 — ad, 1 — §)].
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Proof. The proof will begin by determining the characteristics of a function that will be used throughout the proof. Then,
we are going to divide the domain into different parts and prove that the value at either (0, 1 — §) or (1 — 4, ) will attain a
lower value.

We begin with going through the properties of p : [0, 1] — R defined by p(p) = p(1 — p) for any p € [0, 1]. The function is
concave, as indicated by the negativity of its second order derivative ( see Theorem 4.5 in (Rockafellar, 1970)). It attains
its maximum at p = 1/2, where its first derivative vanishes — a direct application of Theorem 25.1 (Rockafellar, 1970).
Moreover, p is symmetric around p = 1/2. These properties are illustrated below:

a2 d
dTan(p) = %1 —2p=-2 (302)
d
0 = %p(p) =1-2p (303)
flp) = p(l—p)=1-pp=f(l-p). (304)

For the completeness of the proof we begin by showing that oz > 2, by showing that for any ¢t € {1, 2}

2
« = (B2(1 = Ba))(C1+C2+C3)/(Cr) (305)
2
- ((1/2)(1 — 1/2))(C1+C2+C3)/(Cr) (306)
= 2. 4(Cl+02+C3)/(Ct) @)
=2 (308)

where we use the fact that C7, Cy, Cs > 0 and that p is maximized at 1/2.

Now, we can begin characterizing the minimal values of f by examining its values for all (py, p2) € [ad, 1 — ad] x [§,1 = 4].
Specifically, we will show that the first two terms of f are higher than their value at (p1, p2) = (6,1 — 0) by

2 A pi(1 —pi) ° , o1 —9)
ZCz og ((P151 +p2f2)(1 = p1/1 P252)) - 1:21 Cilos ((551 +(1=0)B2)(1 =661 — (1~ 5)52)) o

Di (6B1 + (1 =6)B2)(1 =681 — (1 —0)p2)
720 log< ) ZC o g((pl +52(P2—p1))(1—p1—52(}92—171)) G10)

ZCllog( 5E 5)))+Cglog(g g§>+201 (‘551“1_6)62)(11/;561_(1_‘5)ﬁ2>> 311)
ZCllog< 52 6))>+Cglog(g §;>+ZClog<BQ( /462)> (312)

where in the first inequality we used the concavity assumption of p and that is maximized at 1/2, making p(1/2) = 1/4. In
the second inequality we used the fact that 31 + (1 —9) 82 € [min(S;, B2), max(f1, B2)] as the term is a convex combination
of 81 and 5. As 81 = 1— 32, we can see that [min(S1, 82), max (81, 82)] = [min(1— (s, 82), max(1— B, B2)]. Therefore,
by using the concavity assumption of p we can lower bound the numerator within the last logarithm term. Below, we
continue the derivation

> Oy log (A1 =29) 201 48,(1 313
> 1 log 1 +; i log (462(1 — B2)) (313)
2
> Cylog(a/2)+ Y Cilog (4B2(1 — B2)) (314)
=1
2
> Cyilog(a-(1/2))+ Y Cilog (B2(1 — f2)) (315)

=1
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where in the first inequality we used log(1/(1 — ¢)) > log(1/1) = 0, which follows from ¢ <
min(fy, Be)(C1TC2+C3)/(C14C2) jo < min(By, B2)/1 < 1/2. The second derivation is based on 1 — ad > 1 —
min(fy, Be)(C1TC2+C3)/(C14C2) > 1 _ min(By, B2) > 1/2 from the domain of § and that 3; + B = 1.

As for the third terms, we will show that last term of f is higher than its value at (p1,p2) = (6,1 — §) by

 rm)C-p-p) (L Gr1-He—i-(1-4)
Calog ((P151 +p2f2)(1 —p1fr1 — Pzﬂz)) Calog ((551 +(1=9)B2)(1 =081 — (1 — 5)52)) (316)

_ p1+p2 P1— P2 7 1
=cutog (B ) cutes (2B pzﬁz) s (G =gy —sm—a =) O
1

—Cy1 P1L+pa ) 1 ( 2= - ) Cs log (68, + (1 — 1— 68, —(1—6 318
3708 (p1ﬂ1 + p2f2 T Cslog —pif — P25 + Cslog (951 + (1 = 9)B)( = )82) - G18)
p1+ D2 2—p1 —
(sl 31 31 (1-— 319
>Cslog <P151 +P252) Cslog (1 —p1f1 — Pzﬁz) + Calog (B2(1 = B2)) 19)
151 + p2fo I—-p1+1- _
>C3log <p151 +})252) + Cslog (1 —min(pr.p2) ) + C3log (B2(1 — B2)) (320)
>Cslog (B2(1 — fB2)) . (321)

where in the first inequality we use the same derivation made in (312), and in the second we use the fact that 5y =1 — 32 €
(0,1) and that p1 51 + p2fB2 > min(p1,p2) which follows from it. Finally, in the last inequality, we use the fact that
P1,P2 € (07 1)

By combining these two statements we get that f(p1,p2) > f(5,1 — &) by

3

fpr,p2) = f(6,1=6) > Cilog(a/2)+ > Cilog(Ba(1— f2)) (322)
=1
_ Z?:l Ci/Cy
= Cilog <a~ (B2l 52)2) ) (323)
2 (821 = By)) =/
Ch1 . 324
= Cilog (tg%zllé} (B2(1 — 52))Z?=1 Ci/Ct 2 (524)
2 (B2(1 — 52))23;1 Ci/a)
> () log . . (325)
1 ((ﬂz(l ~ o)) = ’
> 0. (326)

By following the same steps above and switching between p; and p2, we can get that f attains a lower value at (py, p2) =
(1 —6,0) compared to it value in all the points within the domain (p1,p2) € [§,1 — §] x [ad, 1 — ad].

Finally, we are left with showing that f attains a lower value at (p1, p2) = (6,1 — §) compared to any value (p1,p2) €
[6,d]> U1 — ad, 1 — 6]2. As before, we begin by bounding the difference between the first two terms by

2 2
_ pi(1 —pi) )_ . ( 5(1—9) )
;CZ tos ( (p1B1 + p2B2)(1 — p1S1 — p2fa) g Cilog (661 + (1 =6)B2)(1 =081 — (1 —9)p2) 327

2

_ 4 pi(l— (681 + (1 —0)B2)(1 — 0B1 — (1 — 6)B2)

_; Cilog ( 6(1—9) ) " Z Cilo ( (p1B1 + p2B2)(1 — p1S1 — p22) > (328)
S (S0 g (0B (1= 8)85) (1 — 8 — (1 6)Bs)

= ;CZ log (5(1 - 5)) " ; Cilog < (p1B1 + p2B2)(1 — p1B1 — p2/32) ) (329)

ZZ@ log (gg : g;) + ZOi log <(551 + (1 - )f 251_ Cf(;ﬂ)l - (1- 5)52)) (330)

i=1
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>ZClg<'8;El_§?)> (331)

where in the first inequality we use the concavity property of p, and in the second we use its properties along with the
fact that p1 3 + p28 € [6,a8]?> U [1 — ad,1 — §]. In the third inequality, we use the fact that §3; + (1 — )32 €
[min(f3y, B2), max(S1, B2)] as the term is a convex combination of 31 and fB2. As 81 = 1 — B3, we can see that

[min(B1, f2), max(fB1, B2)] = [min(1 — B2, B2), max(1 — B2, f2)].
As for the third term, we will derive their differences below.

(p1+p2)(2—p1 —p2) —Cilo (6+1-6)(2-6-(1-0))
Calog ((p151 + p2f2)(1 — p151 pzﬂz)) Calog ((551 +(1—=0)B2)(1—06p1 — (1 — 5)52)) (332)

>Cslog(f2(1 — B2)), (333)

by going through the same steps taken in (316)-(321). Now, we can combine the last two results to show that over this
domain f(p1,p2) > f(,1 )

2
fp1,p2) = f(6,1=0) > Z (afjs)» + C3log(Ba(1 — B2)) (334)
1 _ Cl+C2+Cd)
= ( /82 Cl+02) ) (335)
)(CI+C2+03)
- 336
o e o
2 — P2 T Ci+Cy
Ba(1 — fy)(C1H+C2+Cs)
- (62 1- ﬁz Cl+c2+03)> (337)
B (338)

by using the concavity property of p and that it maximizes at 1/2, along with the definition of ¢ in which da <
min(fy, Be)(C1TC2H+C3)/(C14C2) < 1/2 as min(By, f2) < 1/2. O

Theorem 4.4 Let K = 2, and define f : (0,1)? — R by

K . K (k) K . (k)
dim /\/l 1 Ds dim( M s
Forp) =Y K41) og( o1 ) + (2 )log< & ) (18)

k k
k=1 D1 pg )51& k,s=1 Zt:l Pg )Bt

where p(ll) = pp and pgl) = po and therefore pgz) =1- pg ), péz) =1- (2)

lime o argming, . cre1-yq2 f(p1,p2) is either (0,1) or (1,0).

. Then, the limiting minimizer (p}, p3) =

Proof of Theorem 4.4. We begin by rewriting (18) by

f(p1,p2) 539
2 . (k) 2 .. 2 (k)
_ Z dlm(2./\/ls> log ( Ds - ) N Z d1m(2/\/l3) log ( %;1{’}; ) (340)
kosm1 Et:l ;B k=1 Et:l pi B
2 . . 1 2
= 5 8l 2 2 (2) 2 &
ot thl pt Bt thl pt Bt Zt 1 p Bt Zt:l pt
2 .
5 dim(M,) | 1 (342)
= 5 g 2 () 2 )
— D=1 P B Do (L—py 7 )Be
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di M 27 gl) 27 1— gl)
N 1m(2 3) log< 225_1 1(71) . 225_1( 2(71) ) (343)
Zt=1 p; B Zt:1 (1 — Dt )51&

- dm) 1og< . = ) + i 1og< D ) (344)

s=1 2 Zf:l pgl)ﬁt 1- 23:1 pgl)ﬁt 2 Zf:l pgl)ﬁt 1- E?:l pgl)ﬁt

2 .. . 2 2
dim(M (1 — ps dim(M _ps)(2=3"7_ . ps
P (e peBe) (1 =321 peBt) (O iz peB) (L = D2 peBe)

where in the second derivation we use pg) =1- pgl) for s = 1,2, as defined in the theorem’s statement. Then, we use

Zle B¢ = 1 as defined in Section 4, and substitue pgl) = p, as defined in the theorem’s statment.

We observe that the function f(p1,p2) matches the form analyzed in Lemma I.10. Therefore, there exists a constant
« > 2, dependent on (4, B2, M1, My, M3, such that for any sufficiently small 6 > 0, the minimizers of f over the domain
[6,1 — 8]? lie within either L x U or U x L, where L = [§, 8] and U = [1 — ad, 1 — §]. This implies that, for any sequence
of minimization problems with ds that tends to 0, the corresponding minimizers converge to either (0, 1) or (1,0). By
setting § = /€ and similarly considering a sequence of problems with es that tends to 0 yields the desired result stated in
the theorem. O
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L.3. Proofs of Appendix C

Lemma L11. Let {W®} < [0,1]V*N be affinity matrices under the constraints in Problem C.1. Define a partitioning
solution {w®} C [0,1]” by

e - ZV_ W® ((y)a— (y; */s
W = Xp( 2=t (Wi = (w)a) /) k=1,... K. (346)

S e (= XN WO ((g)a — (9,)0)” /)

Then, a minimizer of the optimization problem suggested in Problem C.1 among partitioning solutions that satisfy its
constraints is

wk* = arg(rkn)in Greg (6, {W(k)}fc{:h {"b(k)}fc{:h {yz}fv:ﬂ (347)
{w™y

Proof. The proof will demonstrate that the optimal solution can be derived from solving D subproblems, each corresponding
to a coordinate of partitioning solution. We will then use convexity conditions to derive the optimal solution under certain
assumptions on the data. Finally, we will show that if these assumptions do not hold, the solution takes a similar form, but
with bandwidth parameters approaching zero.

We begin by showing that the problem can be solved using D subproblems separately. For each d € {1, ..., D} we define a
subproblem related to the d — th coordinate by

ﬁf%ffl}go GaltW O, {8 {y, 1) (348)
subject to the constraints Z de1 W N(k) =1, where
Ga(tW P (M {y;)) Z*’” ZZWW (y:)a — (y;)a)® (349)
i=1j=1
+5Zw log (wd ) (350)

Based on the next derivation, we can see that the optimal solution should be optimal for each of these sub-problems

. (k) K -
i Greg(0AW 1L ANy 1) (351)
{W"™,
D K
. = (k - ~
= c(w™), {eMy, {y-}%)w(mog )+ YD 5 log( ff))) (352)
k=1 d=1k=1

K D K
w33 Wy y7|w<k>+a<mog +ZZ log<w5f>>> (353)
=1

(k)
{wHo 1k=11j5=1

k=1
N N D K
~(k k (K (K
i 33 (S WO - w5 e ) s
(W™ 4= k=1 i=1 j=1 d=1k=1

D N

N D K
=Y min Z 5 ZZ W (yi)a— (w)a)? | +63. > ol log (a;ff)) (355)

e ()0 vt j=1 d=1k=1
D

= min ZGd Wk 17{W(k)}k:17{yj}§'v:1) (356)

d=1 {@ k)}k 1 k=1

where the domain of each minimization problem above contains the constraints shown in Problem C.1.
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Without loss of generality, we are going to find the optimal wél), e ,wflK) that minimize the éd forsomed € {1,...,D}.

To find the optimal solution, we begin by building on the Karush-Kuhn-Tucker (KKT) Theorem (Corollary 28.3.1 in
(Rockafellar, 1970)). We note that this solution will depend on certain conditions; therefore, after this derivation, we will
provide an alternative solution that attains a similar form when these conditions are not met.

The theorem assumes that the objective is convex and that the equality constraint is an affine function. Furthermore, it
assumes that there exists a solution within the domain that satisfies the inequality constraints in a strict manner (Slater’s
conditions). We begin with the latter assumption, as there are no inequality constraints the Slater’s conditions are satisfied.

The objective G is a sum of a linear function and an entropy function. Based on Theorem 4.5 in (Rockafellar, 1970), by
showing that the Hessian of the entropy function is positive semi-definite we can deduce that it is convex. Specifically, the
Hessian elements are

- (k) _ _d (k)
(k) 52 o log ( ) = &0 —2 51 +1og(@)) (357)
5
= — (358)
o)
d
> 0. (359)
~ (k) (k) (k)
ye (5 . 5de log ( ) pe — 501 + log(@{")) (360)
0 (361)
forall s,k € {1,..., K} where s # k. As the Hessian is a diagonal matrix with positive values we can conclude that it is a

positive definite matrix.

Now, as the objective is the sum of two convex functions it is convex as well based on Theorem 5.2 in (Rockafellar, 1970)
and the convexity of linear functions.

The KKT theorem states that a solution satisfying the KKT conditions—including stationarity, primal feasibility, dual
feasibility, and complementary slackness—is an optimal solution to the problem, provided Slater’s condition holds. To
derive such a solution we need to first define the Lagrangian of the minimization problem by

id(W(k)7ujd(k))

K
> oy ZZW(k) ((i)a — (y;)a)° (362)
k=1

i=1 j=1

Z - (k) 1Og( (k))
K
+Hd Z

where pg € R.

A solution that satisfies the stationary condition should attain

dL
0 — (Z) (363)
dwd
N N
= SN W (@a)a — (y))a)? + 81 +log(wi)) + pa (364)
i=1 j=1
N (k)
W (y:)a — +6+
w((ik) — ap (_Z g=1 ((y )da (y]) ) Nd)l (365)
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The primal feasibility condition on the on the equality constraint induces-

K
1= > w (366)
k=1
K N N (k) 2
i— AW ((Y)a — (y; +0+
_ Z exp (_ szl ijl ,J ((y(s)d (y_])d) Md) (367)
k=1
K N N (k) 2
Md) Zi:l Zj:l Wi,j (y:)a— (yj)d) +46
gdy — 368
exp ( 5 ;eXP ( 5 (368)
K N N (k) 2
g = 0-log (Z exp (— 2zt ZJ_l K (((Sy Ja = (¥;)a) )) . (369)
k=1
By pushing it back into (365) we get that for any k € {1,..., N}
exp (_ pEP I Wf,’?((yi)d(yj)d)ué)
5
w((ik) - SRR CITIVR TR, (370)
Zszl exp ( i=12.5=1 Vi, 6yi a=(Y;)a >
exp (_ Ny, wi<,’j;((yi>d—<yj>d>2>
- K Zf\;l Z;-V:l Wi(l;)((yi)d_(yj)d)Q ’ (371)
Zk:l exp | — ’5
Therefore we can conclude the proof with the derived optimal solution form. O

Proposition C.2 Let § > 0, {w®}X_ < [0,1]P be a partitioning weights and {W "} < [0,1]V*N be affinity
matrices that satisfy the constraints of Problem C.1.

Define {W)*} < [0, 1]V*N as in (9) based on {w ™} and {w®)*} by

(k) 2 K (s) 2
(k)* Z” Wi,j ((yi)d - (yj)d) Z” Wi,j ((?Ji)d - (yj)d)
wy ' =exp (— 5 /;:1 exp | — 5 . 21
Then, we have that
(WO} =argmin Greg (5, (W™ 1L, {0 ™ HS {y ), (22)
W
{w®)*} =argmin Greg (5, {WH 1L, {@™H | {y, 1)) (23)
{w™

Proof of Proposition C.2. The proposition aims to characterize optimal parameters of Problem C.1. We begin by defining
two sub-problems that are related to it, each focusing on minimizing one set of parameters while keeping the other set fixed:

* . X (k)
{W(k) } = argmlnGreg(év{W }kK:h{w(k)}kK:lv{yi £1)7 (372)
W
{w®*} = arg min G (5, {W P ANy H). (373)
{w'™}

where the parameters are limited to the constraints stated in Problem C.1. Interestingly, the suggested optimization problem
in (373) can be rewritten by

* . x (k)
{why = arg min G4 (5, {W

Wy

o Aw™ M Y, (374)
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D K
. =~ (k ~(k - .
= argmin GHW" ), {@®}, (g, }¥) +6 <D log(K) + Y Y o 1og(w;’“>)> (375)
{W(k)} d=1k=1
. = (k ~
= argmin G((W "}, (@@, {y, 1)) (376)
x (k)
Wy

These two sub-problems are considered in Lemmas .3 and I.11. Specifically, in Lemma 1.3 the optimal graph matrices are

derived in the form of
( 1Y, -Y, 1% (k)>
P\ T

(k)% — forj #1
0 else
(378)
fori,j=1,...,Nandk =1,..., K, where ¢ ; attains the minimum value that satisfies
N
S w9 0g W < ~log(a). (379)
j=1
On the other hand, in Lemma I.11 an optimal partitioning parameters are derived in the form of
2
exp (= LN WO () - (w,)a)" /9)
vy = — ’JN - 2 (380)
D fe1 €XP (‘ Zm:l w k) ((yi)d - (yj)d) /5>
ford=1,...,Dandk=1,... K.
Therefore there exists parameters of this form that minimizes Problem C.1. O

Proposition C.3 Let {w®}/< | < [0,1]” be a soft uniform partitioning, i.e. w((f) = 1/K, and let {W(k)}ff:l be the
corresponding affinity matrices from Proposition C.2. Let {w®}X_ |  {0,1}” and {wky K_| be the optimal partitioning
solution as discussed in Proposition 3.4.

Define

G({W(k)}szl, (@ {y, 1Y) (24)
D -log(K) '

dinit =

Then, for any hard partitioning solution {&*}X_ < {0,1}? and any corresponding affinity matrices {W(k)}szl, we
have:

w7 (k) . = (k) -
GT@Q((sinit,{W }i(:la{w(k)}gzla{yi}i]il) < GT@g(éinita{W }i{:l’{w(k)}fc{:la{yi i\Ll) (25)

Proof of Proposition C.3. We can see that the inequality stands based on the following derivation-

Chreg(Bimit, (WM @MYL {y,}Y)) (381)
D K
= AW @O () + b (Dlog )+ Y > @y log( <’“>> (382)
d=1 k=1
= GUW"YE (@ (g3 Y) (383)
= dinit(D - log(K)) (384)
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\K s~
< GUW THL AN {w ) + Gimie(D - log(K) (385)
D K
(k) K ~ ~ k
= ({W }k 1 {w(k)}k 1 {yz}z 1) + 5””t <D 1Og + Z Zw log ( ) > (386)
d=1k=1
G (S AWK VK AN 387
= reg(Oinits { o1 {0 Fomrs Ay biza)s (387)
where in the second derivation we introduce the identity "1 bl wfl ) log w&k) = —log(K) foralld € {1,...,D}, which

holds by definition of the uniform partitioning. In the third derivation, we introduce the definition of d;,;;. Then, in the fourth

derivation we use the non-negativity of GG, along with the identity Z el w(k) log @, k) — 0 foralld € {1,..., D}, which
follows directly from the definition of a hard partition. O

Proposition C.4 Let the data consist of N data points in R”. Then, the computational complexity of obtaining the
partitioning weights {w(®)*}/< | and the affinity matrices {w k)= K|, as defined in Proposition C.2, is O(K N2D).

Proof of Proposition C.4. The feature partitioning weights, {w(k)*}, described in (21), are constructed based on:

N

S WS (e — (y))a)? (388)

ij=1

foreveryd € {1,...,D}and k € {1,..., K}. The computational complexity of evaluating this quantity is O(N?) for a
specificd € {1,...,D}and k € {1,..., K}, and overall O(N2DK) for all. The remaining operations used to define the
feature partitions —taking the exponential of this value and normalizing across partitions —- result in a computational
complexity of O(DK). Therefore, the overall computational complexity of this step is O(N2DK).

We now derive the computational complexity associated with computing the affinity matrices. These matrices are constructed
based on the following weighted squared distances:

k)x*
ly; — ;1120 = Zw” (¥:)a — (y;)a)? (389)

forallé,j € {1,...,N}and k € {1,..., K}. The computational complexity of evaluating its value is O(D) for a specific
i,j €{l,...,N}and k € {1,..., K}, and overall O(N2DK) for all. The remaining operations used to construct the
affinity matrices involve taking the exponential value of each distance and normalizing across j € {1,..., N}, for every
i€{l,...,N}and k € {1,..., K}. These operations attain a computational complexity of O(N2K). Therefore, the
computational complexity of this step is O(N2DK).

Now, by combining the computational complexities for both parameter updates results in O(K N2D). O
Proposition C.5 Let the data consist of N data points in R”. Suppose the data is given in the form of a singular value

decomposition (SVD) approximation of rank S < N, D. Then, the computational complexity of obtaining the partitioning
weights {w®™*} K and the affinity matrices {W *)*}/ as defined in Proposition C.2, is O(K (S2N? + S?D)).

Proof of Proposition C.5. Let Y € RN*D represent the data matrix, with the points embedded as rows. The SVD
approximation is given by Y = U EVT where U € RV*S and V € RP*5 are the left and right singular vector matrices,
respectively, and E € R%* is the diagonal matrix of the leading singular values.

The feature partitioning weights, {w )* }, described in (21), are constructed based on:

Z W (y:)a — (y;)a)? (390)

i,j=1

foreveryd € {1,...,D}and k € {1,..., K}. The remaining operations used to define the feature partitions —taking the
exponential of this value and normalizing across partitions —- result in a computational complexity of O(DK). In the next
lines we will rewrite the equation above and compute the computational complexity associated with it.
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We begin with rewriting the (390) by

Z W (y:)a — (y;)a)? (391)
i,j=1
N N
k)x* k)* k)=
S YONTRTATD ) SECRTW LD SLECRUAYeRY o
=1 =1 =1 j=1 7,7=1
N N N
k)* k)x* k)* k)=
= SO wI Wy - ST W W () aly;)a (393)
j=1 i=1 i,j=1
= (YT (diagW®* 1 + WOHT1))Y)gq — (YT (WE L (WEHTYy) (394)
= (Y'LWY)u4 (395)

where L®) € RV*N js defined by L) = diag(W®* + (W®HTy1) - w®* _ (W®IT forany k € {1,..., K},
the vector 1 € R¥ is an all ones vector, and diag : RY — RY*N generates a diagonal matrix from a given vector. The
construction of L*) using W®*) is O(N?).

We now incorporate the singular value decomposition (SVD) of Y into this expression and derive its computation complexity
by analyzing the matrix multiplications involved:

(VEUTLWUEVT),. (396)

Define A®) = UTL®WU € RS*5. The computational complexity of computing it is O(SN2 + S2N) as U € RVN*S and
L®) ¢ RN*N _Next, define B® = EA®E € RS*5. Since E is a diagonal matrix, the computational complexsity of
this multiplication is O(S?). Therefore we are left with computing:

VBRIV, . (397)

The computational complexity of evaluating each such element is O(S?) foreach d € {1, ..., D}, and overall O(S2D).

Therefore, the computational complexity of evaluating (390) for a given k € {1,..., K} is O(SN? + S2D). Thus, we can
conclude that the total cost deriving the feature partitioning weights is O(K (SN? + S?D) + DK) = O(K(SN? + S%D)).

‘We now turn to deriving the computational complexity of the affinity matrices. As described in (14), these matrices are
constructed based on:

lys — Yl 0- (398)

foralli,j € {1,...,N}and k € {1,..., K}. The remaining operations used to construct the affinity matrices involve
taking the exponential value of each distance and normalizing across j € {1,...,N}, forevery i € {1,...,N} and
k € {1,...,K}. These operations attain a computational complexity of O(N2K). In the next lines we will rewrite (398)
and derive its computational complexity.

We now incorporate the singular value decomposition (SVD) of Y into this expression and derive its computation complexity
by analyzing the matrix multiplications involved:

lys = ;11500 (399)
=Y diag(w®™*)YT); ; + (Ydiag(w®*)YT); ; — 2(Y diag(w®*)YT); ; (400)
=(UEV"diag(w®*)VEU"); ; + UEV"diag(w®*)VEU"), ; — 2UEV"diag(w®*)VEU"),; (401)

foralli,j € {1,...,N}and k € {1,..., K}, where diag : RP — RP*P generates a diagonal matrix from a given
vector. DefineC'®) = V7' diag(w®*)V e RS*S_ Its computational complexity is O(S2D) as V' € RP*5, Next, define
F® = ECWE € R5*5. Since E is a diagonal matrix, the computational complexity of this multiplication is O(S2).

Finally, the computational complexity of (V7 F* )V)i, ; is O(S?), and the computational complexity of deriving it for all
entrees is O(S?N?) .
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Therefore, the total computational complexity for evaluating (398) for all ¢,j € {1,..., N} fora given k € {1,..., K}
is O(S2N? + S2D). Thus, we can conclude that the total cost deriving the affinity matrices is O(K(S?N? + S2D) +

N2K) = O(K(S?N? + S2D)). Now, by combining the computational complexities for both sets of parameters we get:
O(K(SN?+ 52D) + K(S?N? + 52D)) = O(KS?*N? + KS?D).

O
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