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Abstract
Large LMs such as GPT-3, while powerful, are001
not immune to mistakes, but are prohibitively002
costly to retrain. One failure mode is misinter-003
preting a user’s instruction (e.g., GPT-3 inter-004
preting "What word is similar to ‘good’?" to005
mean a homonym, while the user intended a006
synonym). Our goal is to allow users to correct007
such errors directly through interaction – with-008
out retraining. Our approach pairs GPT-3 with a009
growing memory of cases where the model mis-010
understood the user’s intent and was provided011
with feedback, clarifying the instruction. Given012
a new query, our memory-enhanced GPT-3 uses013
feedback from similar, prior queries to enrich014
the prompt. Through simple proof-of-concept015
experiments, we show how a (simulated) user016
can interactively teach a deployed GPT-3, dou-017
bling its accuracy on basic lexical tasks (e.g.,018
generate a synonym) where users query in dif-019
ferent, novel (often misunderstood) ways. In020
such scenarios, memory helps avoid repeating021
similar past mistakes. Our simple idea is a first022
step towards strengthening deployed models,023
potentially broadening their utility.1024

1 Introduction025

GPT-3 while powerful, is not immune to mistakes026

(Marcus, 2021). The typical remedy of retraining027

with more data is not easy for these huge models,028

due to the prohibitive cost and infrastructure re-029

quirements. In such cases, even if users observe030

the model making a mistake repeatedly, there are031

no avenues to provide feedback to the model.032

One failure mode is misinterpreting a user’s in-033

struction, or intent. For example, in Figure 1 the034

user has asked for a synonym, but the request has035

been misinterpreted by the model as asking for a036

homonym. Depending on the user’s expertise, tasks037

may be expressed in various ways, leading to poten-038

tial misunderstandings when the model encounters039

a new dialect or poorly worded task.040

1Anonymized code and data is available at https://
anonymous.4open.science/r/memprompt-D548

Our memory enhanced GPT-3 implementation.
User: What word is similar to ’good’?
GPT-3: The homonym of good is: wood.
User: "Similar to" means "with a similar meaning".
GPT-3: Noted [writes to memory]
User: What word is similar to ’surprised’?
GPT-3: [Retrieves and adds to prompt ’"Similar

to" means "with a similar meaning"’].
The synonym of surprised is: amazed.

Figure 1: This paper enhances GPT-3 performance by
looking up questions with a similar intent that received
any user feedback. Our approach is simple because
only the prompt needs to be updated with the retrieved
relevant feedback, and no retraining is necessary.

Our goal is to allow users to correct such errors 041

directly through interaction, and without retraining. 042

Our approach is to pair GPT-3 with a growing mem- 043

ory of cases where the model misunderstood the 044

user’s intent and was provided with corrective feed- 045

back. We then use that feedback to clarify the intent 046

of new questions through prompt engineering (Liu 047

et al., 2021b). To achieve this, we have GPT-3 ver- 048

balize its understanding u of the user’s intent (in 049

addition to providing an answer), a skill learned 050

using few-shot examples in the prompt. From this, 051

the user can see how the model interpreted their 052

instructions, and provide corrective feedback fb if 053

that interpretation was incorrect. For example, in 054

Figure 1, the model’s (incorrect) task understand- 055

ing u was “The homonym of good is”, and the user 056

feedback fb was "Similar to means with a similar 057

meaning", clarifying that they actually wanted a 058

synonym. Note that such instructional correction is 059

feasible even if the user does not know the correct 060

answer to their question, as they are critiquing the 061

model’s understanding of their intent, rather the 062

answers themselves. 063

We maintain a memory M of such feedback as 064

a set of key-value pairs, where the key is a mis- 065

understood question, and the value is the user’s 066
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feedback to correct that misunderstanding. Given067

a new question, we check if the model has made a068

mistake on a similar question earlier, by querying069

the memory for a similar question and, if found,070

append the corresponding feedback to the question071

prompt. Thus this mechanism aims to prevent the072

model from making the same type of mistake twice.073

This failure-driven reminding mechanism draws074

inspiration from the theory of recursive remind-075

ing in psychology (Jacoby and Wahlheim, 2013),076

which suggests humans index error corrections in077

the context in which those errors occurred.078

This paper sets out the general architecture,079

along with simple, proof-of-concept implementa-080

tions of its components. We show that in a con-081

strained setting, this implementation is able to dou-082

ble GPT3’s accuracy on basic lexical tasks (e.g.,083

generate a synonym) using simulated feedback and084

without retraining. Note that our implementation085

and demonstration are illustrative, not definitive -086

rather, the paper’s primary contribution is the gen-087

eral framework itself, suggesting how user feed-088

back might continuously improve model perfor-089

mance without retraining.090

2 Related work091

Our use of recalled memories is a form of “prompt092

engineering”, where GPT-3’s behavior is modified093

by adding to the query (prompt) to GPT-3 (Le Scao094

and Rush, 2021). While prior work has added095

selected QA examples to the prompt (Liu et al.,096

2021a), or even continuous vectors (Li and Liang,097

2021), our novel contribution is using a growing098

repository of user feedback for prompt enhance-099

ment.100

Similarly, our work can be seen as a form of101

retrieval-augmented QA. Extensive prior work has102

used retrievals from a text corpus to aid QA, e.g.,103

(Pan et al., 2019; Guu et al., 2020), or retrievals104

of prior QA pairs for nearest-neighbor QA (Khan-105

delwal et al., 2020). In contrast, we are retrieving106

from a dynamic memory of user feedbacks.107

The idea of failure-driven reminding and dy-108

namic memory date back several decades, e.g.,109

(Schank, 1983; Riesbeck, 1981). Our work res-110

urrects these ideas in a modern context.111

Learning from instruction has also become im-112

portant for large LMs, where models can perform113

a task based on direct instruction rather than exam-114

ples (Wei et al., 2021; Mishra et al., 2021). Our115

work extends this by adding an adaptive component116

Figure 2: Proposed architecture: (left) GPT-3 does not
account for user feedback. (right) MEM-GPT-3 main-
tains a memory M of corrective feedback, and searches
for feedback from prior queries with a similar intent as
x using a retrieval function Ω. x is then concatenated to
the retrieved feedback and appended to the prompt for
querying GPT-3. Users can also give new feedback on
the model’s task understanding u, then added to M.

for when those instructions are misinterpreted. 117

Finally, our work is a simple example of debug- 118

ging and learning via dialog. While system debug- 119

ging through dialog has been explored in many con- 120

texts, e.g., (Hixon et al., 2015; Wang et al., 2016; 121

Davis, 1977), our novel contribution is dialog about 122

the model’s understanding of the user’s intent. 123

3 Approach 124

3.1 Memory enhanced GPT-3 architecture 125

In our setup, given an input x, a model generates 126

an output y and a sentence u expressing its under- 127

standing of the task, a skill learned through few- 128

shot examples in the prompt (Appendix B). The 129

user can then critique u by providing natural lan- 130

guage feedback fb. This is feasible even if the user 131

does not know the correctness of y because they 132

are critiquing the model’s understanding of their 133

intent rather the answers themselves. 134

Given a new query, MEM-GPT-32 uses fb from 135

similar, prior queries to enrich the (few-shot) 136

prompt p. We use the principle that if xi and 137

xj have similar errors (i.e., xi ∼ xj), then their 138

feedbacks fbi and fbj should be exchangeable 139

(xi ∼ xj ⇔ fbi ∼ fbj) . Fig. 2 gives an overview 140

of MEM-GPT-3, with the following components: 141

Memory M : M is a growing table of key (xi) 142

- value (fbi) pairs that supports read, write, and 143

lookup operations. The write operation is used 144

whenever a user gives new feedback. 145

Lookup Ω(x,M) : Ω is a learned retriever that 146

matches the query=x against all the keys of M. 147

2we use GPT-3-175B (davinci) for all experiments.
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Combiner C(x,Ω(x,M)) : A gating function al-148

lowing irrelevant, retrieved feedback to be ignored.149

Prompter P(p, C) P passes the output of C to150

GPT-3 prompt. Let us briefly recap few-shot151

prompting with GPT-3. Consider a general setup152

where given an input x, a model is expected153

to generate an output y. In a few-shot prompt-154

ing mode (Brown et al., 2020), a prompt p con-155

sists of k (x,y) “in-context” examples, i.e., p =156

x1.y1#x2.y2 . . .#xk.yk, where # is a token sep-157

arating examples. During inference, the user inputs158

a question xi, and the model is fed p# xi (i.e., the159

question suffixed to the prompt) and is expected to160

generate the answer yi as a continuation.161

P supplements this few-shot prompting work-162

flow, with a memory of user feedbacks from C().163

To enable the model to react to such feedback, we164

include k samples of the form (x, fb → u,y) in165

the prompt, so the question contains fb.166

3.2 A Proof of Concept Implementation167

Task We focus on five lexical QA tasks: syn-168

onym, antonym, homonym, definition, and sen-169

tence usage generation. We choose these tasks as170

each question can be asked in multiple ways (e.g.,171

for synonym generation, the users might ask ques-172

tions of the form what is like, what has a similar173

sense, what is akin to, what is something like, etc.)174

For each task, the prompt contains a few different175

variations, e.g., the variations for the homonym176

task include “what is the homonym of <word>?”,177

“what sounds like <word> ?”. We create a dataset178

of (x, fb → u,y) tuples using sentence templates,179

where fb clarifies the task in x. We then experi-180

ment in a simulated conversational setting, in which181

a user can ask the model x (covering any of these182

five tasks). If the model gives the wrong answer to183

a query x, then fb is used as the simulated correc-184

tive feedback to the model.185

Implementation of M We implement M using186

x as the key and the corresponding feedback fb as187

value. Given a question xi, if the user detects that188

the model has misunderstood the question, they189

may provide a fbi with probability Pr(fi). The190

feedback is stored in a memory M, with xi as the191

key and fbi as the value. For a subsequent question192

xj , the retriever Ω (described below) checks if a193

similar question appears in memory. If yes, then194

the corresponding feedback is attached with the195

question and fed to the model for generation.196

Figure 3: Sample snapshot of memory for lexical QA.

For example, the model might misunderstand 197

the question what is akin to fast ? as one that 198

requires antonyms. The user, by inspecting u = 199

The opposite of fast is: might determine that the 200

model has misunderstood them, and give feedback 201

i wanted a synonym, which gets stored in M. If 202

a similar question (e.g., what is akin to pretty ?) 203

is asked later by the same or a different user, the 204

corresponding feedback (i wanted a synonym) is 205

attached with the question to generate the answer. 206

Figure 3 illustrates a sample memory for this task. 207

Implementation of Ω An incorrect feedback 208

might cause the model to make a mistake, thus 209

necessitating a good retrieval function. In our set- 210

ting, we use two different retrieval functions: 211

(1) Semantic similarity: the query is encoded us- 212

ing Sentence transformers (Reimers and Gurevych, 213

2019), and we use cosine distance with a threshold 214

of 0.9 to find a matching key xm. 215

(2) Lexical similarity: We also experiment with 216

low-resource settings for which trained retrieval is 217

not an option. In such cases, we rely on heuristics 218

for similarity matching (details in Appendix §D). 219

Implementation of C C concatenates x and the 220

feedback retrieved by Ω. We leave space for future 221

work to do this gating in a more principled manner. 222

Implementation of P P concatenates C at the 223

end of p. Future work can employ strategies in 224

recent literature on prompt-fine tuning (Zhao et al., 225

2021) to best combine fb with p e.g., deciding the 226

position of p or format of C’s output for best gains. 227

Crucially, although the model has not changed, 228

the addition of feedback can correct its erroneous 229
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Figure 4: Main result Avg. performance over 300 data
points on five lexical tasks. Baseline 1 in blue uses no
feedback. Baseline 2 in red appends the prompt with
memory. MEM-GPT-3 in yellow outperforms both.

model syn ant hom sent defn all
no-mem 0.58 0.43 0.13 0.30 0.39 0.37
prompt-mem 0.71 0.87 0.75 0.92 0.76 0.80
MEM-GPT-3 0.99 0.98 0.98 0.98 0.96 0.98

Table 1: Baseline performance over 300 data points.
Across all tasks, MEM-GPT-3 has the best performance.

behavior. This is encouraged by providing positive230

“training” examples that contain feedback (x, fb →231

u,y) in the prompt (Appendix B).232

4 Experiments233

Baselines NO-MEM GPT-3-175B using standard234

few-shot prompting, with the suggested parameters235

(Appendix §A). Input is p # xi (i.e., question xi236

appended to prompt). It generates answer yi and237

its understanding of the user’s intent ui.238

MEMPROMPT: Similar to NO-MEM, but appends239

p with a subset of memory M that can fit within240

2048 tokens (max. prompt size supported by GPT-241

3-175B). We implement a round-robin process that242

retains the most recent subset of M.243

Metrics We found a near-perfect correlation be-244

tween the accuracy of y and u (i.e., if the GPT-3245

understands the task correctly, the output was al-246

most always correct). As u is much easier to eval-247

uate than y, we compare gold u∗ and generated u248

based some hard-coded linguistic variations (e.g.,249

the antonym is matches the opposite is).250

Main result memory improves GPT-3 accuracy:251

Figure 4 reports the overall performance on the five252

lexical tasks overall. The accuracy improves sub-253

stantially within 300 examples when using memory254

(in yellow) vs. no memory (in blue). Table 1 breaks255

down the performance by tasks. The performance256

of MEMPROMPT (red) lies in between, showing257

that non-selective memory is partially helpful, al-258

though not as effective as failure-driven retrieval 259

(our model). However, MEMPROMPT is ∼ 3x more 260

expensive (larger prompts) and cannot scale beyond 261

the 2048 tokens limit. Our model MEM-GPT-3 sub- 262

stantially outperforms both the baselines, showing 263

the effectiveness of failure-driven reminding. We 264

also found that the retrieved feedback from mem- 265

ory was effective 97% of the time; only in ≈3% of 266

cases feedback had no positive effect. 267

Finding 1: Persistent use of memory accelerates 268

performance: When the memory is used for every 269

example (green line in Fig 4), the performance 270

improves quickly as compared to the yellow line, 271

where fb from memory is drawn with Pr(fi) = 0.5. 272

Finding 2: We also experimented using queries 273

in Hindi and Punjabi, with (English) feedback clar- 274

ifying the queries’ intent when GPT3 predictably 275

misunderstands the task. Figure 5 confirms signifi- 276

cant gains using memory in this OOV setting. This 277

setup highlights the case when the user does not 278

speak fluent English and uses mixed language code, 279

e.g., transcription in English and mixing words 280

from another language to ask questions. 281

0

25

50

75

100

0 100 200 300

GPT-3 (no feedback) MEMPROMPT OURS (P(fb) = 1) OURS (P(fb) = 0.5)

Figure 5: Finding 2 Large gains with MEM-GPT-3 in
low-resource OOV setting.

5 Conclusion 282

We have presented a simple, novel, memory- 283

enhanced GPT-3 that allows users to interact and 284

improve the model without retraining. A key in- 285

sight is to have the model articulate not just its an- 286

swer but also its understanding of the user’s intent, 287

providing an avenue for feedback. Our implemen- 288

tation of system components are illustrative, not 289

definitive; rather, the goal of this paper is to sug- 290

gest a general architecture for future researchers, 291

where more sophisticated component implemen- 292

tations can be designed. This architecture is sig- 293

nificant as it suggests how deployed systems with 294

fixed models can still be dynamically taught by 295

interacting with end-users, potentially improving 296

their performance and broadening their utility. 297
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A Querying GPT-3-175B using OpenAI419

API420

We use the OpenAI API for querying GPT-3-421

175B.3 The python code is listed below. Here,422

“PROMPT” is set to prompt shown in §B, followed423

by the input question x and feedback fb if applica-424

ble.425

import os426
import openai427

428
openai.api_key = os.getenv("OPENAI_API_KEY")429

430
response = openai.Completion.create(431
engine="davinci",432
prompt="PROMPT",433
temperature=0.7,434
max_tokens=64,435
top_p=1,436
frequency_penalty=0,437
presence_penalty=0438

)439

B Prompt440

GPT3 is queried using a prompt p of example i/o441

behaviors, followed by the actual question x and442

(optionally) retrieved feedback fb. It then gener-443

ates the understood intent u and answer y as a con-444

tinuation. u and y are expressed a single sentence,445

e.g., "[The synonym for <word> is] [<word>]" Fig-446

ure 6 shows this prompt p, containing a mixture of447

(x → u,y) and (x, fb → u,y) "training" tuples.448

C Datasets for lexical question-answering449

tasks450

As mentioned in Section §4, we focus on five dif-451

ferent linguistic QA tasks. The source of data for452

each of these tasks is listed below:453

1. The synonyms (syn) and antonyms (ant) were454

obtained from Nguyen et al. (2016).4455

2. The homonyms (hom) were obtained456

using homz https://github.com/457

cameronehrlich/homz. We use the458

closest homonym returned by homz for each459

word in the English dictionary.460

3. The definitions (defn) were sourced from461

The Online Plain Text English Dictio-462

nary https://github.com/eddydn/463

DictionaryDatabase464

3https://beta.openai.com/docs/
introduction

4https://www.ims.uni-stuttgart.de/
en/research/resources/experiment-data/
lexical-contrast-dataset/

4. Examples for usage in a sentence (sent) are 465

from Commongen (Lin et al., 2020). 466

C.1 Templates 467

We manually created 15 task templates with 468

three variants of phrasing the question for each 469

task. Sample templates are shown in code 470

listing 1. The data (word1, word2) in the code 471

is initialized with the entries in the four sources 472

mentioned above. The complete file is available 473

in the anonymized code repository https: 474

//anonymous.4open.science/r/ 475

memprompt-D548/templates.py. 476

C.2 Sample questions 477

Tables 2, 3, and 3 list some sample x-y for set- 478

tings where the question was asked as a linguistic 479

variation, in Hindi, and in Punjabi, respectively. 480

D Finding similar questions in 481

low-resource settings 482

In low-resource settings (e.g., queries in transcribed 483

Punjabi or Hindi), we perform similarity matching 484

between a given question and a question in the 485

memory by using surface-form similarity. Specifi- 486

cally, we use Levenshtein distance to determine the 487

closest query in the memory. We note that as the 488

memory grows large, we can use mechanisms such 489

as FAISS (Johnson et al., 2017) for trained memory, 490

and suffix-trees for fast retrieval using surface form 491

similarity. 492

E Sample results 493

Table 5 shows randomly sampled x-y pairs, 494

and the corresponding y generated by GPT- 495

3-175B and MEM-GPT-3. The complete 496

set of outputs is located in the anonymized 497

repository https://anonymous.4open. 498

science/r/memprompt-D548/results/ 499

results.csv 500
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What is the homonym for < wring > ?

#
the homonym for wring is ring END
#
how do you use < highway > in a sentence?
#
a sentence with highway is: soldiers stand guard along the [ highway ] END
#
can you define < camisole > ?
#
the definition of camisole is a sleeveless undergarment. END
#
What is the antonym for < prohibition > ?
#
the antonym for prohibition is permit END
#
What is the synonym for < surrogate > ?
#
the synonym for surrogate is substitute END
#
how do i use < fog > ? | clarification: when i ask for how do i use, i want a sentence.
#
a sentence with fog is: a rising sun burns the [ fog ] off a city END
#
What sounds like < sighted > ? | clarification: when I ask for sounds like, I want a homonym.
#
the homonym for sighted is cited END
#
what is like < provident > ? | clarification: when I ask for like, I want a synonym.
#
the synonym for provident is prudent END
#
can you define < rider > ? | clarification: when i ask for define, i want a definition.
#
the definition of rider is a person who is riding something. END
#
What is the opposite of < citation > ? | clarification: when I ask for opposite, I want an antonym.
#
the antonym for citation is award END

Figure 6: The prompt used for our tasks. During inference, an input question xi, and optionally a feedback fbi

is appended after this prompt, and the model is expected to generate the answer yi and its understanding of the
question intent ui as a continuation. The prompt contains examples of the form (x → u,y), expressed "x # u y
END #", and (x, fb → u,y), expressed "x | clarification: fb # u y END #". (u and y are expressed together as a
single sentence, e.g., "[The synonym for <word> is] [<word>].")
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1 templates = [
2 {
3 "type": "syn",
4 "template_id": "syn1",
5 "question": lambda word1: f"What is similar to < {word1} > ?",
6 "question_clarification": lambda word1: f"What is similar to < {word1} > ? |

clarification: when I ask for similar to , I want a synonym.",
7 "clarification": "clarification: when I ask for similar to , I want a synonym.",
8 "answer": lambda word1, word2: f"the synonym for {word1} is {word2}",
9 },

10 {
11 "type": "ant",
12 "template_id": "ant0",
13 "question": lambda word1: f"What is unlike < {word1} > ?",
14 "question_clarification": lambda word1: f"What is unlike < {word1} > ? |

clarification: when I ask for unlike , I want an antonym.",
15 "clarification": "clarification: when I ask for unlike , I want an antonym.",
16 "answer": lambda word1, word2: f"the antonym for {word1} is {word2}",
17 },
18 {
19 "type": "defn",
20 "template_id": "defn0",
21 "question": lambda word: f"< {word} > means what ?",
22 "question_clarification": lambda word: f"< {word} > means what ? | clarification:

when I ask for means what , I want a definition.",
23 "clarification": "clarification: when I ask for means what , I want a definition.

",
24 "answer": lambda word, definition: f"the definition of {word} is {definition}",
25 },
26 {
27 "type": "sent",
28 "template_id": "sent1",
29 "question": lambda word: f"< {word} > can be used how ?",
30 "question_clarification": lambda word: f"< {word} > can be used how ? |

clarification: when I ask for can be used how , I want a sentence.",
31 "clarification": "clarification: when I ask for can be used how , I want a

sentence.",
32 "answer": lambda word, sentence: f"a sentence with {word} is: {sentence}",
33 }]

Listing 1: "Sample templates for the five tasks."

Question (x) Answer (y) type

What is the opposite of < misconstrue > ? the antonym for misconstrue is verify ant
What is the opposite of < gross > ? the antonym for gross is polite ant
expand on < chelicera > ? the definition of chelicera is One of the

anterior pair of mouth organs
defn

what is a sentence that can be used to de-
fine < mawseed > ?

the definition of mawseed is The seed of
the opium poppy.

defn

what has a < bitt > like ring to it ? the homonym for bitt is bit hom
what can one confuse with < holed > ? the homonym for holed is hold hom
< spread > can be used how ? a sentence with spread is: a couple of

sheep are spread out in a field
sent

make something with < pot > ? a sentence with pot is: bonsai tree in pot
at zen garden .

sent

What is akin to < musician > ? the synonym for musician is instrumental-
ist

syn

What is akin to < zigzag > ? the synonym for zigzag is move syn

Table 2: Sample x-y pairs in English. The same type of question can be asked in multiple ways.
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Question (x) Answer (y) type

< tabulate > ka ulta kya hai ? the antonym for tabulate is randomize ant
< foot > ka vilom kya hai ? the antonym for foot is head ant
< lettish > ka matlab kya hota hai ? the definition of lettish is The language

spoken by the Letts. See Lettic.
defn

< housing > ka arth kya hai ? the definition of housing is An appendage
to the hames or collar of a harness.

defn

sunne mai < perl > jaisa kya hai ? the homonym for perl is pearl hom
< council > jaisa kya sunai deta hai ? the homonym for council is conceal hom
< city > ko ek vakya mai kaise likhen ? a sentence with city is: the city takes on

an even more interesting hue during event
sent

< fly > ko ek vakya mai kaise likhen ? a sentence with fly is: airplane fly into a
storm cloud

sent

< critique > kai samaan kya hota hai ? the synonym for critique is evaluate syn
< psychiatric > kai samaan kya hota hai ? the synonym for psychiatric is mental syn

Table 3: Sample x-y pairs in Hindi. The same type of question can be asked in multiple ways.

Question (x) Answer (y) type

< edit > de ult ki hunda ae ? the antonym for edit is expand ant
< spring > ton bhin ki ae ? the antonym for spring is compress ant
< patricide > di paribhasha dasso ? the definition of patricide is The crime of

one who murders his father. Same as Par-
ricide.

defn

< sankhya > da matlab ki hunda ae ? the definition of sankhya is A Hindoo sys-
tem of philosophy which refers all things
to soul and a rootless germ called prakriti

defn

sunnan vich < site > varga ki ae ? the homonym for site is sites hom
< chance > da samnam ki ae ? the homonym for chance is chants hom
< enter > nu ek vak vich kidan vartiye ? a sentence with enter is: as you enter you

will be greeted by these rows of trees .
sent

< tree > da prayog ki ae ? a sentence with tree is: wide shot of an
eagle and its nest on top of a tree

sent

< unlawful > jidan ki hunda ae ? the synonym for unlawful is illegal syn
< constrict > jidan ki hunda ae ? the synonym for constrict is close syn

Table 4: Sample x-y pairs in Punjabi. The same type of question can be asked in multiple ways.
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Question (x) Expected answer (y ∗) GPT-3 generated an-
swer

MEM-GPT-3 gener-
ated answer

give me something i
would hear as < whether
> ?

the homonym for
whether is whither

the example of some-
thing you would hear
as whether is a question
word used to ask about
possibilities.

the homonym for
whether is weather

what has a < mane > like
ring to it ?

the homonym for mane
is made

the word that has a mane
like ring to it is mane

the homonym for mane
is main

What is like < confine >
?

the synonym for confine
is hold

the homonym for con-
fine is confined

the synonym for confine
is restrain

< leper > means what ? the definition of leper is
a person affected with
leprosy.

a sentence with leper is:
a leper is a person with
a disease that makes his
skin scaly and white.

the definition of leper is
a person who has lep-
rosy.

expand on < chaperon >
?

the definition of chap-
eron is a matron who ac-
companies a young lady
in public

the expansion of chap-
eron is one who chaper-
ons.

the definition of chap-
eron is a woman who
goes with a young girl
to social functions.

what is a sentence that
can be used to define <
wassail > ?

the definition of wassail
is an ancient expression
of good wishes on a fes-
tive occasion

a sentence with wassail
is: < wassail > wassails
the christmas season

the definition of wassail
is to drink to the health
of.

expand on < paralbumin
> ?

the definition of paralbu-
min is a proteidlike body
found in the fluid from
ovarian cysts and else-
where. it is generally
associated with a sub-
stance related to

the expansion of paral-
bumin is an albuminoid
globulin occurring in the
blood of the horse and
other animals, and in the
urine of humans.

the definition of paralbu-
min is a particular kind
of albumin.

what can one confuse
with < kew > ?

the homonym for kew is
key

a word that can be con-
fused with kew is due

the homonym for kew is
cue

What is like < pneu-
matic > ?

the synonym for pneu-
matic is windy

the homonym for pneu-
matic is hydraulic

the synonym for pneu-
matic is airy

give me something i
would hear as < seeder >
?

the homonym for seeder
is seer

something you would
hear as seeder is: some-
one who plants things
in the ground or causes
seeds to be planted.

the homonym for seeder
is said

Table 5: A subset of random samples where GPT-3-175B without memory was incorrect. The complete set of outputs
is located in the anonymized repository https://anonymous.4open.science/r/memprompt-D548/
results/results.csv
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