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Abstract

In this paper, we propose a novel strategy de-001
fined as Chain-of-Description (CoD) Prompt-002
ing, tailored for Multi-Modal Large Language003
Models. This approach involves having the004
model first provide a detailed description of the005
multi-modal input before generating an answer006
to the question. When applied to models such007
as Qwen2-Audio, Qwen2-VL, and Qwen2.5-008
VL, CoD Prompting significantly enhances009
performance compared to standard prompting010
methods. This is demonstrated by nearly a 4%011
improvement in the speech category of the au-012
dio benchmark AIR-Bench-Chat and a 5.3%013
improvement in the hard-level portion of the014
vision benchmark MMMU_Pro. Our ablation015
study further validates the effectiveness of CoD016
Prompting.017

1 Introduction018

Multi-Modal Large Language Models (Wu et al.,019

2024; Yin et al., 2023; Chen et al., 2024a)020

(MLLMs), which encompass Large Audio-021

Language Models (Xie and Wu, 2024; Das et al.,022

2024; Fang et al., 2024; Wu et al., 2023a; Chu et al.,023

2023, 2024) (LALMs) and Large Vision-Language024

Models (Chen et al., 2023, 2024b; Li et al., 2024a;025

Shi et al., 2024; Wang et al., 2024; Team, 2025)026

(LVLMs), have shown considerable potential in027

managing a variety of input types. These models028

are generally based on Large Language Models029

(LLMs) and employ audio/vision encoders to align030

multi-modal inputs with text. However, the conven-031

tional method of directly generating answers from032

audio or visual inputs might not fully capitalize on033

the information and comprehension that the mod-034

els can potentially extract. Given that the training035

paradigm for most MLLMs involves aligning multi-036

modal inputs with text, we explored whether there037

is an inference strategy that can not only explicitly038

align these inputs but also improve the quality of039

the results produced by MLLMs.040

We believe that "What I can understand, I can 041

put into words." This implies that if a model can 042

generate a detailed description of the input, it indi- 043

cates a deeper level of understanding. Based on this 044

idea, we proposed the Chain-of-Description (CoD) 045

prompting for MLLMs, which involves having the 046

model first provide a detailed description of the 047

multi-modal input before answering the question. 048

We have implemented CoD Prompting on 049

LALMs and LVLMs, specifically with the Qwen2- 050

Audio (Chu et al., 2024), Qwen2-VL (Wang et al., 051

2024), and Qwen2.5-VL (Team, 2025) models. 052

Through experiments conducted on their respec- 053

tive test sets, we have demonstrated that CoD sig- 054

nificantly enhances the reasoning performance of 055

these models compared to the standard approach. 056

Specifically, in the speech testset AIR-Bench-Chat 057

(Yang et al., 2024), the Qwen2-Audio model per- 058

formance for human speech improved by nearly 059

4%. In the image testset MMLU_Pro (Yue et al., 060

2024), for the hard-level category, the performance 061

of Qwen*-VL increased by 5.3%. 062

Furthermore, in our experiments with LALMs, 063

we analyzed information density to substantiate 064

why CoD is effective. In our experiments with 065

LVLMs, we verified the correctness of CoD by 066

constructing better descriptions. 067

2 Chain-of-Description Prompting 068

Motivation: What I can understand, I can put
into words.

The motivation of our proposed Chain-of- 069

Description (CoD) Prompting is if a model can gen- 070

erate a detailed description of the input, it indicates 071

a deeper level of understanding. CoD Prompting 072

can be described as follows: 073

1. Supply audio/vision inputs to MLLLMs and 074

ask the models produce detailed descriptions. 075

2. MLLMs generate a comprehensive textual rep- 076

resentation. 077
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Figure 1: An example of using Standard Prompting and our Chain-of-Description (CoD) Prompting for Large
Audio-Language Models (LALMs).

3. Thereafter, introduce the queries into078

MLLMs.079

4. MLLMs generate responses pertinent to the080

queries.081

For LALMs, describing speech context, back-082

ground sounds, and other audio features compre-083

hensively helps the model better understand au-084

dio inputs. Figure 1 illustrates examples of us-085

ing Standard Prompting and CoD Prompting for086

LALMs. Likewise, for LVLMs, refer to Figure 2087

in Appendix A, detailing objects, scenes, colors,088

and spatial relationships in images enhances com-089

prehension. Focusing on the description process090

first aims to establish a strong foundation for gener-091

ating higher-quality answers, improving MLLMs’092

overall performance.093

3 Experiments with CoD in LALMs094

3.1 Experimental Setup095

Model The model used for our experiments is096

Qwen2-Audio1, a state-of-the-art open-sourced097

LALM capable of processing various audio inputs098

and generating textual responses.099

Evaluation Dataset The dataset we utilized is100

the AIR-Bench2, which is the first and widely101

adopted benchmark designed to assess the com-102

prehension capabilities of LALMs across various103

audio signals, including human speech, natural104

sounds, and music. Following prior research, we105

conducted detailed evaluations on all four subcat-106

egories of the AIR-Bench Chat Benchmark (AIR-107

1https://huggingface.co/Qwen/Qwen2-Audio-7B-Instruct
2https://github.com/OFA-Sys/AIR-Bench

Bench-Chat): Speech, Sound, Music, and Mixed 108

Audio. More see Appendix B. 109

Evaluation Method Building upon previous 110

work (Chu et al., 2024; Yang et al., 2024), we em- 111

ployed an evaluation method that utilizes a LLM as 112

the judge (Li et al., 2024b; Gu et al., 2024). Specif- 113

ically, we utilized a LLM to rate both the ground 114

truth answer and the model prediction on a scale 115

of 1 to 10. The final score is the average of these 116

ratings. Considering cost-effectiveness, we chose 117

gpt-4o-mini as our evaluation LLM. 118

In practice, we rated the model predictions 119

from both Standard Prompting and CoD Prompt- 120

ing against the ground truth answer. This process 121

yielded two sets of scores for the ground truth an- 122

swer, which may exhibit minor differences. To 123

facilitate more effective comparison, we calculated 124

the ratio r of the model prediction p score sp to 125

the ground truth answer gt score sgt. The r quanti- 126

fies the alignment between the prediction and the 127

ground truth. See Appendix C. 128

3.2 Results 129

Based on the evaluation results presented in Ta- 130

ble 1, it is evident that the Qwen2-Audio model’s 131

alignment with the ground truth answers has im- 132

proved across all subcategories after adopting the 133

CoD Prompting. Particularly in the Speech cate- 134

gory, the alignment reached 95.02%, marking an 135

increase of nearly 4% compared to the Standard 136

Prompting. Other categories such as Sound, Music, 137

and Mixed also experienced an enhancement of 138

about 1% each. On average across all categories, 139

there was an increase of 1.79%. This indicates that 140
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Speech Sound Music Mixed
Standard Prompting

sgt 8.23 8.01 7.96 8.38
sp 7.51 6.93 6.87 6.49
r 91.24% 86.48% 86.31% 77.41%

CoD Prompting
sgt 8.04 7.77 8.12 8.12
sp 7.64 6.83 7.08 6.38
r 95.02% 87.87% 87.22% 78.50%

Table 1: The evaluation results for LALMs. These
results are based on the AIR-Bench-Chat dataset among
four subcategories: Speech, Sound, Music, and Mixed,
where the gpt-4o-mini rated the model predictions (p) of
the Qwen2-Audio model under both Standard Prompting
and CoD Prompting and ground truth answers (gt) on a
scale of 1 to 10. The average scores for the ground truth
answer and model prediction are denoted as sgt and sp.
The alignment between the prediction and the ground
truth is measured by r =

sp
sgt

.

the CoD Prompting method significantly enhances141

the consistency of the model’s predictions with the142

ground truth answers. More in Appendix D.143

3.3 Ablation Study144

Question: Why does CoD Prompting perform
better in the Speech category?

We analyze information density to explain why145

CoD Prompting performs better in the Speech cat-146

egory. We can consider the description as a tex-147

tual representation of the audio, where the quan-148

tity of description indicates the level of informa-149

tion density. Compared to Sounds and Music, hu-150

man speech offers a richer array of information,151

including textual content, emotional expressions,152

and background noise.153

Speech Sound Music
∆r 3.78% 1.40% 0.91%
id 3.91 1.30 2.52

Table 2: The analysis of information density focuses
on the Speech, Sound, and Music categories. In this
analysis, the information density is represented by the
number of tokens per second in the description, which
is defined as id. ∆r represent the r improvements of
CoD Prompting compared to Standard Prompting.

We conducted a statistical analysis of the audio154

in Speech, Sound, and Music categories, calculat-155

ing the average length of the description generated156

per second, which is the number of tokens in the157

description divided by the duration of the audio, de- 158

fined as id. We did not include the Mixed category 159

in our statistics as it is a combination of the other 160

three categories. 161

The results from Table 2 indicate that the Speech 162

category can generate an average of nearly 4 to- 163

kens of description per second, significantly higher 164

than the Sound and Music categories. Therefore, 165

the use of CoD Prompting in the Speech category 166

yields better results. Although Music has a higher 167

information density than Sound, the improvement 168

when using CoD Prompting in Music and Sound 169

categories is roughly the same, a phenomenon that 170

requires further analysis. 171

4 Experiments with CoD in LVLMs 172

4.1 Experimental Setup 173

Model Our experiments utilized models from 174

the Qwen-VL series, including Qwen2-VL-7B- 175

Instruct3, Qwen2.5-VL-7B-Instruct4 and Qwen2.5- 176

VL-72B-Instruct5. 177

Evaluation Dataset In our experiments, we uti- 178

lized the MMMU_Pro6 dataset. MMMU_Pro is an 179

enhanced multimodal benchmark designed to rig- 180

orously assess the true understanding capabilities 181

of LVLMs. Specifically, we employed the standard 182

validation data within MMMU_Pro that has been 183

enhanced with 10 options. Additionally, this set 184

can be categorized into three levels of difficulty: 185

Easy, Medium, and Hard. More see Appendix E. 186

Evaluation Method As MMMU_Pro is a 187

multiple-choice dataset, we can directly calculate 188

the accuracy of model predictions. We use both 189

Standard Prompting and CoD Prompting methods 190

to generate the answer options. 191

4.2 Results 192

Table 3 presents the evaluation results for LVLMs. 193

Among the 7B-sized models, the results indicate 194

that the Qwen2.5-VL-7B-Instruct outperforms the 195

Qwen2-VL-7B-Instruct across all difficulty levels. 196

Surprisingly, CoD Prompting did not demonstrate 197

effectiveness at all levels; instead, it showed signif- 198

icant improvement at the Hard level, increasing the 199

accuracy of both models by 5.3%. This suggests 200

that CoD Prompting is more beneficial for more 201

3https://huggingface.co/Qwen/Qwen2-VL-7B-Instruct
4https://huggingface.co/Qwen/Qwen2.5-VL-7B-Instruct
5https://huggingface.co/Qwen/Qwen2.5-VL-72B-Instruct
6https://huggingface.co/datasets/MMMU/MMMU_Pro
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Easy Medium Hard
Qwen2-VL-7B-Instruct

Standard 40.91% 24.91% 16.67%
CoD 39.77% 22.30% 21.97%

Qwen2.5-VL-7B-Instruct
Standard 40.91% 26.77% 16.67%
CoD 42.61% 26.02% 21.97%

Qwen2.5-VL-72B-Instruct
Standard 40.91% 26.02% 18.18%
CoD 43.18% 26.02% 23.48%

Table 3: The evaluation results for LVLMs. We uti-
lized the Qwen2-VL-7B-Instruct and Qwen2.5-VL-7B-
Instruct models to conduct tests on the standard 10-
option validation set of the MMMU_Pro dataset. The
tests were carried out using both Standard Prompting
and CoD Prompting approaches. For simplicity in the
results table, we refer to these methods as "Standard"
and "CoD" respectively.

complex images or questions. A detailed analysis202

of the Easy and Medium level cases revealed that203

due to the huge information density in images, the204

extensive descriptions generated did not necessar-205

ily cover the key points of the questions, potentially206

leading to a negative impact on responses. More-207

over, this negative effect was less pronounced in208

the latest Qwen2.5-VL-7B-Instruct model.209

The Qwen2.5-VL-72B-Instruct outperformed210

the Qwen2.5-VL-7B-Instruct across all difficulty211

levels, aligning with the well-known conclusion212

that larger model sizes lead to stronger perfor-213

mance. Our CoD Prompting method also achieved214

consistent improvements on the Qwen2.5-VL-72B-215

Instruct, with a 5.3% increase at the Hard level.216

Additionally, it maintained either no decline or a217

slight improvement at the Easy and Medium levels.218

4.3 Ablation Study219

Question: How would the performance be
affected if the model could generate higher-
quality descriptions?

The key to our CoD Prompting method lies220

in generating high-quality and accurate descrip-221

tions, which can lead to improved model perfor-222

mance. Knowing that the Qwen2.5-VL-7B-Instruct223

model outperforms the Qwen2-VL-7B-Instruct,224

we hypothesize that the descriptions generated by225

Qwen2.5-VL-7B-Instruct would be superior.226

We conducted experiments on the Qwen2-VL-227

7B-Instruct model using descriptions generated by228

Qwen2.5-VL-7B-Instruct. As shown in Table 4, the229

Easy Medium Hard
Standard 40.91% 24.91% 16.67%
CoD 39.77% 22.30% 21.97%
CoD* 42.61% 25.65% 21.97%

Table 4: The ablation study for Qwen2-VL-7B-Instruct.
We compared two scenarios: in the CoD approach, the
description is generated by the model itself; whereas in
the CoD* approach, the description is produced by the
latest and stronger model Qwen2.5-VL-7B-Instruct.

results across all difficulty levels demonstrated pos- 230

itive improvements, confirming that higher quality 231

descriptions can yield better outcomes. 232

5 Related Work 233

We outline some related work and explain how our 234

approach differs from these efforts. 235

Chain-of-Thought (Wei et al., 2022) (CoT) pri- 236

marily aims to enhance the reasoning capabilities 237

of text LLMs by breaking down problems into step- 238

by-step solutions. Our method is inspired by CoT, 239

but our CoD is not a variant of CoT; it is a new 240

strategy specifically designed for multi-modal in- 241

puts. In theory, CoD and CoT could be combined 242

to bolster the performance of MLLMs. 243

Wu et al. (2023b) focuses only on LVLMs and 244

also mentions descriptions. However, their descrip- 245

tions are related directly to the questions. In con- 246

trast, we do focus not on specific questions but 247

explore a more general scenario and verify its ef- 248

fectiveness. Zhang et al. (2024) also concentrates 249

on LVLMs, but their study emphasizes enhancing 250

reasoning tasks, proposing rationale generation be- 251

fore answer inference. Our work is not limited to 252

reasoning tasks but targets more general scenarios. 253

Vijayaraghavan et al. (2024) introduced a method 254

with the same name as ours, but their research direc- 255

tion is about improving the performance of Code 256

LLM. 257

6 Conclusion 258

This study introduces Chain-of-Description (CoD) 259

Prompting, which significantly enhances the rea- 260

soning capabilities of MLLMs. Experiments con- 261

ducted on models such as Qwen2-Audio, Qwen2- 262

VL, and Qwen2.5-VL demonstrate the effective- 263

ness of CoD Prompting in improving model com- 264

prehension and response accuracy for multi-modal 265

inputs, offering a promising direction for future 266

research. 267
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7 Limitations268

Although our experimental results have been pos-269

itive, the sheer number of open-source MLLMs270

and benchmark datasets prevents us from validat-271

ing each one. Furthermore, based on our moti-272

vation, we believe that extensive multi-modal de-273

scription training during the pre-training phase274

of MLLMs could yield significant benefits. Re-275

grettably, this type of experiment is particularly276

resource-intensive, making it infeasible for us to277

complete swiftly.278
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A Chain-of-Description Prompting 417

Figure 2: An example of using Standard Prompting and our Chain-of-Description (CoD) Prompting for Large
Vision-Language Models (LVLMs).

Figure 2 shows examples of using Standard Prompting and Chain-of-Description Prompting for Large 418

Vision-Language Models. 419
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B Statistic and Cases for experiments in LALMs420

AIR-Bench-Chat contains 2,200 samples.421

Question
How did the first person react to the second person’s situation with restaurants?
Answer
The first person reacted by saying ’wow yeah’ .
Standard Out
The first person expressed sympathy but also indicated that they do not smoke and are happy about it,
suggesting a disconnect from the second person’s experience.
CoD Out
The first person reacted by saying ’wow yeah,’ which could indicate surprise or empathy with the
second person’s situation.
Cod Description
The audio contains two speakers discussing the topic of smoking and its impact on their rights and
choices. The first speaker, who is not a smoker, expresses that they feel it infringes on non-smokers’
rights but is happy about the situation since they do not smoke. The second speaker, also not a smoker,
lives with smokers and does not believe that smoking should be banned from every place. They
mention that they cannot go out to eat at certain restaurants because of smoking policies. The
conversation ends with both speakers expressing disagreement with the idea of complete smoking
bans.

Table 5: Case 1 for experiments in LALMs

Question
What kind of weather is mentioned as being present?
Answer
Rain is mentioned.

Standard Out
Colder and damper weather.
CoD Out
Colder weather and rain are mentioned.
Cod Description
The audio contains two people engaging in conversation, discussing the weather and their involvement
in a research study. One individual mentions that it is colder where they are and implies that the weather
could be related to the study. The other person responds by mentioning that it is damp and rainy where
they are, which seems to align with the first person’s comment about the cold. Further into the
conversation, one of them asks if the other is a college student, to which the other responds affirmatively
but clarifies that they have never been linked to a participant before. They both seem surprised and
excited about this experience being their first time participating in such a study.

Table 6: Case 2 for experiments in LALMs

Table 5 and 6 are two cases for experiments in LALMs.422
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C Evaluation Prompts of gpt-4o-mini for experiments in LALMs 423

You are a helpful and precise assistant for checking the quality of the answer.
[Detailed Audio Description]
XAudioX
[Question]
XQuestionX
[The Start of Assistant 1s Answer]
XAssistant1X
[The End of Assistant 1s Answer]
[The Start of Assistant 2s Answer]
XAssistant2X
[The End of Assistant 2s Answer]
[System]
We would like to request your feedback on the performance of two AI assistants in response to the
user question and audio description displayed above. AI assistants are provided with detailed audio
descriptions and questions.
Please rate the helpfulness, relevance, accuracy, and comprehensiveness of their responses. Each
assistant receives an overall score on a scale of 1 to 10, where a higher score indicates better
overall performance. Please output a single line containing only two values indicating the scores for
Assistant 1 and 2, respectively. The two scores are separated by a space.

Table 7: Evaluation Prompts of gpt-4o-mini for experiments in LALMs

Table 7 shows the evaluation prompts of gpt-4o-mini for experiments in LALMs. "Assistant 1" and 424

"Assistant 2" correspond to the ground truth answer and the model prediction, respectively. To further 425

enhance the fairness of the evaluation, we also swapped the positions of the ground truth answer and the 426

model prediction, then recalculated the final score. 427
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D Evaluation Results for experiments in LALMs428

Speech Sound Music Mixed
No-S Swap Avg No-S Swap Avg No-S Swap Avg No-S Swap Avg

Standard Prompting
sgt 8.23 8.24 8.23 7.91 8.10 8.01 8.13 7.79 7.96 8.42 8.34 8.38
sgt 7.63 7.39 7.51 7.03 6.82 6.93 6.95 6.79 6.87 6.50 6.48 6.49
r(%) 92.80 89.69 91.24 88.80 84.20 86.48 85.54 87.11 86.31 77.14 77.68 77.41

CoD Prompting
sgt 8.11 7.98 8.04 7.81 7.73 7.77 8.22 8.02 8.12 8.24 8.00 8.12
sp 7.81 7.47 7.64 7.01 6.64 6.83 7.17 6.99 7.08 6.40 6.36 6.38

r(%) 96.36 93.65 95.02 89.78 85.95 87.87 87.29 87.15 87.22 77.62 79.41 78.50

Table 8: All evaluation results for experiments in LALMs. "No-S" indicates that "Assistant 1" is the ground truth
answer and "Assistant 2" is the model prediction in the evaluation prompts. "Swap" signifies that in the evaluation
prompts, "Assistant 2" is the ground truth answer and "Assistant 1" is the model prediction. "Avg" represents the
average score between "No-S" and "Swap".

Table 8 shows the all evaluation results for experiments in LALMs.429
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E Statistic and Cases for experiments in LVLMs 430

MMLU_Pro contains 577 validation samples. 431

Figure 3: A case image.

Question
What is the substance that is developing on these leaves?
Options
A. Don’t know and don’t want to guess B. Powdery mildew C. Moss D. Rust E. Lichen
F. Sooty mould G. Bacterial leaf spot H. Fungus I. Downy mildew J. Algae
Answer
J.
Standard Out
B.
CoD Out
J.
Cod Description
The image depicts a close-up view of a plant with green leaves that are covered in a yellowish-
green substance, possibly algae or a fungal growth . The leaves are broad and elongated, with
visible veins running through them. The plant appears to be healthy overall, with vibrant green
foliage and a dense arrangement of leaves. In the background, there are clusters of purple flowers,
which are likely part of the same plant or a nearby species. The flowers have multiple petals
and are arranged in a dense, bushy manner. The overall scene suggests a natural, outdoor setting,
possibly a garden or a forested area. The combination of the green leaves and purple flowers
creates a visually appealing contrast.

Table 9: Cases for experiments in LALMs

Table 9 are cases of Figure 3 for experiments in LALMs. 432
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