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Abstract

The advancement of large language models001
(LLMs) has significantly propelled the field of002
code generation. Previous work integrated re-003
inforcement learning (RL) with compiler feed-004
back for exploring the output space of LLMs005
to enhance code generation quality. However,006
the lengthy code generated by LLMs in re-007
sponse to complex human requirements makes008
RL exploration a challenge. Also, since the009
unit tests may not cover the complicated code,010
optimizing LLMs by using these unexecuted011
code snippets is ineffective. To tackle these012
challenges, we introduce StepCoder, a novel013
RL framework for code generation, consisting014
of two main components: CCCS addresses the015
exploration challenge by breaking the long se-016
quences code generation task into a Curriculum017
of Code Completion Subtasks, while FGO only018
optimizes the model by masking the unexe-019
cuted code segments to provide Fine-Grained020
Optimization. In addition, we furthermore con-021
struct the APPS+ dataset for RL training, which022
is manually verified to ensure the correctness023
of unit tests. Experimental results show that024
our method improves the ability to explore the025
output space and outperforms state-of-the-art026
approaches in corresponding benchmarks 1.027

1 Introduction028

Code generation or program synthesis aims to au-029

tomatically generate source code that adheres to a030

specified programming requirement, which is typi-031

cally described in natural language (Svyatkovskiy032

et al., 2020; Gulwani et al., 2017). Recently, with033

the development of large language models (LLMs),034

techniques based on LLM (Li et al., 2023a; Luo035

et al., 2023b) have demonstrated impressive ability036

in code generation. However, challenges persist037

in aligning these models with complex human re-038

quirements (Hendrycks et al., 2021; Roziere et al.,039

1 The code and dataset will be made available upon publi-
cation.

2023), indicating a gap that still exists in fully meet- 040

ing user expectations. 041

In this context, learning from compiler feedback 042

exhibits impressive potential to improve the com- 043

prehension of complicated human requirements 044

and the quality of generated codes (Le et al., 2022). 045

This feedback from compilation and execution re- 046

sults is instrumental in directly ascertaining the 047

functional correctness of programs (Wang et al., 048

2022a; Li et al., 2022). Researchers (Liu et al., 049

2023; Shojaee et al., 2023) introduce reinforcement 050

learning (RL) and leverage compiler feedback from 051

unit tests as a reward metric to guide the exploration 052

of the output space of LLMs. The intention is for 053

the policy model to favor actions that yield higher 054

rewards increasingly. Nevertheless, the optimiza- 055

tion of LLMs for code generation via RL presents 056

several hurdles. First, the increasing complexity of 057

human requirements often results in the generation 058

of longer code sequences, which makes exploration 059

struggle (Hao et al., 2023; Ladosz et al., 2022). Sec- 060

ond, in cases where a single unit test fails to cover 061

the complex code, unexecuted code snippets may 062

emerge that are not relevant to the reward. Render- 063

ing optimization based on the entire code sequence 064

is potentially imprecise. Additionally, our analy- 065

sis reveals quality limitations in existing datasets 066

like APPS (Hendrycks et al., 2021) for RL training, 067

which impedes accurate learning from compiler 068

feedback through RL. 069

To tackle these challenges, we first introduce 070

StepCoder, an innovative framework developed for 071

enhancing code generation through reinforcement 072

learning. StepCoder integrates two key compo- 073

nents: Curriculum of Code Completion Subtasks 074

(CCCS) and Fine-Grained Optimization (FGO). 075

CCCS is designed to alleviate the complexities as- 076

sociated with exploration in code generation, while 077

FGO is designed to provide more precise and ef- 078

fective optimization strategies. Specifically, CCCS 079

employs a step-by-step strategy to break down com- 080
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plex exploration problems (i.e., code generation)081

into a curriculum of easier sub-tasks (i.e., code082

completion). As the training progresses, the diffi-083

culty of code completion tasks rises by increasing084

the portion of code that needs to be completed.085

Eventually, the aim is for the model to evolve to a086

stage where it can effectively generate code solely087

from human requirements, thus fulfilling the origi-088

nal training goal of code generation. On the other089

hand, the key insight of FGO is that code snippets090

that are not executed in a unit test do not contribute091

to the final reward calculation. Therefore, FGO092

uses a dynamic masking technique to mask unexe-093

cuted snippets from unit test evaluations, ensuring094

that the model is optimized utilizing only the rele-095

vant code segments.096

Subsequently, our endeavor involves the devel-097

opment of APPS+, a dataset of superior quality098

specifically curated for code generation. APPS+ is099

meticulously designed to exclude code segments100

that exhibit syntax errors, are irrelevant to the stip-101

ulated problem, or fail to produce any output. Ad-102

ditionally, we have taken measures to standardize103

the format of inputs and outputs in unit tests to104

guarantee deterministic output comparisons.105

We evaluate the effectiveness of popular LLMs106

on APPS+. The results reveal that although LLMs107

show progressive improvements, they face diffi-108

culties with complex human requirements. We109

further evaluate our method on several extensively110

used benchmarks including MBPP (Austin et al.,111

2021) and HumanEval (Chen et al., 2021). The ex-112

perimental results show that StepCoder effectively113

eases the exploration difficulty in code generation,114

outperforming other reinforcement learning-based115

methods in effectiveness. The main contributions116

of our paper are as follows:117

• We introduce StepCoder, a novelty training118

method via RL, including CCCS and FGO.119

CCCS makes exploration easier by break-120

ing down the complicated goals into sub-121

objectives curriculum. FGO provides fine-122

grained optimization by only utilizing the ex-123

ecuted code in unit tests.124

• We constructed APPS+, a high-quality dataset125

designed for code generation. APPS+ pro-126

vides a more rigorous evaluation of LLMs’127

capabilities and a foundation to introduce re-128

inforcement learning in the training phase.129

• Experiments show that StepCoder can im-130

import random

def test():
...
for _ in range(int(input())):

…
rows[0] = p[::2]
rows[1] = p[1::2]
if sign(rows[0][0]) != sign(rows[1][0]):

print(0)
continue

for r in range(2, max_rows):
for n in range(max_col - 1):

rows[r][n] = rows[r - 1][0] * rows[r - 2][n + 
1] - rows[r - 2][0] * rows[r - 1][n + 1]

last = sign(rows[0][0])
flag = 1
for i in range(1, len(rows)):

curr = sign(rows[i][0])
if rows[r] == [0 for _ in range(max_col)]:

for n in range(max_col):
rows[r][n] = rows[r - 1][n] * (max_pow + 

4 - (r + 1) - 2 * (n + 1))

elif rows[i][0] == 0:
if any([x != 0 for x in rows[i]]):

flag = 0
break

else:
curr = last

if curr != last:
flag = 0
break

last = curr

: conditional statement
: executed code
: unexecuted code

Figure 1: The canonical solution of an instance in the
APPS dataset. We collect the conditional statements
by analyzing their abstract syntax tree, and some con-
ditional statements are highlighted with a grey dashed
box. When inputting s = [1\n10 12 1 5 3\n], only 75%
of the code fragment is executed, highlighted with a
green background.

prove the exploration efficiency and effective- 131

ness and outperform other methods. 132

2 Motivation 133

In this section, we clearly illustrate the challenges 134

faced by reinforcement learning in code generation 135

using a simplified example from APPS (Hendrycks 136

et al., 2021), which was widely used for RL training 137

in code generation. 138

Exploration problems of RL in code gener- 139

ation. Exploration methods play a crucial role 140

in tackling complicated sequence but sparse re- 141

ward problems (Yang et al., 2021; Ladosz et al., 142

2022). When a policy model explores a trajectory 143

with high returns, it undergoes optimization, mak- 144

ing it inclined to take similar actions in the future 145

(Williams, 1992; Salimans and Chen, 2018). 146

Consider the code shown in Figure 1, aimed 147

at fulfilling a given human requirement. We first 148

collect the conditional statements (CS) that are in- 149

dicated by the dashed box by analyzing its abstract 150

syntax tree. Conditional statement introduces new 151

independent paths, increasing the complexity of the 152
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program (Shepperd, 1988). Suppose Pθ(CSi) de-153

notes the probability that the policy model with pa-154

rameter θ completes the i-th conditional statement.155

The probability that the policy model correctly gen-156

erates this code according to human requirements157

can be expressed as follows:158

P ∝ Po

3∏
i=1

Pθ(CSi), (1)159

where Po is the probability of other code snip-160

pets except the code labeled in the figure. Typi-161

cally, we initialize the policy model with the SFT162

model in sequence generation tasks to facilitate eas-163

ier exploration (Ouyang et al., 2022; Zheng et al.,164

2023). However, the limited performance of the165

SFT model in code generation still leads to the166

probability Pθ(CSi) at low values (Shojaee et al.,167

2023; Roziere et al., 2023). The increasing com-168

plexity of human requirements in code generation169

tasks often leads to a corresponding rise in the170

number of conditional statements. This escalation171

can result in a substantial decrease in the proba-172

bility Pθ(CSi), potentially leading P to an expo-173

nential reduction. Such a scenario exacerbates the174

challenges associated with exploration in large lan-175

guage models. An alternative approach to facilitate176

exploration is through reward shaping, a technique177

where designers artificially introduce rewards more178

frequently (Ladosz et al., 2022). However, in unit179

test feedback, rewards can only be obtained after180

the execution of the completely generated code.181

Consequently, the exploration of high-return trajec-182

tories in tasks with complex sequences and sparse183

rewards poses a significant challenge in optimizing184

the policy model.185

Optimization problems of RL in code genera-186

tion. We first introduce the RL fine-tuning process187

in code generation. Formally, for a learned policy188

model πθ with parameter θ, we treat the prediction189

of each token as an action a taken by πθ according190

to the history token sequences. The history token191

sequences can be viewed as the state s. Given a192

human requirement x, we denote the solution code193

y generated by πθ as an episode, and r(x, y) is the194

reward function from the compiler based on com-195

pilation and execution. Updating the parameters196

of πθ by using gradient policy algorithm (Sutton197

et al., 1999) can be represented as follows:198

max
θ

E(x,y)∼Dπθ
[
∑
t

At
π log(yt|y1:t−1, x; θ)] (2)199

where Aπ is the advantage computed by the Gen-200

eralized Advantage Estimator (GAE) (Schulman201

et al., 2015) from reward r, to reduce the variability 202

of predictions. 203

In code generation, rewards are contingent upon 204

the correctness of the unit test sample, which is 205

only relevant to the code snippet being executed, as 206

shown in Figure 1. It indicates that some actions in 207

the code are irrelevant to the reward, which leads 208

to inaccurate advantage. Therefore, optimizing the 209

policy model πθ with all actions is ineffective by 210

using Equation 2. 211

3 Method 212

In this section, we elaborate on the methodological 213

details of StepCoder, which provide an easier ex- 214

ploration and fine-grained optimization for RL in 215

code generation, respectively, as shown in Figure 2. 216

3.1 Priliminaries 217

Suppose D = {(xi, yi, ui, ei)}Ni=0 is the training 218

dataset for code generation, which x, y, u denotes 219

the human requirement (i.e., the task description), 220

the canonical solution and the unit test samples, 221

respectively. ei = {stj , enj}Ei
j=0 is a list of condi- 222

tional statements by automatically analyzing the 223

abstract syntax tree of the canonical solution yi, 224

which st and en represent the start position and the 225

end position of the statements, respectively. e is 226

sorted in ascending order based on the start posi- 227

tion st. For a human requirement x, its canonical 228

solution y can be represented as {at}Tt=0. In code 229

generation, given a human requirement x, the final 230

states are the set of codes passing the unit tests u. 231

3.2 StepCoder 232

StepCoder integrates two key components: CCCS 233

and FGO. CCCS is designed to break the code 234

generation tasks into a curriculum of the code com- 235

pletion subtasks. It can alleviate the exploration 236

challenge in RL. FGO is specifically designed for 237

code generation tasks to provide fine-grained opti- 238

mization by computing only the loss of executed 239

code snippets. 240

CCCS. In code generation, the solution to a com- 241

plicated human requirement usually involves a long 242

action sequence taken by the policy model. Mean- 243

while, the feedback from the compiler is delayed 244

and sparse, i.e., the policy model only receives the 245

reward after generating the entire code. In this sce- 246

nario, exploring is difficult. The core of our method 247

is to break down such a long sequence of explo- 248

ration problems into a curriculum of short, easily 249
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Vanilla Reinforcement Learning 
from Compiler Feedback

StepCoder
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FGO
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Generated code
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Code Completion

Code Generation

Code Completion

Code Generation

Part of canonical solution

Figure 2: The overview of our method. In code generation, the environment with sparse and delayed rewards and
the complicated human requirement that involves a long sequence make exploration challenging for the Vanilla RL.
In CCCS, we break down a complicated exploration problem into a curriculum of sub-tasks. Utilizing a portion of
the canonical solution as the prompt enables the LLM to explore starting from simple sequences. The computation
of rewards is only relevant for the executed code snippets, and it is imprecise to optimize the LLM with the entire
code (i.e., ). In FGO, we mask unexecuted tokens (i.e., ) in unit tests and only compute the loss function using
executed tokens (i.e., ) to provide a fine-grained optimization.

explorable sub-tasks. We simplify code genera-250

tion to code completion sub-tasks. These sub-tasks251

are automatically constructed from the canonical252

solution in the training dataset.253

Consider a human requirement x, early in the254

training phase of CCCS, the starting point s∗ of255

exploration is the states near the final states. Specif-256

ically, we provide the human requirement x and the257

front part of the canonical solution xp = {ai}s
∗
i=0,258

and the policy model is trained to complete the259

code based on x
′
= (x, xp). Let ŷ be the com-260

bined sequence of xp and the output trajectory τ ,261

i.e. ŷ = (xp, τ ). The reward model provides the262

reward r according to the correctness of the code263

snippet τ with ŷ as input, where we use the same264

setting as previous approaches (Le et al., 2022;265

Shojaee et al., 2023) as follows:266

r(x
′
, ŷ) =


+ 1, if ŷ passed all unit tests
−0.3, if ŷ failed any unit test
−0.6, if ŷ happened runtime error
− 1, if ŷ happened compile error.

(3)

267

We use the Proximal Policy Optimization (PPO)268

algorithm (Schulman et al., 2017) to optimize the 269

policy model πθ by utilizing the reward r and the 270

trajectory τ . In the optimization phase, the canoni- 271

cal solution’s code segment xp used for providing 272

prompts is masked, such that it does not contribute 273

to the gradient for the policy model πθ update. 274

CCCS optimizes the policy model πθ by maximiz- 275

ing the objection function as follows: 276

Objective(θ) = E(x′ ,ŷ)∼Dπθ
[r(x

′
, ŷ) 277

− β log(πθ(ŷ|x
′
))/πref(ŷ|x′

)] (4) 278

where πref is the reference model in PPO, which is 279

initialized by the SFT model. 280

As the training progresses, the starting point s∗ 281

of exploration gradually moves towards the begin- 282

ning of the canonical solution. Specifically, we set 283

a threshold ρ for each training sample. Each time 284

the cumulative correct proportion of code segments 285

generated by πθ is greater than ρ, we move the 286

starting point toward the beginning. In the later 287

stages of training, the exploration of our method 288

is equivalent to the exploration process of origi- 289

nal reinforcement learning, i.e., s∗ = 0, where 290

the policy model generates code using only human 291
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requirements as input.292

The starting point s∗ is sampled at the beginning293

position of the conditional statements to complete294

the remaining unwritten code segments. Specifi-295

cally, a program with a greater number of condi-296

tional statements results in increased independent297

paths, leading to a higher logical complexity (Shep-298

perd, 1988). This complexity necessitates more299

frequent sampling to improve the quality of train-300

ing, while programs with fewer conditional state-301

ments need less frequent sampling. This sampling302

method allows for a balanced and representative303

sampling of code structures, catering to both com-304

plex and simple semantic constructs in the training305

dataset. To accelerate the training phase, we set the306

i-th sample’s number of curricula equal to ⌈
√
Ei⌉,307

where Ei is its number of conditional statements.308

The i-th sample’s stride of the training curriculum309

is ⌈ Ei

⌈
√
Ei⌉
⌉ instead of one.310

The key insight of CCCS can be summarized as311

follows: 1) It is easy to explore from the states near312

the goal (i.e., final states). 2) Exploring starting313

from the states distant from the goal is challenging,314

but it becomes easier when can leverage states that315

have already learned how to reach the goal.316

FGO. The relationship between reward and ac-317

tion in code generation differs from other reinforce-318

ment learning tasks such as Atari (Mnih et al., 2015;319

Lillicrap et al., 2015). In code generation, we can320

exclude a set of actions irrelevant to computing the321

rewards in generated code. Specifically, as men-322

tioned in Section 2, for a unit test, the feedback323

from the compiler relates only to the code snippets324

being executed. However, in vanilla RL optimiza-325

tion objectives, as shown in Equation 4, all actions326

of the trajectory are engaged in the computation327

of the gradient used in the policy update, which is328

imprecise.329

To improve the precision of optimization, we330

mask actions (i.e., tokens) that are not executed331

in unit tests when computing the loss for updating332

the policy model. The full algorithm of CCCS and333

FGO is detailed in Algorithm 1.334

4 Experiments335

In this section, we first introduce APPS+, a high-336

quality dataset for code generation by manually337

verifying based on the APPS dataset. Then, we338

elaborate on the experiment details and the experi-339

mental results.340

4.1 Dataset Preprocessing 341

Reinforcement learning requires an amount of high- 342

quality training data. During our investigation, 343

we found that among the currently available open- 344

source datasets, only APPS meets this requirement. 345

However, we found there are incorrect instances, 346

such as missing input, output, or canonical solu- 347

tion, canonical solutions that were uncompileable 348

or unexecutable, and discrepancies in execution 349

output. 350

To refine the APPS dataset, we excluded in- 351

stances lacking input, output, or canonical solu- 352

tions. Then, we standardized the formats of input 353

and output to facilitate the execution and compari- 354

son of unit tests. We conducted unit tests and man- 355

ual analysis for each instance, eliminating those 356

with incomplete or irrelevant code, syntax errors, 357

API misuse, or missing library dependencies. For 358

discrepancies in output, we manually reviewed the 359

problem description, correcting the expected output 360

or eliminating the instance. 361

Finally, we construct the APPS+ dataset, con- 362

taining 7,413 instances. Each instance includes 363

a programming problem description, a canonical 364

solution, a function name, unit tests (i.e., inputs 365

and outputs), and starter code (i.e., the beginning 366

part of the canonical solution). Appendix A illus- 367

trates an example from APPS+. The top section of 368

the figure shows the problem description, and the 369

right section presents the canonical solution, unit 370

tests, and metadata. Further details of APPS+ are 371

discussed in Appendix B.1. 372

4.2 Experiment Details 373

Benchmarks. In our study, we initially evaluated 374

our method and baselines on our pre-processed 375

APPS+ dataset and further assessed it on sev- 376

eral widely-used benchmarks in code generation, 377

i.e., MBPP (Mostly Basic Programming Problems) 378

(Austin et al., 2021) and HumanEval (Chen et al., 379

2021). We evaluate the MBPP and HumanEval 380

benchmark in a zero-shot learning setting which is 381

the same as previous approaches (Le et al., 2022; 382

Shojaee et al., 2023). In this setting, we fine-tune 383

the models only on the APPS+ dataset and evaluate 384

the code generation performance on MBPP and Hu- 385

manEval. The detailed description of benchmarks 386

can be found in the Appendix B.1. 387

Baselines. To verify the effectiveness of Step- 388

Coder and evaluate the performance of LLMs on 389

our APPS+ dataset, we consider a wide range of 390
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Models Size
APPS+

Introductory Interview Competition Overall
Base Models

CodeLlama (Roziere et al., 2023) 13B 18.7 11.0 0.0 13.0
CodeLlama-Python (Roziere et al., 2023) 13B 29.0 12.3 2.9 17.9
DeepSeek-Coder-Base (Guo et al., 2024) 6.7B 13.0 10.3 5.0 10.9

Supervised Fine-tuned Models

StarCoder (Li et al., 2023a) 15.6B 6.3 4.1 0.7 4.7
CodeLlama-Instruct (Roziere et al., 2023) 13B 33.3 11.0 1.4 18.7
WizardCoder-Python-V1.0 (Luo et al., 2023b) 13B 39.7 15.1 4.3 23.6
DeepSeek-Coder-Instruct (Guo et al., 2024) 6.7B 49.4 18.7 3.6 29.2
SFT on APPS+ 6.7B 50.1 19.0 6.4 29.8

Reinforcement Learning-based Models (Using DeepSeek-Coder-Instruct-6.7B as the backbone)

Vanilla PPO 6.7B 53.7 20.1 5.0 31.7
PPOCoder (Shojaee et al., 2023) 6.7B 54.4 20.3 6.4 32.1
RLTF (Liu et al., 2023) 6.7B 55.1 20.8 6.4 32.7

StepCoder (Ours) 6.7B 59.7 23.5 8.6 36.1
w/o CCCS 6.7B 58.7 21.7 7.1 34.6
w/o FGO 6.7B 58.4 23.3 8.6 35.5

Table 1: Results of pass@1 on our proposed APPS+. We compare popular and widely used state-of-the-art baselines
with our method. To ensure a fair comparison, we apply these RL-based approaches using the same base model (i.e.,
DeepSeek-Coder-Instruct-6.7B (Guo et al., 2024)) as a backbone on the APPS+ dataset. In addition, We fine-tune
DeepSeek-Coder-Instruct-6.7B on our APPS+ dataset to further validate the effectiveness of our approach.

baselines, including StarCoder (Li et al., 2023a),391

WizardCoder (Luo et al., 2023b), DeepSeek-Coder392

(Guo et al., 2024), and three versions of CodeL-393

lama (Base, Python, Instruct) (Roziere et al., 2023).394

Moreover, we also consider vanilla PPO and two395

state-of-the-art RL-based approaches, including396

PPOCoder (Shojaee et al., 2023) and RLTF (Liu397

et al., 2023). We carried out experiments apply-398

ing these methods utilizing the same backbone (i.e.,399

DeepSeek-Coder-Instruct (Guo et al., 2024)) on the400

APPS+ dataset to ensure a fair comparison. In ad-401

dition to demonstrating the necessity and effective-402

ness of our method, we also supervised fine-tuning403

DeepSeek-Coder-Instruct (Guo et al., 2024) on the404

APPS+ dataset to exclude the effect of training405

data. The detailed description of these baselines is406

discussed in Appendix B.2.407

Implementation Details. During the SFT phase,408

we adopt a learning rate set at 2e−5, conduct train-409

ing for three epochs, and employ a warm-up period410

of 0.3 epochs, with a linear decay to zero. The fine-411

tuning process was conducted on a device with412

eight NVIDIA A100 80G GPUs, with the global413

batch size set to 64. In the PPO training phase,414

we employ a learning rate of 5e−7 for the policy415

model and 1.5e−6 for the critic model. For each ex-416

ample, we collect a 16 roll-out code using nucleus417

sampling. The sampling temperature is set to 0.8,418

top-p is set to 0.9, and the maximum output token 419

length is set to 1024. The token-level KL penalty 420

coefficient β is set to 0.05, with a clip value of 0.8. 421

In the decoding phase, the temperature and top_p 422

are set to 0.2 and 0.95, respectively. 423

Evaluation & Metric. Our experiments and 424

reward collection for reinforcement learning (RL) 425

methods are conducted using Python3.x. Following 426

prior studies (Roziere et al., 2023; Luo et al., 2023b; 427

Le et al., 2022), we use Pass@k (Chen et al., 2021) 428

metric to evaluate all the models. Pass@k quan- 429

tifies the proportion of instances in which at least 430

one of the k-generated code solutions per human 431

requirement successfully passes all unit tests. Code 432

generation prompts are detailed in Appendix D. 433

4.3 Experimental Results on APPS+ 434

To assess the performance of widely used LLMs 435

and our StepCoder on code generation, we conduct 436

experiments on the APPS+ dataset that we con- 437

structed. The experimental results are illustrated in 438

Table 1. The results indicate that RL-based models 439

outperform both base models and SFT models. It 440

is reasonable to infer that reinforcement learning 441

can further enhance the quality of code generation 442

by more effectively navigating the model’s output 443

space, guided by compiler feedback. 444

Furthermore, our StepCoder surpasses all base- 445
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line models including other RL-based approaches,446

achieving the highest score. Specifically, our ap-447

proach obtains 59.7%, 23.5%, and 8.6% in the448

‘Introductory’, ‘Interview’, and ‘Competition’, re-449

spectively. Our approach excels in exploring the450

output space compared to other RL-based methods,451

achieved by simplifying complex code generation452

tasks to code completion sub-tasks. Additionally,453

the FGO process plays a pivotal role in precisely454

optimizing the policy model. We also found that455

the performance of StepCoder is better than LLM456

which supervised fine-tuning on the APPS+ dataset457

based on the same backbone. The latter did lit-458

tle to improve the pass rate of the generated code459

compared with the backbone. This also directly460

demonstrates that the method of using compiler461

feedback to optimize the model improves the qual-462

ity of the generated code better than next-token463

prediction in code generation.464

Models (6.7B) HumanEval MBPP
DeepSeek-Coder-Instruct 78.0 64.2
SFT on APPS+ 55.5 54.8

Vanilla PPO 78.0 65.0
PPOCoder 76.8 63.8
RLTF 76.8 65.2
StepCoder (Ours) 78.7 67.0

Table 2: Results of pass@1 on MBPP and HumanEval.
We evaluate the LLMs’ performance on code generation
in a zero-shot learning setting. In this setting, the models
are fine-tuned on our proposed APPS+ dataset and tested
for their ability on MBPP and HumanEval.

4.4 Ablation Studies465

To investigate the impact of individual components466

in StepCoder, we conducted ablation experiments467

with two variations of our approach, including Step-468

Coder only with CCCS and only with FGO, as469

shown in Table 1. Experimental results demon-470

strate that both components of our approach im-471

prove the quality of the generated code compared472

to vanilla PPO. CCCS can enhance its performance473

in addressing Competition-level problems. This im-474

provement is logical, considering that CCCS effec-475

tively simplifies the exploration of more complex476

human requirements. Simultaneously, FGO boosts477

the pass rate of unit tests by integrating compiler478

feedback with the relevant executed code snippet.479

4.5 Results on MBPP and HumanEval480

To further demonstrate the effectiveness of our481

method, we conducted comparative analyses482
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Figure 3: Analysis of duplicated lines between APPS+
and the two benchmarks. The overlap of data between
APPS+ and them is very small. Only 0.2% and 7.1%
had more than half of their lines matched somewhere in
MBPP and HumanEval, respectively.

of StepCoder against various approaches using 483

the well-recognized benchmarks MBPP and Hu- 484

manEval. These models are trained on APPS+ and 485

then evaluated on MBPP and HumanEval. The ex- 486

perimental results are illustrated in Table 2 which 487

shows that StepCoder is superior over all other 488

models on both benchmarks. 489

However, there are concerns regarding potential 490

overlaps in the training data between APPS+ and 491

the two benchmarks, which might contribute to an 492

improvement in performance. To address these con- 493

cerns, we analyze the difference between APPS+ 494

and the benchmarks by calculating the code line 495

overlap ratio of two corresponding canonical solu- 496

tions following previous work (Austin et al., 2021; 497

Le et al., 2022). The findings are presented in Fig- 498

ure 3. This evidence underscores our approach’s 499

effectiveness in enhancing the quality of generated 500

code and its capability across a broad spectrum of 501

code generation tasks, primarily by improving the 502

exploration problem in reinforcement learning. 503

Meanwhile, our findings revealed a significant 504

degradation in the performance of the SFT model 505

on both MBPP and HumanEval benchmarks. Fur- 506

ther analysis of the error cases showed that a minor- 507

ity were related to function name errors, while the 508

majority were associated with program correctness 509

errors. This also indicated that SFT on a single 510

dataset may impair the ability to follow instruc- 511

tions and the ability to generalize, thus affecting 512

the performance of code generation on other tasks. 513

In contrast, RL-based methods can improve the 514

performance for unseen tasks of code generation. 515
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Figure 4: Analysis by unit test results on APPS+. The
results are categorized into CompileError (Reward = -1)
and Runtimeerror & Failure (Reward = -0.6 or -0.3).

4.6 Analysis by Unit Test Results516

We further analyzed the results of cases that did not517

pass all unit tests, as shown in Figure 4. The results518

show that our method can effectively reduce the519

likelihood of compilation errors, which is particu-520

larly evident in Interview-level and Competition-521

level programming problems. However, it was also522

observed that all LLMs are more prone to runtime523

errors and failures as compared to compilation er-524

rors, albeit StepCoder shows a comparatively lower525

rate of runtime errors and failures. These results526

demonstrate that StepCoder is less prone to com-527

pilation errors, but still suffers from runtime errors528

and failure. These findings suggest that future re-529

search should further focus on minimizing runtime530

errors to improve code quality and pass rates.531

5 Related Work532

Large Language Models for Code Generation.533

Recently, pre-trained language models have shown534

remarkable ability in understanding natural lan-535

guage and code generation by training on large536

text corpora containing code data (Christopoulou537

et al., 2022; Li et al., 2023b). In addition, SFT mod-538

els achieve more competitive performance such as539

StarCoder (Li et al., 2023a), WizardCoder (Luo540

et al., 2023b), Code Llama Instruct (Roziere et al.,541

2023), and DeepSeek-Coder (Guo et al., 2024).542

Reinforcement Learning is a method of learn-543

ing the optimal policy by exploring the environ-544

ment and obtaining rewards (Williams, 1992; Sut-545

ton et al., 1998). Recently, some researchers have546

introduced RL to LLMs and improved the qual-547

ity of the generated code by utilizing the unit test548

feedback to explore the output space of the pol-549

icy model. For instance, CodeRL (Le et al., 2022)550

leverages unit test signals for rewards and employs551

actor-critic methods (Konda and Tsitsiklis, 1999;552

Sutton et al., 1999) to enhance models on code gen-553

eration. PPOCoder (Shojaee et al., 2023) refines554

CodeRL by employing the PPO algorithm (Schul-555

man et al., 2017) and RLTF (Liu et al., 2023) pro- 556

vides fine-grained rewards through the error loca- 557

tions, but the reward space is still sparse. However, 558

the exploration of complex tasks in an environment 559

characterized by a sparse reward is challenging, 560

limiting the effectiveness of RL in boosting code 561

generation model performance 562

Exploration in Reinforcement Learning. Ex- 563

ploration is crucial in addressing long sequences 564

and sparse reward problems (Hao et al., 2023; La- 565

dosz et al., 2022). In the sequence generation task, 566

researchers improved exploration by initializing the 567

policy model using the SFT model (Ouyang et al., 568

2022; Shen et al., 2023). Our proposed approach 569

incorporates similar methods, but additional meth- 570

ods are necessary to ensure effective exploration, 571

especially when tackling complex human-driven re- 572

quirements, where the limited quality of generated 573

code makes exploration still challenging. 574

Other notable methods introduce the Process- 575

Supervised Reward Model to provide step-by-step 576

rewards for complex sequence generation tasks 577

such as mathematical reasoning and code gener- 578

ation (Uesato et al., 2022; Lightman et al., 2023; 579

Luo et al., 2023a; Ma et al., 2023). However, these 580

methods require labelling a large preference dataset 581

to train the reward model. Similar to our approach, 582

some methods construct a learning curriculum by 583

initiating each episode from a sequence of pro- 584

gressively more challenging starting states (Sali- 585

mans and Chen, 2018; Florensa et al., 2017). In 586

contrast to our approach, these methods are de- 587

signed to address the problem of exploration in 588

other fields, such as gaming and robotic manipula- 589

tion. Meanwhile, our approach combines software 590

engineering features to dynamically determine the 591

starting states through conditional statements and 592

introduces FGO to enhance fine-grained optimiza- 593

tion with the coverage information. 594

6 Conclusion 595

In this paper, we introduce StepCoder, a novel train- 596

ing framework via Reinforcement Learning (RL). 597

StepCoder breaks down complicated exploration 598

problems to reduce the difficulty of exploring en- 599

vironments with sparse rewards while providing 600

fine-grained optimization. In addition, we also con- 601

struct a high-quality dataset APPS+, specifically 602

for code generation. Experiments indicate that our 603

method can effectively improve the quality of gen- 604

erated code via RL compared to other approaches. 605
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7 Limitations606

In this section, we discuss the potential limitations607

of the APPS+ dataset and our proposed method608

StepCoder. Firstly, while the APPS+ dataset we609

developed stands as a vital resource for code gener-610

ation tasks, we only provided three manually ver-611

ified unit tests for each instance (i.e., the number612

is the same as MBPP) due to time and manpower613

constraints. We plan to increase the number of614

unit tests in the future, aiming for an average of615

over 10 unit tests per instance. Secondly, despite616

our method’s outstanding performance by breaking617

down complicated goals into sub-objectives cur-618

riculum and fine-grained optimization, it requires619

more training time compared to traditional PPO620

algorithm. We expect a more time-efficient method621

while generating the highe-quality code. We leave622

these problems to future work.623
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-----Task description-----
def numDistinct(self, s: str, t: str) -> int:\n 

"""Given a string S and a string T, count the number of distinct subsequences of S which equals T. A subsequence of a string is 
a new string which is formed from the original string by deleting some (can be none) of the characters without disturbing the
relative positions of the remaining characters. (ie, "ACE" is a subsequence of "ABCDE" while "AEC" is not). """

-----Example1-----
Input: S = "rabbbit", T = "rabbit"
Output: 3
Explanation:
As shown below, there are 3 ways you can generate "rabbit" from S.

-----Example2-----
Input: S = "babgbag", T = "bag"
Output: 5

"inputs": [
[
"\"rabbbit\"",
"\"rabbit\""

]
],
"outputs": [
3

],
"fn_name": "numDistinct",
"starter_code": "\nclass Solution:\n    def numDistinct(self, s: str, 

t: str) -> int:\n"

def numDistinct(self, s, t):
setOft=set(t)
news=""
for ch in s:

if ch in setOft:
news+=ch

dp=[[1 for i in range(len(news)+1)] for j in range(len(t)+1)]
for j in range(1,len(t)+1):

dp[j][0]=0

for i in range(len(t)):
for j in range(len(news)):

if t[i]==news[j]:
dp[i+1][j+1]=dp[i][j]+dp[i+1][j]

else:
dp[i+1][j+1]=dp[i+1][j]

return dp[len(t)][len(news)]

Unit Test & Meta DataCanonical Solution

Programming Problem Description

Figure 5: An instance from our APPS+ dataset includes a human requirement (top), corresponding canonical code
(bottom left), metadata, and example cases for unit testing to evaluate the generated code (bottom right). We clean
the APPS dataset (Hendrycks et al., 2021) to provide a more rigorous evaluation and a foundation for training by
RL in code generation.

B Experiments Setup in Detail821

In this section, we elaborate in detail on the base-822

lines we compare and the implementation details823

of our method.824

B.1 Benchmarks825

APPS+. We construct the new benchmark826

APPS+ by refining the popular benchmark APPS827

(Hendrycks et al., 2021). The APPS dataset con-828

sists of problems collected from different open-829

access coding websites such as Codeforces, Kattis,830

and more. Codeforces, Kattis, and more APPS+831

was categorized into three difficulty levels: Intro-832

ductory (2,850), Interview (4,020), and Competi-833

tion (586). The mean length of each problem is834

255.3 words, and that of the code is 21.9 lines. On835

average, each instance is accompanied by three836

unit tests and includes a ‘conditional statement’ at-837

tribute representing the start and end position of the838

statement in the canonical solution. We randomly839

selected about 25% instances (700 Introductory, 840

1,000 Interview, and 140 Competition) for the val- 841

idation dataset and another 25% instances for the 842

test dataset. 843

MBPP. MBPP (Austin et al., 2021) is a smaller 844

but common Python code generation benchmark. It 845

contains 974 instances created by crowd-sourcing 846

to an internal pool of crowd workers with basic 847

Python knowledge. The difficulty level of the prob- 848

lems in this dataset is introductory. Most problems 849

are often conveyed in a single sentence of natural 850

language, and each problem consists of a task de- 851

scription, code solution, and three automated test 852

cases. We evaluate LLMs in a zero-shot learning 853

setting which is the same as previous studies (Le 854

et al., 2022; Shojaee et al., 2023). In this setting, we 855

fine-tune models only based on the APPS+ dataset 856

and evaluate them on MBPP. 857

HumanEval. HumanEval (Chen et al., 2021) is 858

another extensively used benchmark for evaluating 859

the ability of code generation. It comprises 164 860
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hand-written Python problems that test language861

comprehension, algorithmic thinking, and basic862

mathematics. The complexity of these problems863

is akin to that of simple software interview ques-864

tions. We also evaluate models on the HumanEval865

benchmark in a zero-shot learning setting.866

B.2 Baselines867

StarCoder. StarCoder (Li et al., 2023a) is a 15.5B868

parameter model trained on 80+ programming lan-869

guages sourced from GitHub, encompassing one870

trillion tokens. It undergoes fine-tuning specifically871

for 35 billion Python tokens, enabling its profi-872

ciency across a diverse set of coding tasks. With an873

extended context length of 8K, StarCoder excels874

particularly in infilling capabilities.875

CodeLlama. CodeLlama (Roziere et al., 2023)876

is a collection of pre-trained and fine-tuned genera-877

tive text models ranging in scale from 7B to 34B878

parameters. CodeLlama comes in three variants:879

CodeLlama: base models designed for general880

code synthesis and understanding; CodeLlama-881

Python: designed specifically to handle the Python882

programming language; CodeLlama-Instruct: for883

instruction following and safer deployment.884

WizardCoder. WizardCoder (Luo et al., 2023b)885

is fine-tuned by using a complicated dataset which886

is constructed by adapting the Evol-Instruct (Xu887

et al., 2023) on code-related tasks, which is a fur-888

ther improvement of self-instruct method (Wang889

et al., 2022b). It has proven to be highly effective890

in code generation by fine-tuning more complex891

instruction data.892

DeepSeek-Coder. DeepSeek-Coder (Guo et al.,893

2024) demonstrates state-of-the-art performance894

among open-source code models across various895

programming languages. It encompasses a col-896

lection of code language models from 1B to 33B897

trained from scratch. The training corpus for these898

models comprises an impressive 2 trillion tokens899

which is the combination of code and natural lan-900

guages. Each model is trained to utilize a window901

size of 16K, and a fill-in-the-blank task is incorpo-902

rated into the training process, which enhances the903

models’ capacity to facilitate code completion and904

infilling tasks.905

PPOCoder. PPOCoder (Shojaee et al., 2023)906

initially employs the Proximal Policy Optimiza-907

tion algorithm (Schulman et al., 2017) for code908

generations. In addition, it integrates discrete com-909

piler feedback with syntax and semantics matching910

scores between generated code and executable ob-911

jectives which reduces the sparsity of the reward 912

function, thereby providing better guidance for gen- 913

erating code that aligns more closely with the cor- 914

rect objectives. 915

RLTF. RLTF (Liu et al., 2023) features real-time 916

data generation during the training process and 917

multi-granularity unit test feedback. Except for the 918

discrete compiler feedback, it penalizes specific 919

sections in the code where errors occur through the 920

error locations from the feedback of unit tests. 921

C The algorithm of CCCS and FGO 922

The full algorithm of StepCoder is detailed in Al- 923

gorithm 1. 924

D The prompts used for code generation 925

For DeepSeek-Coder-Instruct (Guo et al., 2024), 926

we use the same prompt as the previous paper. 927

Moreover, DeepSeek-Coder-Instruct serves as the 928

backbone model for PPOCoder (Shojaee et al., 929

2023), RLTF (Liu et al., 2023), and our proposed 930

StepCoder. Consequently, we align the prompts 931

for these RL-based approaches with the prompt of 932

DeepSeek-Coder-Instruct to maintain consistency. 933

The prompt used for other models such as CodeL- 934

lama, WizardCoder and StarCoder is the same as 935

in previous studies (Contributors, 2023; Luo et al., 936

2023b; Li et al., 2023a; Roziere et al., 2023). 937

The prompt used for DeepSeek-Coder-Instruct 938

and LLMs based on it is as follows: 939

You are an AI programming assistant, utilizing the 940

Deepseek Coder model, developed by Deepseek 941

Company, and you only answer questions related 942

to computer science. 943

For politically sensitive questions, security and pri- 944

vacy issues, and other non-computer science ques- 945

tions, you will refuse to answer. 946

### Instruction: 947

write an algorithm in python: 948

{Task description} 949

### Response: 950
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Algorithm 1 StepCoder: Improve Code Generation with Reinforcement Learning from Compiler Feed-
back
Require: the train dataset D = {(xi, yi, ui, ei), 1 ≤ i ≤ n}, the threshold value ρt for curriculum

training.
Require: the policy model πθ

1: Initialize the stride of curriculum s = ⌈ Ei

⌈
√
Ei⌉
⌉ for each sample

2: Initialize the current curriculum c = ⌈
√
Ei⌉ − 1 for each training sample

3: Initialize the pass rate ρ = 0 for each training sample
4: while TRUE do
5: Initialize mini-batch Ds = {}
6: Get latest policy model πθ
7: Sample a mini-batch of size M from D
8: for i in 0, · · · , M − 1 do ▷ Begin to sample the trajectories
9: Calculate the start position pos = si ∗ ci ▷ CCCS

10: Reorganize the given context x
′
i = xi + yi [: pos]

11: Sample trajectory ŷi ← πθ(.|x
′
i)

12: Compute reward ri using Equation 3
13: Calculate unexecuted snippets’ mask matrix mij = [1 if ŷji is executed else 0] ▷ FGO
14: Add {x′

i, ŷi, ui, ri, si, ci,mi} to mini-batch Ds

15: end for
16: θ ← A(θ,Ds) ▷ Update the policy model by PPO algorithm
17: for i in 0, · · · , M − 1 do
18: if ri = 1 then ▷ Update pass rate using moving average
19: ρi = α+ (1− α) ∗ ρi
20: else
21: ρi = (1− α) ∗ ρi
22: end if
23: if ρi > ρt then ▷ Meet the update conditions, proceed to the next stage
24: ρi = 0
25: ci = min(ci − 1, 0)
26: end if
27: end for
28: end while
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