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ABSTRACT

Hallucination is a major challenge for large language models (LLMs), prevent-
ing their further application in some fields. The skeptical thinking of humankind
could be useful for LLMs to self-cognition, self-reflection and alleviate their hal-
lucinations. Inspired by this consideration, we propose a novel approach called
LaMsS, which combines the semantic understanding capability of LLMs with
self-skepticism. By introducing a series of skepticism tokens and augmenting
them into the vocabulary, we conduct both pertaining and finetuning, which allow
the LLM to decode each normal token followed by a skeptical token, represent-
ing different skepticism levels. By calculating the response skepticism given a
query, one can define a new self-aware LLM which is only willing to answer
with relative lower skepticism level than the threshold. By examining the accu-
racy, AUC and AP of willingly answering questions, we demonstrate that LaMsS
achieves better performance than baselines on both multi-choice questions and
open-domain question-answering benchmarks, and can generalize to multi-task
and out-of-domain settings. Our study sheds some lights on the self-skepticism
modeling on further artificial intelligence. Project code and model checkpoints
can be found in https://anonymous.4open.science/r/SM-1E76.

1 INTRODUCTION

Large Language Models (LLMs) have revolutionized natural language processing and artificial intel-
ligence, demonstrating remarkable task-agnostic capabilities across a wide range of fields (Naveed
et al., 2024; Zhao et al., 2023; Shervin Minaee, 2024; OpenAI Team, 2024; Touvron et al., 2023).
Despite these remarkable achievements, the generative nature of LLM simultaneously raises the
challenge of hallucination (Huang et al., 2023b; Bai et al., 2024). The hallucination issues are
twofold: i) upon a knowledge-related question, an instruction fine-tuned LLM might provide a plau-
sible yet fabricated, mistaken answer; ii) as a pretrained LLM, the tendency to continue a prompted
text (maybe hallucinated itself) with although fluent but factually incorrect texts. Such phenom-
ena affect LLM’s trustworthiness and prevent further widespread application of LLMs especially
for high-level expertise fields, such as healthcare, legal, finance, and manufacture (Ji et al., 2023a;
Zhang et al., 2023).

Different aspects of studies have been proposed to alleviate the problem of hallucinations in LLM,
including utilizing the model inherent log probabilities (Lin et al., 2022; Kadavath et al., 2022;
Huang et al., 2023a), augmenting uncertainty tokens (Zhang et al., 2024a), using external knowledge
(Peng et al., 2023) or an extra examiner agent (Cohen et al., 2023). However, most of these works
focus on mitigating hallucinations within the model response, while generally neglecting the doubt
checking and uncertainty assessment on the prompt or user query. Due to the causal inference
mechanism on the decoder-only model, a fabricated prefix text would mislead the LLM, generating
problematic texts. Considering these situations, we argue that a ‘doubtful’ LLM which consistently

∗Equal contribution.
†This work was done when Ningyuan Xi was an intern at Geely.
‡Corresponding author.

1

https://anonymous.4open.science/r/SM-1E76


Published as a conference paper at ICLR 2025

The Capital of pigeon

“The Capital of France is Paris”

The Capital of France is Paris

“The Capital of pigeon…”

Skepticism

Figure 1: Paradigm of Self-Skepticism by LLM.
The emojis represent the self-skepticism levels of the ‘formal’ tokens by LLM itself. Problematic,
counterfactual phrases (e.g., ‘pigeon’ after ‘capital’) arouse suspicious and skeptical feelings.

assesses the plausibility of all textual tokens (not only its own response) might have a deeper insight
and generate more factual correct responses in higher quality.

Our work is motivated by the theory of the famous philosopher René Descartes, in which skepti-
cism, or ‘hyperbolic doubt’, plays a crucial role in rationalized thinking and ultimately helps find
out the unquestionable facts (Descartes, 1641). The emotion-as-information theory (Schwarz &
Clore, 1983) suggests that the skeptical feeling can lead to a more careful information examination;
later studies further show that self-skepticism is a core component of critical thinking (Facione,
1990) and meta-cognitive experiences (Koriat & Levy-Sadot, 1999), and can be viewed as the first
principle of rationality, as articulated by Richard Feynman (Feynman, 1974). For a simple instance,
when questioned with ”What is the capital of pigeon?” or ”How many eyes does the finger have?”,
humans are inclined to have skeptical emotions and argue with the reasonability of the question it-
self, instead of forced answering. Furthermore, given an accurate but challenging question such as
a mathematical test, one might doubt himself and refuse to answer with low confidence. Inspired
by these theoretic observations, we speculate concurrently training with both semantic knowledge
and self-skepticism capabilities would produce more inherent knowledgeable and self-consistent
language models (Figure 1).

Well, then, what am I? A thing that thinks.
What is that? A thing that doubts,
understands, affirms, denies, wants, refuses,
and also imagines and senses. [Meditations
on First Philosophy: 2nd Meditation Part2]

René Descartes

In this paper, we propose LaMsS, an innovative paradigm to augment Language Model with self-
Skepticism thinking ability. To help LLM self-skepticism, we define a series of ‘skepticism tokens’
to discretely represent the skeptical levels, with the tokenization vocabulary expanded. The tok-
enized text is then reformulated as a sequence with each original text token (we call it the ‘formal’
token) followed by a skepticism token. We then pretrain the LLM with substantial text corpus,
where we self-regress the skepticism token from the preceding tokens, as an auxiliary loss to the
conventional self-regression on normal tokens. By such a paradigm, we let the LLM learns the
plausibility from plausible texts, such that LLM becomes proficient on skepticism tokens, with self-
awareness of suitable skepticism grounded by preceding contents. The query-response finetuning
stage then follows, with an extra rethinking question augmented similar to R-tuning (Zhang et al.,
2024a), to further strengthen the skeptical feeling accuracy by the annotated ground truths. During
the inference stage, the model sequentially decodes normal tokens and corresponding skepticism
tokens, providing more plausible responses and self-assessments. Figure 2 exhibits the framework
of LaMsS. In summary, our contributions are:

2



Published as a conference paper at ICLR 2025

Q: Is Paris capital of USA?
A: No

Is <s5> Paris <s4> capital <s3> of <s3> USA <s7> ? <s6>

No <s2> Are <s3> you <s4> sure <s3> ? <s3> Sure <s1>

Q: Is Paris capital of USA?
A: No
Q: Are you sure?
A: Sure

Q: Which is France’s captal? A. Tokyo B. Paris C. Berlin

Which <s5> Is <s5> France <s6> ’s <s4> Capital <s2> ? <s3>

A <s9>

Are <s3> you <s4> sure <s3> ? <s3> Sure <s1>

A. <s3> Tokyo <s6> B. <s3> Paris <s2> C. <s3> Berlin <s6>

B <s1>

C <s8>

Q: Which is France’s captal? A. Tokyo B. Paris C. Berlin
A: B
Q: Are you sure?

Stage II: SFT

Stage III: Inference

The <s5> Capital <s4> of <s3> France <s2> is <s2> Paris <s1>

The Capital of France is Paris“The Capital of France is Paris”

Stage I: CPT

Figure 2: Detailed Framework of LaMsS.
Stage I: first learn the plausibility of tokens from pretrained LLM, then continual pretraining on the
corpus with vocabulary augmented with skepticism tokens.
Stage II: augment the QA pair with the question ’Are you sure/unsure’, inference the continual
pretrained LLM to answer this augmented question, and finally finetune on these two QA pairs.
Stage III: first inference on the finetuned LLM, get the most plausible answer, then concatenate with
the augmented question, and inference the second time to obtain the skepticism probability.

• We design a new paradigm to feed LLM the skepticism thinking, similar to humankind.
Self-skepticism is operated by skeptical tokens, learning by both pertaining and finetuning
stages.

• Our method not only generates more reasonable answers but also self-estimates the plausi-
bility of the prompt or query text, which is often neglected by hallucination-related studies.

• We conduct rigorous experiments to verify that LaMsS achieves state-of-the-art (SOTA)
performance on both multi-choice and open-domain QA benchmarks, and can generalize
from in-domain to out-of-domain test sets.

2 METHOD

In this section, we first introduce our LaMsS method, which integrates skeptical tokens into the
vocabulary and includes three stages: continual pre-training, supervised fine-tuning and inference.
The entire framework of LaMsS is visualized in Figure 2.

2.1 TOKENIZATION AND ANNOTATION OF SKEPTICISM

Our methodology starts by defining the skepticism tokens to represent the model’s self-skepticism
levels, in a discrete manner. In more detail, we augment the tokenizer vocabulary with special tokens
s ∈ {< s0 >,< s1 >, . . . , < s9 >}, with the level of skepticism higher as the subscript increases.

Given a tokenized text sequence [z0, z1, . . . , zL], with L is the total sequence length. For each
position index i ∈ [0, 1, · · · , L], we append a skepticism token si to the right of each normal token
zi, such that the token sequence becomes:

[(z0, s0), (z1, s1), . . . , (zL, sL)] (1)

We quantitatively correlate the skepticism tokenization with the log scale of log probability of prece-
dent norm tokens. By performing a forward pass of raw text corpus from a pretrained LLM, we
obtain the log probability (denoted by log [Prob(·)]) of each normal token, which is then recorded
and discretized to convert into the ground truth skepticism token:
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ŝi ← ” < sk > ”, if− log [Prob(zi|z0:i−1)] ∈ [k, k + 1), k = 0, 1, . . . , 9

in which we use the abbreviation expression z0:t := z1...t. Note for the extremely skeptical cases,
ŝi is also annotated with ”< s9 >”, i.e., when − log [Prob(zi|z0:i−1)] ≤ 10.

2.2 STAGE I: CONTINUAL PRE-TRAINING

Training of LaMsS starts from a pretrained checkpoint of LLM, with θ as its learnable parameter.
Given the new token sequence (Eq (1)), we conduct Continual Pre-Training (CPT) on it with the
CPT loss expressed as

LPT
i = − log [Prob(zi|z0:i−1, θ)] (2)

LS
i = − log [Prob(si|z0:i, θ)] (3)

LCPT =
1

L

L∑
i=0

LPT
i + LS

i (4)

where LPT is the cross-entropy loss for conventional pertaining, while LS is the loss for skepticism
tokens pertaining. By augmenting LS to LPT during CPT, we post-adapt the LLM to the new
paradigm where normal tokens and skepticism tokens are always paired.

2.3 STAGE II: SUPERVISED FINETUNING

During the Supervised finetuning(SFT) stage, we create our skepticism-aware data by two-pass.
First, given a user query, we inference our CPT-version model to generate the original response
and corresponding log probabilities (Equation (5)); second, we augment that QA pair with an extra
prompt, and generate its answer ”Sure/Unsure.” (Equation (6)):

{Query} LLM
===⇒ {Response},Probs (5)

{Query}{Response}{aug prompt} Probs>ϵ?−−−−−→ {answer} (6)

Similar to R-tuning (Zhang et al., 2024a), {aug prompt} is implemented with ”Are you sure you
accurately answered the question based on your inherent knowledge?”. Depending on a predefined
probabilistic threshold ϵ, {answer} is ”Sure” if the probability is larger than ϵ; and ”Unsure” if
smaller than ϵ. Besides the normal tokens, we finally determine the self-skepticism token from log
probability results by Equation (??).

We then conduct SFT by viewing normal and skepticism tokens as a uniform sequence, as denoted
by Equation (1). The SFT loss is

LSFT = − 1

L

L∑
i=1

log [Prob(yi+1|x,y0:i, θ)] (7)

where x is the token union of {Query} and {aug prompt}, y is the token union of {Response} and
{aug answer} in Equation (6), and L is the length of y.

2.4 STAGE III: INFERENCE

Given a user query, the model trained by Stage II is employed to generate the response, decoding
each normal token and its skepticism token sequentially. After that, we again augment with the
prompt ”Are you sure you accurately answered the question based on your inherent knowledge?”,
then inference the second time. The final skepticism level can be obtained from the relative weight-
ing between the log probability of ‘sure’ and ‘unsure’ tokens.

Although we can obtain the skepticism levels from the log probability of skepticism tokens in the
original response, here we still utilize the augmented QA pair to extract the self-skepticism level,
which is based on a single token, instead of the whole token sequence. The experiment result
indicates the superiority of this method.
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Table 1: Details of Training Datasets. MCQ means multiple choice question and QA means
Question-Answering. For dataset sizes, the token numbers are listed for CPT datasets and the num-
ber of samples are listed for SFT datasets.

Stage Datasets Format Subsets Size

CPT

Dolma (Soldaini et al., 2024) raw text gutenberg books 3.74B
wiki 3.32B

Pile (Gao et al., 2020) raw text
opensubtitle 0.10B

arxiv abstract 0.83B
pubmed abstract 0.21B

SFT

MMLU (Hendrycks et al., 2020) MCQ ID 2439
OOD 9155

WiCE (et al, 2023) MCQ Train 3470
Test 958

FEVER (et al, 2018) MCQ Train 9999
Test 9999

ParaRel (Elazar et al., 2021) QA ID 5584
OOD 13974

HotpotQA (Yang et al., 2018) QA Train 10000
Test 7405

3 EXPERIMENTS

In this section, we first introduce the training and evaluation datasets, then the experimental settings
including implementation details, comparable baselines, evaluation metrics and tasks. We finally
provide the formal experiment results and some typical cases.

3.1 DATASETS

In this subsection, we brief introduce the dataset details. Table 1 summarizes statistics, format and
citations of the datasets. For the ‘size’ column, we list the token numbers for CPT datasets and the
number of samples for SFT datasets.

Pretraining Datasets: Training dataset on the CPT stage is a mixture of several subsets, including
Gutenberg books, wiki, opensubtitle, arxiv abstract and pubmed abstract.

Gutenberg books and wiki are from Dolma, which is an open corpus of 3T tokens, encompassing
5 billion documents sourcing from the web, scientific literature, code, public domain books, social
media, and encyclopedias.

Opensubtitle, arxiv abstract and pubmed abstract are from Pile, which is a 825 GB corpus of English
text derived from academic or professional sources.

Finetuning Datasets: Datasets used for SFT can be classified into the following two categories:

Multiple-Choice Question (MCQ): including MMLU, WiCE, and FEVER. The question provides
several options and the model needs to choose one correct option.

Question-Answering (QA): including ParaRel and HotpotQA . For these two datasets, the model
needs to generate an open-form answer.

To further evaluate the model’s capability on various test distributions, we keep consistent with the
configuration of R-tuning (Zhang et al., 2024a), in which MMLU and ParaRel test sets are further
classified into in-domain and out-of-domain subsets. For brevity, in the following context we use
ID and OOD to denote in-domain and out-of-domain, respectively. For ease of fair comparison, we
download ID and OOD subsets from (Zhang et al., 2024a) directly.
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3.2 SETTING

Implementation: We choose Qwen2-7B (Qwen Team, 2024) as the base model in our experiments.
CPT is running on 128 Nvidia A100-80GB GPUs and SFT is running on 8 GPUs. We use accelerator
1 and deepspeed 2 to run the experiment. Appendix shows experimental hyperparameters.

Baselines: Starting from the same pretrained checkpoint, we consider the following baselines:

VanillaFT: the vanilla fine-tuning approach based on the same training datasets.

R-tuning (Zhang et al., 2024a): an instruction tuning approach which teaches LLMs to identify
and refrain from answering questions beyond their parametric knowledge, thereby mitigating the
hallucination issue.

Tasks: Similar to Zhang et al. (2024a), here we conduct two types of experiments, single-task and
multi-task. The single-task experiment studies the performance training by the individual dataset,
while the multi-task experiment evaluates models trained by the mixture of datasets.

3.3 EVALUATION

Models are measured with three metrics: accuracy (ACC), Average Precision (AP) and AUC.

ACC: In this work we exhibit the willing-accuracy, that is, the fraction of correctly answered ques-
tions over the questions the model willingly answers:

ACC =
# of correctly answered questions
# of willing answered questions

. (8)

To be consistent with the training setting, we use the same skeptical threshold ϵ = 0.5 to judge if
the model is ‘willing’ to answer.

AP: The Average Precision (AP) score provides a manner to summarize the precision-recall curve
into a single representing value:

AP =

n−1∑
k=0

(R(k + 1)−R(k))× P (k) (9)

where n is the number of data, k is the number of data selected for the current threshold, P and R
denote precision and recall. A high-accuracy model assigns correct answers with high confidence
and hallucinated answers with low confidence, leading to a high AP score.

AUC: AUC (Area Under the ROC Curve) is the area under the ROC (Receiver Operating Charac-
teristic) curve, the higher the AUC value, the better the classification performance. ROC depicts the
performance of the classifier at different thresholds by taking the true positive rate (TPR) and the
false positive rate (FPR) as the horizontal and vertical coordinates:

TPR =
TP

TP + FN
, FPR =

FP
FP + TN

(10)

where TP (True Positive) is the number of correctly recognized positive cases, FN (False Negative)
is the number of incorrectly recognized positive cases as negative cases, FP (False Positive) is the
number of incorrectly identified negative examples as positive, while TN (True Negative) represents
the number of correctly identified negative examples.

3.4 SINGLE-TASK RESULTS

Table 2 lists the results of single-task experiments. LaMsS surpasses VanillaFTand R-Tuning on all
MCQ benchmarks including MMLU, WiCE and Fever. It suggests that LaMsS enjoys a reasonable
modeling of skepticism, assigns reasonable confidence to self-answers, and finally provide accurate
answers when it is willing to respond.

1https://github.com/microsoft/DeepSpeed/blob/master/deepspeed/
accelerator

2https://github.com/microsoft/DeepSpeed
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Table 2: Single-task experimental results on MMLU, WiCE, Fever, Parallel and HotpotQA with AP,
AUC and ACC scores (%). MMLU and Parallel are classified into subsets of ID (in-domain) and
OOD (out-of-domain), respectively.

Dataset Domain Metric VanillaFT R-tuning LaMsS

MMLU

ID
AP 37.04 86.89 88.83

AUC 56.40 70.91 73.12
ACC 68.63 69.37 69.00

OOD
AP 37.71 85.78 88.18

AUC 58.94 68.93 72.33
ACC 69.10 68.92 69.11

WiCE FULL
AP 67.14 56.92 85.79

AUC 46.88 50.88 77.17
ACC 29.59 55.11 67.35

Fever FULL
AP 47.59 90.08 96.99

AUC 63.28 73.37 78.55
ACC 56.75 73.34 91.64

Parallel

ID
AP 59.25 92.16 86.52

AUC 26.82 30.92 64.95
ACC 24.02 29.33 59.40

OOD
AP 57.08 87.72 64.95

AUC 29.56 17.38 45.97
ACC 19.31 11.47 37.96

HotpotQA FULL
AP 61.55 68.63 63.95

AUC 29.56 17.38 45.97
ACC 19.31 11.47 37.96

Table 3: Multi-task experimental results in percentage on MMLU, WiCE and Fever with AP, AUC
and ACC scores (%). MMLU is classified into subsets of ID (in-domain) and OOD (out-of-domain),
respectively.

Dataset Domain Metric VanillaFT R-tuning LaMsS

MMLU

ID
AP 36.12 87.45 87.16

AUC 57.37 73.73 78.22
ACC 69.13 66.54 66.83

OOD
AP 37.99 86.70 88.04

AUC 59.08 69.66 79.02
ACC 69.19 66.84 67.46

WiCE FULL
AP 31.12 63.14 88.17

AUC 42.6 45.38 70.63
ACC 36.32 32.88 71.92

Fever FULL
AP 59.94 87.43 93.60

AUC 46.41 77.61 75.05
ACC 35.83 74.38 81.13

Table 2 also indicates LaMsS has superior performance for open-domain QA datasets like Parallel
and HotpotQA, mainly on AUC and ACC. This result indicates that LaMsS has high robustness in
skeptical thinking on different scenarios and question formats, and good generalization ability for
out-of-domain texts.

3.5 MULTI-TASK RESULTS

Table 3 lists the MCQ results of multitask experiments, still in terms of AP, AUC and ACC scores.
Similar to the single-task experiment, LaMsS still outperforms VanillaFT and R-tuning, with seldom
exceptions. This result indicates that LaMsS has good scaling capability and can generalize to
complicated, task-mixing scenarios. By scaling up to even more datasets, tasks and domains, one can
expect that LaMsS would align with semantic understanding better and emerge deeper skepticism
thinking.
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Table 4: Ablation study of LaMsS on MMLU, compared to no-Aug and no-Threshold.
Dataset Domain Metric no-CPT no-Aug no-ϵ LaMsS

MMLU

ID

AP 84.86 66.99 70.24 88.83
AUC 67.76 64.21 67.21 73.12
ACC 62.44 56.46 63.84 69.00

OOD

AP 87.52 61.59 68.75 88.18
AUC 69.52 53.50 57.56 72.33
ACC 65.10 61.07 62.21 69.11

3.6 ABLATION STUDY

To verify the effectiveness of each component of LaMsS, we implement the following ablation
approaches:

• no-CPT: conduct the finetuning phase directly, without the pretraining phase.
• no-Aug: to obtain the self-skepticism level, average the decoded skepticism tokens in the

response, instead of augmenting the question as in Equation (6).
• no-ϵ: do not use the skepticism threshold ϵ, instead determine the binary confidence by

comparison between self-inferenced answers and ground truth.

We conduct the ablation experiments on both ID and v subsets of MMLU, with results shown in
Table 4. Results reveal that the complete LaMsS method performs better than its variants, across
various metrics. These results highlight the effectiveness of the entire LaMsS framework.

0.1 0.2 0.3 0.4 0.5 0.6 0.7
20

30

40

50

60

70

80

90

100

M
et

ric
s

ID

AP
AUC
ACC

0.1 0.2 0.3 0.4 0.5 0.6 0.7
20

30

40

50

60

70

80

90

100

M
et

ric
s

OOD

AP
AUC
ACC

Figure 3: Sensitivity Plots of MMLU Metrics as Functions of Skepticism Thresholds ϵ. Left: ID;
Right: OOD.

3.7 SENSITIVITY STUDY

The skepticism threshold ϵ plays a critical role in our approach. To verify our choice, here we further
conduct its sensitivity analysis, as indicated in Figure 3. The sensitivity plots illustrate various
metrics on MMLU as functions of ϵ, for both ID and OOD tests. A lower threshold may lead to more
conservative predictions (higher skepticism), while a higher threshold results in more optimistic
predictions (lower skepticism). The peaks of both ID and OOD curves are at 0.5, which indicates
ϵ = 0.5 is potentially an optimal choice for our experiments, striking an optimal balance between
the skeptical sensitivity and the answer willingness.

3.8 TYPICAL CASES

To better illustrate the mechanism of LaMsS, we highlight several typical cases. First we revisit the
exampled statements proposed in Section 1:

The capital of France(2.1e-3) < s2 >

The capital of pigeon(9.6e-5) < s4 > (11)
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in which the number within the parentheses are token probabilities recognized by LLM, and the
angle brackets denote the skepticism tokens, as introduced in Section 2. With key contextual phases
in brown, the consistent phases are in blue and the inconsistent or counterfactual phases are in red. In
this example, comparing with ‘France’, our LaMsS assigns the counterfactual phase (i.e., ‘pigeon’
after the ‘capital’) a low probability then decode a high-level skepticism token. Similar behaviors
can still be ensured by longer and more complicated expressions, for instance:

If I want to visit Paris in autumn, I would like go in
September(1.4e-4) < s3 >

If I want to visit Paris in spring, I would like go in
September(9.9e-6) < s5 > (12)

In this case, although the phase of ‘September’ becomes inconsistent when the context phase
switches from ‘autumn’ to ‘spring’. Correspondingly, its probability decreases and its skepticism
token levels up, indicating LaMsS successfully captures the skepticism implied by the expressions.

4 RELATED WORK

4.1 HALLUCINATION DETECTION

Many LLM-based studies for hallucination detection are based on internal states (Azaria & Mitchell,
2023; Huang et al., 2023a; Ling et al., 2024; Liu et al., 2024; Su et al., 2024). By analyzing the
minimal token probability within key concepts, (Varshney et al., 2023) assess the uncertainty of the
model towards these concepts. Our LaMsS also use token probability, however, we combine both
token probability and token information to estimate uncertainty.

Finetuning LLMs can be useful for uncertainty estimation. Lin et al. train LLM to directly output
verbalized probability with CalibratedMath, which is a suite of elementary mathematics problems.
LLM’s empirical accuracy on each type of question was used as the label (Lin et al., 2022). However,
their method does not use token probability information. On the other hand, we combine both token
probability and token information to finetune the LLM. Kadavath et al. add an auxiliary value head
to the LLMs and finetune the models to predict the probability that they can answer a question
correctly (Kadavath et al., 2022). Nevertheless, they only use questions to train the model, while we
use both question and answer.

4.2 HALLUCINATION MITIGATION

Many methods have been proposed for hallucination mitigation in LLM (Ji et al., 2023b; Dhuli-
awala et al., 2024; Zhang et al., 2024b;c) . No matter whether LLMs know the knowledge or not,
traditional fine-tuning approaches force LLMs to complete a sentence. If the question is beyond the
inherent knowledge of LLMs, LLMs will try to fabricate plausible-sounding but mistaken facts. Mo-
tivated by this, Zhang et al. propose a method called Refusal-Aware Instruction Tuning (R-Tuning),
which constructs a refusal-aware dataset by comparing the prediction and label, and then finetune
LLMs to admit their uncertainty about the answer or refuse questions beyond its internal knowledge
(Zhang et al., 2024a). Elaraby et al. explore teacher-student and knowledge injection methods to
mitigate hallucinations in LLMs (Elaraby et al., 2023). Guan et al. present Knowledge Graph-based
Retrofitting (KGR), an approach that use knowledge graph to retrofit the initial responses of LLMs
(Guan et al., 2024). RL finetuning can also mitigate hallucination (Roit et al., 2023; Sun et al., 2023),
However, when facing unfamiliar inputs, reward models may suffer from hallucinations. To tackle
this challenge, Kang et al. propose a conservative reward model approach to avoid overestimating
rewards for unfamiliar inputs, then use this approach to teach LLMs to generate reliable long-form
responses on long text generation tasks (Kang et al., 2024).

Comparing to these methods, our LaMsS is a pure model-based approach which does not need
an external knowledge base. Similar to R-Tuning, our LaMsS also augment the original QA with
an extra prompt which further asks about the LLM’s confidence. However, LaMsS include auto-
regressive modeling of skepticism tokens and corresponding pretraining, which further strengthen
the method’s self-skepticism capability.
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5 CONCLUSION

In this paper, we introduced a novel self-skepticism and self-aware method for large language mod-
els (LLMs) named LaMsS. To achieve the skeptical thinking of LLM, we integrate the skepticism
tokens into the tokenizer vocabulary, and adapt the LLM to learn to decode both normal tokens and
skepticism tokens. Both CPT and SFT stages are conducted, which empowers LLMs to acknowl-
edge their epistemic boundaries by responding with ”unsure” when faced with questions beyond
their knowledge boundary. This not only mitigates the risk of LLM hallucination but also fosters
a more reliable interaction pattern with human users. Through extensive quantitative analysis, we
demonstrated the superiority of our method across various data formats, domains and tasks, com-
pared to vanilla fine-tuning method and R-tuning.
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Table 5: Hyper-parameters of experiments.
Stage Parameters Value

CPT
learning rate 5e-7
weight decay 0.01

batch size 1024

SFT
learning rate 1e-6
weight decay 0.01

batch size 128

A ADDITIONAL IMPLEMENTATION DETAILS

Table 5 lists the hyperparameters of experiments. The training epoch is set to 1 and the temperature
is 0. The skeptical threshold ϵ is set to 0.5.

B ADDITIONAL RESULTS

Figure 4 shows the training and evaluation losses during the CPT stage. LaMsS successfully con-
verges with the new skepticism tokens added into the vacabulary.
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Figure 4: Loss Curves of the CPT stage of LaMsS. Left: the training set; Right: the test set.
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Figure 5: Multitask Experimental Precision-Recall Curves on MMLU, with ID and OOD Subsets.

We also conduct multi-task experiments and exhibit the Precision-Recall curves on MMLU, with
ID and OOD domains, respectively. As indicated by Figure 5, a higher AP score means better
performance. This result indicates our model perform well in multi-task setting and show good
generalization ability.

15


	Introduction
	Method
	Tokenization and Annotation of Skepticism
	Stage I: Continual Pre-Training
	Stage II: Supervised Finetuning
	Stage III: Inference

	Experiments
	Datasets
	Setting
	Evaluation
	Single-task Results
	Multi-task Results
	Ablation Study
	Sensitivity Study
	Typical Cases

	Related Work
	Hallucination Detection
	Hallucination Mitigation

	Conclusion
	Additional Implementation Details
	Additional Results

