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Abstract

Researchers have speculated that depersonalization is trig-
gered in part by alterations in predictive models resulting
from abnormal interoceptive dynamics. However, computa-
tional models exploring these mechanisms remain scarce. In
this work, we trained a Bayesian Recurrent Neural Network
that integrates multimodal signals in a threat-avoidant task,
providing a platform to investigate potential pathways under-
lying this condition.

Introduction

Depersonalization-derealization is a condition in which in-
dividuals experience a persistent feeling of detachment from
their own body (depersonalization) and their surroundings
(derealization). This condition can occur as a transient
episode in the genera population, as a psychiatric chronic
state or co-occurring with other mental or physical prob-
lems. Yet the potential neuro-computational underpinnings
remain poorly investigated albeit recent theoretical advance-
ments and new empirical evidence.

The predictive processing and active inference under the
free-energy principle have long emerged as a viable frame-
work to study psychopathological conditions. According to
this framework, the brain maintains a hierarchical generative
model of the world, constantly generating prediction about
incoming sensory information, and updating the model by
reducing prediction errors. Active inference extends this by
proposing that organisms act to minimize surprise and main-
tain homeostasis by acting in the world to make incoming
sensory signals better match their predictions.

Through the lens of this framework, diverse attempts have
been made to provide an explanation of the experience of
depersonalization. [Seth et al.|(2012)) established the founda-
tional insight that this condition involves disruptive intero-
ceptive predictive coding, proposing that imprecise predic-
tion leads to failed suppression of prediction errors and con-
sequent disruption of the perceived reality of self and world.
In another account, |Deane et al.| (2020) framed depersonal-
ization as a loss of inferred allostatic control, where the sys-
tem can no longer predictively regulate bodily and affective

states in line with its expectations. This breakdown disrupts
interoceptive self-modeling, producing diminished precision
in action policies and leading to a pervasive sense of discon-
nection from its own regulatory capacities. Separately,|Ciau-
nica et al.| (2022)) argue depersonalization involves aberrant
precision allocation biased toward egocentric priors. Ac-
cording to this view, imprecise predictions about the sensory
consequences of self-generated actions, leading to failed
sensory attenuation and pathological hyper-reflexivity.Gatus
et al.| (2022)), in turn, propose that interoceptive predictions
become progressively less precise compared to exterocep-
tive and proprioceptive modalities, forcing compensatory
over-weighting of non-interoceptive information. Taken to-
gether, these theoretical works suggest that depersonaliza-
tion emerges in part from failures in interoceptive dynamics.
Consisting with this interpretation/Saini et al.| (2022)) devel-
oped a computational model in which dissociation is imple-
mented as a policy that downregulates interoceptive preci-
sion and depersonalization emerges as overreliance on exte-
roceptive information.

Several of these theoretical accounts also converge on the
idea that threat, trauma, or prolonged stress affect interocep-
tive predictive dynamics in ways that can precipitate deper-
sonalization. During such experiences, [Deane et al.| (2020)
indicate that persistently high prediction errors cause a re-
duction of precision in action models, leaving the system un-
able to resolve error despite model updates and behavioural
interventions/Gatus et al.| (2022)) argue, in turn, that inte-
roceptive signals outside the predicted range cause large,
variable prediction errors, which consequently leads to in-
creasingly imprecise interoceptive predictions. [Saini et al.
(2022) propose that, in an situation perceived as inescapable,
a system would downregulate its interoceptive signals in the
face of situations of high psysiological activation. Together,
these contributions indicate that severe or prolonged situa-
tions of abnormal interoceptive activation can push an agent
into pathological regimes producing altered predictive dy-
namics.

Building on these converging insights, we aim to investi-
gate the putative alterations of predictive models that may



trigger depersonalization signatures in an embodied con-
troller trained for a normal threat response. The goal is
twofold: (i) to train the controller offline to produce an adap-
tive response to threat, and (ii) explore candidate abnormal
interoceptive dynamics, such as those previously described,
in online inference experiments. In this work, we have im-
plemented (i) in the hierarchical, multimodal neural network
described below, which will allows us investigate (ii) in sub-
sequent works.

Computational Model

In this work, we use the Bayesian recurrent neural net-
work that implements a hierarhical, multimodal predictive
model that integrates proprioceptive, exteroceptive, and in-
teroceptive signals to generate autonomous behaviour by
minimizing a variational free-energy objective that includes
predicited future sensory entropy (Idei et al., [2025). This
embodied controller can infer latent causes, plan across a
short future horizon and generate actions to maintain home-
ostasis while resolving uncertainty.

The architecture is a modular stack of predictive-
coding—inspired variational recurrent neural networks (Ah-
madi and Tani, [2019), where temporal hierarchy is im-
posed such that higher-level modules have slower neural
dynamics than lower-level modules. Lower sensorimo-
tor modules (proprioceptive, exteroceptive, interoceptive)
encode modality-specific latent beliefs. A multimodal-
associative module binds those signals. Two higher-level
modules (an unexpected-uncertainty-cause module and a
higher-cognitive module) represent causes of sensory un-
certainty and produce top-down meta-goals. Each module
maintains prior and posterior latent Gaussian beliefs and
there are separate pathways for predicting sensory means
and standard deviation.

To create the dataset for training the network, we imple-
mented an agent pursued by a reactive threat in a bounded
square environment. Agent and threat velocities follow a
smoothed dynamics with additive Gaussian noise, produc-
ing stochastic trajectories. The threat’s behavior is governed
by a stochastic process that modulates when it approaches
or ignores the agent. The agent moves away from threat
only when the latter is sufficiently close, and otherwise wan-
ders. We simulated a heart-rate signal that increases when
the threat nears and the agent’s speed increases. The agent’s
vision is represented as a two-dimensional signal indicat-
ing whether the threat is approaching and from which side.
Additionally, heart rate also modulates the reliability of the
sensory channels, such that the noise in the observations in-
creases with heart rate.

Results

During training, the neural network learned to reproduce the
agent’s sensory experiences. We prepared a dataset com-
prising 10 sequences of 1,000 time steps. In each sequence,

the agent’s proprioceptive, exteroceptive, and interoceptive
data corresponded to its position, vision, and heart rate, re-
spectively. For a detailed description of the internal predic-
tive model learning process, see (Idei et al.l [2025). Figure
[[]shows that the model successfully reconstructed the target
signals of the three modalities.

Figure 1: (A) depicts the positions of the agent and the
threat over time. (B), (C), and (D) present the target signals
alongside the neural network’s predictions for the proprio-
ceptive, exteroceptive, and interoceptive modalities, respec-
tively.

Future Work

The next step is to test the autonomous behavior of the
trained neural network in order to analyze both interoceptive
and latent states. If the response to novel threat behaviors is
appropriate, we will proceed to lesion and perturbation ex-
periments. For example, in a lesion experiment we could
disable the interoceptive module to examine whether the
associated network compensates by relying on information
from lower- or higher-level modules. In a perturbation ex-
periment, we could modulate the parameter that determines
the strenght of the prior compared to prediction error at dif-
ferent network levels. In particular scenarios, altering this
balance in sensory or associative areas may lead to deficits
in the attenuation of sensory-level posterior responses (Idei
et al.,[2022)). Additional experiments are also possible, such
as analyzing posterior updates under conditions of constant
threat with a short planning horizon, which could impair es-
cape behaviors and simulate a persistent maladaptive state.

Conclusions

Investigating how depersonalization can be casted as alter-
ations in the mechanisms that sustain embodied survival
connects with broader questions in Artificial Life about
how precarious agents persists under uncertain conditions.
Our future work will contribute to this discussion by show-
ing how computational models of self-disruption enrich the
study of survival, embodiment, and mortality in both natural
and artificial agents.
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