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Abstract

Visually-conditioned language models (VLMs)
have seen growing adoption in applications such
as visual dialogue, scene understanding, and
robotic task planning; adoption that has fueled
a wealth of new models such as LLaVa, Instruct-
BLIP, and PaLI-3. Despite the volume of new re-
leases, key design decisions around image prepro-
cessing, architecture, and optimization are under-
explored, making it challenging to understand
what factors account for model performance — a
challenge further complicated by the lack of objec-
tive, consistent evaluations. To address these gaps,
we first compile a suite of standardized evalua-
tions spanning visual question answering, object
localization, and challenge sets that probe proper-
ties such as hallucination; evaluations that provide
fine-grained insight VLM capabilities. Second,
we rigorously investigate VLMs along key design
axes, including pretrained visual representations
and training from base vs. instruct-tuned language
models, amongst others. We couple our analysis
with three resource contributions: (1) a unified
framework for evaluating VLMs, (2) optimized,
flexible training code, and (3) checkpoints for all
models, including a family of VLMs at the 7-13B
scale that strictly outperform InstructBLIP and
LLaVa v1.5, the state-of-the-art in open VLMs.
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Figure 1. Prismatic VLMs. Through rigorous experiments ex-
ploring the design space of visually-conditioned language models
(VLMs), we identify insights that improve training. When con-
trolling for data and scale, our models ( ) outperform the
state-of-the-art LLaVa v1.5 (gray; Liu et al., 2023b) across 12
diverse tasks, while saving more than 30% the training compute.

Visually-conditioned language models (VLMs) generate nat-
ural language responses from image input and text prompts,
providing a general, expressive interface for a growing spec-
trum of applications — grounded chat (Li et al., 2023c; Gong
et al., 2023), visual programming (Sur’is et al., 2023; Sub-
ramanian et al., 2023), robotic control (Driess et al., 2023;
Brohan et al., 2023), etc. This broad adoption is fueled
by a recent paradigm shift in how we develop VLMs; es-
chewing the complex architectures and training objectives

“Prismatic (adj) — relating to or having the form of a prism.
Like a geometric prism, our VLMs share a common structure, but
are characterized by different “faces” — the individual design axes
we explore in this work.
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Figure 2. Exploring VLM Design Axes. We explore four key design axes for developing VLMs: 1) optimization procedure, 2) image
processing and pretrained visual representations, 3) language models, and 4) scaling properties around training time and data (left). To
enable this exploration, we make a key resource contribution: an open-source, flexible codebase for efficiently training VLMs (right).

of prior work (Tan & Bansal, 2019; Li et al., 2022; 2023b),
new VLMs adopt a simple approach, treating patch features
from pretrained visual backbones (e.g., CLIP; Radford et al.,
2021) as tokens that can be projected into the input space
of a language model (LM). This “patch-as-token” approach
enables training with a simple objective — next-token predic-
tion — and allows us to harness the ecosystem of powerful
LMs such as Llama-2 and Mistral (Touvron et al., 2023;
Jiang et al., 2023), along with the tools to efficiently train
them (e.g., FSDP; Zhao et al., 2023). This combination
has fueled the rapid development and release of models
such as LLaVa v1.5, and PALI-3 that adopt the same under-
lying recipe, while varying individual ingredients such as
the choice of pretrained components, data, or optimization
procedure (Liu et al., 2023b; Chen et al., 2023b).

Unfortunately, existing approaches only cover a sliver of the
design space around building and training VLMs, without
thoroughly evaluating the impact of given choices on down-
stream capabilities. This motivates the key question of this
work: what are the key design decisions that influence VLM
capabilities and downstream use? To provide answers to this
question, we first need a way to thoroughly evaluate the
strengths and weaknesses of a given model. Doing this ef-
fectively requires compiling a standardized evaluation suite
comprised of tasks that are diverse and objective; crucially,
these tasks should allow for probing specific capabilities
such as spatial reasoning, out-of-distribution generalization,
and commonsense understanding, amongst others. Second,
we need to rigorously explore different VLM design axes,
not only to build a concrete set of recommendations, but to
tie individual choices to downstream performance.

This work addresses these axes through four contributions.

First, to provide fine-grained insight into VLM capabilities,
we compile a standardized evaluation suite comprised of
twelve benchmarks from the vision-and-language literature,
including four tasks spanning visual question answering
(Bigham et al., 2010; Goyal et al., 2017; Hudson & Manning,
2019; Singh et al., 2019), four tasks spanning object localiza-
tion (Kazemzadeh et al., 2014; Yu et al., 2016; Wang et al.,
2021), and four challenge tasks evaluating fine-grained spa-
tial reasoning, hallucination, and diagram understanding
(Acharya et al., 2018; Liu et al., 2022; Li et al., 2023d;
Kembhavi et al., 2016). Second, we develop an optimized
and modular codebase for VLM training that emphasizes
flexibility, allowing users to easily swap in pretrained com-
ponents, optimization procedures, data, and more ( ;
right). Third, we use these resource contributions to per-
form targeted experiments exploring four key design
axes ( ; left): 1) optimization procedure, 2) image pro-
cessing and visual representations, 3) language models, and
4) scaling training time and data. We identify a number of
insights; for example, we find that multi-stage training pro-
cedures adopted by existing work can be eliminated without
impact on performance, reducing compute costs by 20-25%.
We also find that fused visual backbones that merge fea-
tures from different backbones such as CLIP (Radford et al.,
2021) and DINOv2 (Oquab et al., 2023) lead to more per-
formant VLMs across the board. Finally, we consolidate
our findings and train a family of models — PRISMs — at
the 7B/13B scale that strictly outperform state-of-the-art
open VLMs such as InstructBLIP and LLaVa v1.5.

'We release our optimized training codebase, evaluation suite,
and checkpoints for all models trained as part of this work.
) github.com/TRI-ML/prismatic-vlms
Lt github.com/TRI-ML/vlm-evaluation
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2. Preliminaries

To ground our analysis, we require 1) a VLM model architec-
ture, 2) pretraining data, and 3) a training implementation.

Model Architecture. We adopt the general architecture
used by many recent VLMs, such as LLaVa, Qwen-VL,
and PalLI-3 (Liu et al., 2023c; Bai et al., 2023; Chen et al.,
2023b). These architectures use a (pretrained) visual back-
bone to map an input image to a sequence of patch fea-
tures that are then projected individually into the embedding
space of an LM. Formally, a VLM takes as input an image
Timg € RAXW and text prompt tokens Uprompe With arbitrary
sequence length K. These inputs are then fed to the follow-
ing components: 1) a visual representation backbone, 2) a
vision-language projector, and 3) a language model.

Visual Representation. We first process in, subject to a
visual representation backbone V, that outputs a sequence
of features pimg € RLxhvisin ywhere Dimg = Vio(Timg). As
an example, pjme might be the patch features output by a
Vision Transformer (ViT; Dosovitskiy et al., 2021).

Vision-Language Projector. Next, we map ping to a se-
quence of embeddings €img € RL*Mex via a learned projec-
tor Fyy, where €img = Fy (Pimg)-

Language Model. Finally, we concatenate the sequence €jmg
with the text prompt embeddings eprompi = embed (Uprompt ),
passing the result to the language model. The language
model generates output text tgen = LMg([€img; Eprompt])-

The composition LMy ([Fy (V. (0re)); embed(tprompt)])
then defines a VLM. Given a triple (Zimg, Uprompt; Ugen)
during training, we minimize the loss L(w,,0) =
—log p(tigen | Timg, Upromp) Via gradient descent.

Pretraining Dataset. We limit our selection of pretrain-
ing data to datasets that are fully open-source (e.g., under
permissive research licenses), and that have been used in
prior work. Specifically, we use the LLaVa v1.5 data mix-
ture, which consists of two subsets used for a multi-stage
training pipeline. The first subset consists of a 558K sam-
ple mixture of examples sourced from various captioning
datasets (e.g., Conceptual Captions, LAION Sharma et al.,
2018; Schuhmann et al., 2021), while the second consists
of 665K multimodal instruct tuning examples comprised
of synthetic data generated in Liu et al. (2023c), as well as
examples from existing vision-language training sets (e.g.,
GQA, TextCaps; Hudson & Manning, 2019; Sidorov et al.,
2020), and notably, a sample of language-only data from
ShareGPT (ShareGPT, 2023). We provide a comprehensive
breakdown of the pretraining data mixture in

Training Implementation & Verification. To investigate
the design axes enumerated in ¢ |, we require code for VLM
training that is efficient and flexible; critically, we need the
ability to easily swap out vision and LM backbones and

handle arbitrary optimization procedures (e.g., freezing the
vision backbone during training). With these requirements,
we implement our training codebase in PyTorch, using Fully
Sharded Data Parallel (FSDP; Zhao et al., 2023) and BF16
mixed precision. FSDP lets us specify precision for indi-
vidual model components (e.g., FP16 for vision backbones,
BF16 for LMs), enables portability to different hardware,
and provides minimal implementation overhead. Following
reproducibility practices from prior work (Karamcheti et al.,
2021; Biderman et al., 2023), we fix initialization random-
ness and fix batch order during training. We leverage TIMM
(Wightman, 2019) and Hugging Face Transformers (Wolf
et al., 2019) to provide pretrained models.

To validate our code, we run an apples-to-apples reproduc-
tion of LLaVa v1.5 (Liu et al., 2023b) at both the 7B and
13B parameter scale. Successful reproduction results are in
(left). We find our implementation is considerably
more efficient than the reference LLaVa v1.5 training im-
plementation: when benchmarked on the same hardware
(an AWS p4de.24xlarge node with 8 A100 GPUs), we
observe 20% faster step times with our FSDP-backed imple-
mentation, a notable gain given LLaVa leverages the well-
optimized DeepSpeed ZeRO library (Rasley et al., 2020).

We highlight this open-source training codebase as one
of the key contributions of this work. Unlike other open
codebases, we provide a modular and expressive interface
for easily specifying or adding model components, opti-
mization procedures, and data with minimal code changes
( ; right). In providing an efficient and easily extensi-
ble framework, we enable future research around designing
new evaluations, developing and training new VLMs, and
finetuning or otherwise adapting existing models for diverse
downstream applications — all while maintaining a high
standard of reproducibility and controlled experimentation.

3. Evaluation Suite

The first contribution of this work is a unified evaluation
suite that offers fine-grained insight into the capabilities of a
given VLM. Recent work in evaluating VLMs tends to rely
on automated evaluations that use powerful LMs such as
GPT-4 (OpenAl et al., 2023) to judge relative and subjective
performance(Liu et al., 2023e; Yu et al., 2023), making
it hard to measure the absolute impact of a given design
change. Instead, we focus on evaluations with well-defined
metrics, spanning the following three areas:

Open-Ended Visual Question Answering. We evaluate on
VizWiz (Bigham et al., 2010), VQAv2 (Goyal et al., 2017),
GQA (Hudson & Manning, 2019), and TextVQA (Singh
et al., 2019). Both VizWiz and VQAV2 assess general vi-
sual reasoning; VizWiz also contains a series of unanswer-
able questions. GQA evaluates spatial reasoning, while
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Figure 3. Evaluation Suite Overview. We compile multiple established benchmarks spanning visual question answering, localization,
and challenge tasks (e.g., evaluating counting, spatial relationships, propensity to hallucinate). This evaluation suite forms the backbone
for all of our analysis, giving us fine-grained insight into the impact of individual VLM design choices.

TextVQA assesses reasoning around text (e.g., labels, sig-
nage) present in an image.

Localization. Part of the pretraining data mixture (from

) contains examples of predicting normalized bounding
box coordinates given referring expressions in language.
As such, we evaluate bounding box prediction accuracy
on RefCOCO, RefCOCO+, and RefCOCOg (Kazemzadeh
et al., 2014; Yu et al., 2016), and on OCID-Ref (Wang
etal., 2021). RefCOCO focuses on short descriptions with
spatial anchors, RefCOCO+ on strictly appearance based
descriptions, and RefCOCOg on long, rich descriptions;
OCID-Ref is a robotics dataset probing out-of-distribution
generalization, with a focus on localizing objects in clutter.

Challenge Sets (Closed-Set Prediction). We evaluate on
Visual Spatial Reasoning (VSR; Liu et al., 2022), TallyQA
(Acharya et al., 2018), POPE (Li et al., 2023d), and AI2
Diagrams (AI2D; Kembhavi et al., 2016). VSR consists of
challenging True/False questions about individual spatial
relationships in diverse scenes (e.g., “the cake is at the edge
of the dining table”); this is an especially challenging task,
with most existing models failing to outperform the majority
class baseline (51%). TallyQA consists of questions that
assess a VLM'’s ability to count objects described in lan-
guage, with expressions that range in complexity. POPE
consists of targeted Yes/No questions that assess a VLM’s
propensity to hallucinate. Finally, AI2D consists of multiple
choice questions about scientific diagrams and charts, many
of which require reading labels or text annotations (e.g.,
flowchart labels, plot axes).

We use the validation sets for all benchmarks except GQA
(where use the recommended the test-dev split), VSR (where
we use the zero-shot test split), and POPE (where there is
only a single evaluation split). We provide further detail
around evaluation protocols in

4. Experiments — Investigating Design Axes

Our second contribution is a series of targeted experiments
exploring the VLM design space along four key axes: (54.1)
optimization procedure, (§4.2) image processing and visual
representations, (§4.3) language models, and (§4.4) scaling
properties such as training time and data diversity.

Experiment Design: Protocols & Drawing Conclusions.
We first validate our VLM training implementation by re-
producing LLaVa v1.5 (see $2), adopting the design choices
of the original work — the same choices used by many other
recent VLMs: “letterbox padding” to process images, CLIP
ViT-Large with a patch size of 14 and input resolution of
336px (CLIP ViT-L/14 @ 336px; Radford et al., 2021) as the
visual representation, Vicufa v1.5 as the LM backbone, and
the two-stage training pipeline using both data subsets de-
scribed in §2. Successful reproduction results at both the 7B
and 13B scale are in (left). Given both the fidelity of
our reproduction and the prevalence of these design choices,
we anchor our analyses around this parameterization. Crit-
ically, each of the experiments in s , and are
formulated as single-step changes of this base architecture,
with all other choices held constant.

As each evaluation in $3 uses different metrics with differ-
ent scales, direct comparison is challenging. We address
this by computing normalized Z-scores for each model and
evaluation (using the mean and standard deviation across
all models). These scores are used to compute statistical
significance (further details in ), and to set the relative
scales of each radar plot (for completeness, we also provide
the absolute metrics as colored and bolded labels).

4.1. Optimization Procedure

In this section we focus on design choices around the opti-
mization procedure used to initialize and train each of the
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Figure 5. Full Finetuning through Visual Backbones. We ex-
plore the impact of finetuning the (conventionally frozen) visual
backbone in addition to the projector and language model during
training. We see that in both the single and multi-stage paradigms,
finetuning the vision backbone dramatically degrades performance
across almost all benchmarks — especially on localization tasks.

three components described in §2. Specifically, we exam-
ine the effects of multi-stage training where different VLM
components are frozen at different points in training.

Multi-Stage Training. One of the prevalent design choices
adopted by many VLMs (Chen et al., 2023a; Ye et al., 2023)
is the inclusion of a two-stage training pipeline: (1) an align-
ment stage to align vision and language features by training
the randomly initialized projector F}, in isolation, freezing
all other components ( , right) and (2) a finetuning
stage, where only the visual representation is frozen while
both the projection and LM are trained.

), saving considerable compute; as a result, we carry this change forward to all future experiments.

Adopting multi-stage training complicates implementation
and adds to training cost; therefore, as an initial experiment,
we evaluate the need for this first stage through a targeted
ablation. We compare the default two-stage training pro-
cedure with a single-stage approach that skips directly to
finetuning £, and the LM. We find ( ; left) that includ-
ing the explicit projector pretraining stage is unnecessary,
with single-stage training improving aggregate performance
(p = 0.00558). Eliminating this first stage saves 20-25%
of training cost, and removes the need for additional, stage-
specific data (e.g., the captioning subset from $2). As this
change strictly improves performance and efficiency, we
adopt single-stage training for all following experiments.

Full Finetuning through Visual Backbones. Another pop-
ular design choice in existing VLMs that leverage pretrained
visual representations is to leave the visual backbone frozen
during the entirety of training (Liu et al., 2023b; Driess
et al., 2023; Li et al., 2023b). Such a choice limits the po-
tential to learn improved visual representations conducive
to language generation during the course of training. Thus,
we ask — is there potential to improve VLM performance by
finetuning the full model, including the visual backbone?
We find ( ) that this is not the case, and that finetun-
ing the visual backbone significantly degrades performance
(p = 0.00381), especially on tasks requiring fine-grained
spatial reasoning such as RefCOCO and OCID-Ref.

Remark. The degraded performance from full finetuning
could be for a number of reasons ranging from the scale
and diversity of the vision-language data we train on to
language generation as a learning objective (vs. objectives
that encourage learning fine-grained perceptual features).
Especially given the existence of closed-source models such
as Fuyu-8B (AI, 2023) that adopt this paradigm to great
success, we believe that identifying ways to prevent such
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Figure 6. Image Processing & Visual Representations. We explore choices around image processing and visual representations in
Specifically, we investigate the impact of different visual representations (left), how performance varies as function of image processing
strategies (middle), and the impact of increasing input image resolution (right).

feature collapse during VLM training (e.g., via auxiliary
objectives) to be a rich direction for future work.

4.2. Image Processing & Visual Representations

Choosing a Pretrained Vision Representation. CLIP
(Radford et al., 2021) has become the default choice for
visual representation for almost all VLMs, despite a wealth
of visual representations trained on diverse data sources.
In this experiment, we perform a head-to-head comparison
between CLIP, SigLIP (Zhai et al., 2023), DINOv2 (Oquab
et al., 2023), and a standard Vision Transformer pretrained
for classification (on ImageNet-21K, finetuned on ImageNet-
1K; Dosovitskiy et al., 2021; Steiner et al., 2021); for fair
comparison, we use the ViT-Large model variant.” We find
( ; left) that the backbones trained with vision-language
contrastive objectives (i.e., CLIP, SigLIP) are significantly
more performant than alternatives (p = 7.11e-8).

Remark. While the vision-language contrastive objective
is one explanation for the strengths of CLIP and SigLIP,
another possible explanation is one of training image dis-
tribution. Both CLIP and SigLIP contain internet-sourced
images (e.g., sketches, diagrams, animated graphics, etc.)
not in ImageNet or in the DINOvV2 pretraining data.

Image Processing across Visual Backbones. Most images
have resolutions and aspect ratios that widely vary, yet most
visual backbones expect square images at a fixed size; to
reconcile this, the overwhelming default is to “resize & crop”
an image to size. While this tends to work well for applica-
tions such as classification, cropping out parts of an image is
especially harmful for tasks requiring full-scene reasoning.

?To evaluate on an image resolution common to all representa-
tions (224px), we use the shape-optimized SigLIP model (ViT-SO
Alabdulmohsin et al., 2023) that is slightly larger than a ViT-Large
at 400M parameters (vs 307M).

In this experiment, we evaluate three different image pro-
cessing schemes — the default “resize & crop” scheme, the
“letterbox padding” scheme used by LLaVa v1.5 that pads
non-square images to square, and a “naive resize” scheme
that warps the original image aspect ratio, squeezing or
stretching an image to square. Our findings ( ; middle)
are surprising: while cropping is clearly suboptimal, the
“naive resize” scheme is the most performant for CLIP. For
SigLIP, both “naive resize” and “letterbox padding” perform
similarly. In general, our results favor “naive resizing” over
“letterbox padding” but we cannot rule the improvement
statistically significant (p = 0.0176).

Remark. Two speculative arguments for naively resizing an
image over padding are those of minimizing “dead pixels”
and distribution shift. An image with a 16:9 aspect ratio that
is padded to square introduces a large amount of uninfor-
mative pixels (exceeding 40%); warping the aspect ratio is
possibly less of a shift. Coupled with the innate patch dimen-
sionality of a Vision Transformer (d = 1024 for a 16 x 16
pixel patch), naively resizing an image may preserve enough
information for the downstream LM (with 7B+ parameters)
to extract the properties necessary for downstream tasks.

Scaling Image Resolution. Another trend in recent VLMs
is increasing input image resolution with the hope of cap-
turing fine-grained details that improve downstream perfor-
mance (Liu et al., 2023b; Li et al., 2023a). Our findings
( ; right) confirm this hypothesis, with scaling to 336px
or 384px offering significant improvements (p = 6.05e-4).

Remark. While scaling up image resolution seems like
a clear win, we caution that it comes with a significant
increase in compute complexity for VLMs that project in-
dividual ViT patches into the embedding space of an LM.
Assuming a fixed patch granularity, doubling the input reso-
lution results in four times the number of input patches fed
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(left). We additionally evaluate the differences between base (Llama-2;
(right); we find that Llama-2 offers similar quantitative performance, while being less prone to hallucination (

to the LM. Coupled with the quadratic cost of traditional
Transformer attention as a function of sequence length, this
is a sixteen-fold increase in time complexity (with a compa-
rable explosion in memory requirements).

Ensembling Different Visual Representations. A rich
body of prior work in vision identifies that different types
of visual representations trained with different inductive
biases can lead to improved performance for a broad spec-
trum of applications (Kobayashi et al., 2022; Karamcheti
et al., 2023). Motivated by this, we ask if this same trend
holds true for VLM training — specifically whether ensem-
bling DINOV2 features with vision-language contrastive
features from CLIP and SigLIP can lead to improved perfor-
mance, following the approach taken in Kerr et al. (2023).
To implement this efficiently, we simply concatenate patch
features from different backbones along the channel dimen-
sion for each patch, resulting in the same number of input
patch embeddings, just with double the feature dimension.
To adjust for this, we just increase the input dimension to
our projector Iy, (a 2-layer MLP) at negligible cost. We
find ( - left) that fusing DINOv2 and SigLIP features
provides significant gains across the board (p = 0.00164),
with a notable exception for the DINOv2 + CLIP models
(p = 0.37313), where combining DINOv2 features seem to
be particularly harmful on TextVQA. Looking at the remain-
ing results, we see especially impressive gains of 5-10% on
localization and challenge tasks; in general, the DINOv2 +
SigLIP fused representations are the most performant visual
representations we try, with virtually no added parameters.

Remark. Following the hypotheses in Kerr et al. (2023)
and similar work, we believe that DINOv?2 features provide
features that capture low-level spatial properties of an image,
augmenting the higher-level “semantic” properties captured
by vision-language contrastive models. We note that this
conclusion may generalize beyond DINO-style backbones;

) and instruct-tuned (Vicufia v1.5; gray) language models

).

the only reason we do not evaluate the fusion of ImageNet
and CLIP/SigLIP backbones as well is due to a mismatch
in patch granularity (the ImageNet backbone uses a patch
granularity of 16 x 16 vs. the 14 x 14 granularity used by
all other backbones). We believe that further exploring the
impact on these type of fused, multi-resolution features for
VLMs is a compelling avenue for future work.

4.3. Integrating Language Models

Base vs. Instruct-Tuned LMs. Instruct tuning (or chat
tuning; Ouyang et al., 2022; Chung et al., 2022) is a way
to finetune base LMs (trained for next-token prediction) to
behave as dialogue agents, offering a natural input/output
interface for a wide spectrum of applications. As a result,
instruct tuned models like Vicufa (Zheng et al., 2023) have
become the default backbone for VLMs. Unfortunately,
instruct tuning has drawbacks, introducing bias and regres-
sions in performance (Ouyang et al., 2022). Thus, in this
experiment we evaluate the impact of instruct-tuned LM
backbones on downstream VLM performance via a head-
to-head comparison between a base LM (Llama-2; Touvron
et al., 2023), and an instruct-tuned variant (Vicuna v1.5).
We find ( - right) that instruction-tuned LMs yield no
statistically significant improvement in performance over
base LMs (p = 0.34854), but differ in qualitative perfor-
mance. Specifically, we observe that instruct-tuned LMs
lead to VLMs that are more verbose, prone to hallucination,
and generally less specific in their responses ( ).

Do Better LMs Lead to Better VLMs? We investigate how
LM performance on language-only benchmarks translates to
downstream VLM performance, training VLMs from Mis-
tral vl 7B and Mistral Instruct vl 7B (Jiang et al., 2023),
recent LMs that outperform Llama-2 on language and code
benchmarks (Hendrycks et al., 2021; Chen et al., 2021). We
find ( ) that these VLM are not significantly more per-
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Co-training on Language-Only Data
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Figure 8. [Warning — Racism] Removing Language-only Co-training Data. We find that removing language-only data during training
has little impact on benchmarks (left), it negatively impacts the safety of VLMs trained with base LMs. In this example (right), a VLM
derived from Llama-2 exhibits clear racist behavior, while co-training induces safeguards.

formant than VLMs trained from Llama-2 (p = 0.03097);
an exciting avenue for future work is investigating how LM
pretraining mixtures correlate with VLM performance.

Co-training on Language-only Safety Data. The LLaVa
v1.5 pretraining dataset we use for training consists of 40K
examples of language-only data sourced from ShareGPT
(ShareGPT, 2023); this data consists of a diverse set of
user-uploaded conversations with OpenAl’s ChatGPT; cru-
cially many of the examples in this dataset contain toxic,
inappropriate, or otherwise unsafe inputs, and the corre-
sponding “guarded” responses from ChatGPT (e.g., “as an
Al I cannot comment on...”). In this experiment, we ab-
late the impact of co-training on this language-only data
on downstream performance, with a goal of understanding
if adding language-only data unrelated to visual reasoning
hurts performance relative to training on multimodal data
alone. We find ( ; left) that removing language-only
data only slightly improves performance (p = 0.13655).

However, given that the language-only data is the only
source of “safety” data during finetuning, we explicitly
probe our VLLMs with directly offensive and toxic prompts,
to evaluate how important this data is for inducing safe-
guards on VLM outputs. In our adversarial testing, we find
that especially for VLMs trained from base LMs such as
Llama-2, including this co-training data is important for
inducing at least a minimal set of safeguards, demon-
strates the importance of co-training on VLM generations
when prompted with questions with direct racist intent.

Remark. We focus our probing mostly around unsafe re-
sponses around racism, xenophobia, and gender bias. These
biases are also prevalent in language, and explicitly rep-
resented in the ShareGPT co-training data. We address
VLM-specific harms in our discussion of broader impacts.

4.4. Scaling Properties: Training Time & Data

In this section, we investigate how existing VLMs scale with
training time and added data; critically, we examine choices
of training time (are we undertraining our models), and how
adding diverse datasets impacts downstream performance.

Are we Undertraining? We explore the impact of training
time as a function of training epochs. Unlike existing VLMs
like PaLLl or LLaVa that perform at most a single epoch, we
compare performance when training at different numbers
of epochs. We find ( ; middle) evidence of severe
underfitting with a single epoch, with steady improvement
(especially for tasks requiring structured output such as
RefCOCO) until two epochs, when performance plateaus.
We find that training for two epochs yields a significant
improvement over training for one epoch (p = 0.00496).

Adding Additional Vision-Language Data. We identify
two recently proposed datasets: LVIS-Instruct-4V (Wang
et al., 2023), obtained by prompting GPT-4V to generate
rich synthetic examples from images sourced from LVIS
(Gupta et al., 2019), and LRV-Instruct (Liu et al., 2023a)
that specifically optimizes for image diversity relative to
existing datasets (adding e.g., charts, scientific diagrams,
and news printings). We find ( ; right) that adding
both datasets improves performance (p = 0.01459), but that
LRV-Instruct has a larger impact, indicating the importance
of diverse images for scaling future VLMs.

5. PRISM - Distilling Key Insights

We identify a series of individual insights that simplify VLM
training and improve downstream performance:

1) Optimization Procedure: Single-stage training reduces
compute cost without harming downstream performance.
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into a series of key insights

for training VLMs. Our resulting family of VLMs — PRISMs — adopt 1) single-stage training pipelines, 2) fused DINOv2 and SigLIP
representations with naive image resizing, 3) base LMs, and 4) train on multiple data sources, for two epochs.

2) Image Processing and Visual Representations: Fused
DINOV?2 and SigLIP backbones with high resolution images
and naive image resizing yield strong performance.

3) Language Models: Base LMs such as Llama-2 match
or exceed the performance of instruct-tuned LMs, with co-
training on language-only data important for safety.

4) Scaling Properties: Adding diverse data and extending
training time significantly boost performance.

As a final step, we combine these insights to inform a new
family of VLMs — PRISMs — at the 7B and 13B parameter
scale. We present results comparing our PRISM models to
InstructBLIP and LLaVa v1.5 in . We additionally run
a head-to-head comparison against LLaVa v1.5, training a
model — PRISM (Controlled) — given the exact same data
and training budget. Both sets of PRISM models uniformly
outperform baselines by large margins across our evaluation
suite, with strong qualitative performance ( ; right).

6. Limitations & Future Work

There are two key limitations in our approach. Of primary
concern is the generality of our model architecture; while the
three component architecture we define in $2 is reflective of
the majority of existing VLMs, there are other architecture
innovations and optimization procedures that our study does
not currently capture; as a notable example, we do not study
architectures that learn to downsample image patches, such
as the Perceiver-based architectures used by Flamingo and
IDEFICS (Alayrac et al., 2022; Laurencon et al., 2023) for
interleaved image-text training. Though many of our take-
aways are general (e.g., these models also use backbones
such as CLIP and autoregressive LMs), there remain open
questions about how our findings generalize, especially at
larger scales (e.g., 70B+ parameters).

A separate limitation is that of evaluation; we make the
intentional choice in this work to focus on standardized
evaluations, with objective metrics. While this lets us probe
fine-grained capabilities, we do not capture the scope of
the dyadic interactions afforded by existing VLMs — the
ability to carry on extending dialogues that flit across topics
grounded in a visual context. While some of the automated
evaluations discussed in §3 provide initial steps for evaluat-
ing these open-ended behaviors, future work will investigate
how to extend such evaluations to longer, richer contexts.
Related to this are the downstream applications built on
top of broadly capable VLMs — applications such as using
VLMs to learn robotic control policies or for visual program-
ming (Brohan et al., 2023; Sur’is et al., 2023); a compelling
avenue for future work is understanding how to co-design
VLMs with downstream applications.

7. Conclusion

We present a rigorous investigation of the design space
of visually-conditioned language models, distilling key in-
sights for training future models. This investigation is en-
abled by two key resource contributions: 1) an evaluation
suite that enables fine-grained insight into a VLM’s capa-
bilities, and 2) an optimized, extensible codebase for train-
ing VLMs with an emphasis on flexibility — flexibility over
optimization procedures, image processing and visual rep-
resentations, language models, and scaling. Our insights
allow us to train a family of VLMs — PRISMs — that out-
perform state-of-the-art open VLMs such as InstructBLIP
and LLaVa-v1.5. However, these models are secondary to
the central goal of this work — establishing a foundation for
future work in training and evaluating VLMs. We hope that
our investigation and resources serve as a starting point; a
template for reasoning about what matters in developing the
next generation of broadly capable VLMs.
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Impact Statement

We take the established position that building visually-
conditioned language models models in the open — with
open data, open (and efficient) training code, and open eval-
uation code — is strictly beneficial for the broader machine
learning community and the public (Zellers et al., 2019;
Touvron et al., 2023). Being transparent and ensuring that
our work is accessible to all stakeholders is key to mitigating
risks and empowering the positive use of VLMs. To this end
we discuss the harms of our work, and VLMs more broadly
over the following paragraphs, in addition to making several
open source resouce contributions: (1) A codebase for effi-
cient, optimized VLM training. (2) An evaluation suite for
evaluating fine-grained VLM capabilities. (3) The complete
set of pretrained model checkpoints for all VLMs trained
in this work — including those with known racist and toxic
behavior from

Risks and Known Biases

Visually-conditioned language models inherit all of the risks
and biases associated with language models (Touvron et al.,
2023; Brown et al., 2020), as well as with underlying vision
models and corresponding pretraining datasets (Schuhmann
et al., 2021; Lin et al., 2014).

Toxic and Unsafe OQutputs. As shown in , VLMs are
capable of generating toxic and unsafe content. This is true
with and without “safeguards” in place (e.g., safety tuning
data). As we mention in , our exploration in this work is
cursory, but reveals the potential for generating racist, sexist,
abusive, and otherwise unsafe language. While including
safety-tuning data in the training mix is one low-effort way
to prevent the ease of generating toxic content (at minimal
cost to performance as we show in our work), it is not
enough. VLMs are especially vulnerable to adversarial or
even out-of-distribution image inputs that may inadvertently
trigger unsafe output (Qi et al., 2023; Liu et al., 2023d). We
hope that the accessibility of our training code and models
enables future research in mitigating such problems.

Western Bias & (American) English Bias. The data and
pretrained language models used in this work reflect a heavy
bias towards American English and corresponding cultural
norms. While the LMs we use in this work are exposed to
some multilingual data (with our VLMs showing some abil-
ity to handle simple phrases in languages such as Spanish,
French, and Chinese), a key limitation is in our visual data
diversity. Our pretraining images are sourced from datasets
such as COCO (Lin et al., 2014), sourced primarily from
(English) subsets of Flickr.

Factuality, Hallucination, & Reliability. A known lim-
itation of both LMs and VLMs is that of factuality and
hallucination; for VLMs this is especially problematic, as
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models tend to “imagine” objects or properties of a scene
that are then reinforced over subsequent interactions. For
this reason, we include both VizWiz (Bigham et al., 2010)
and POPE (Li et al., 2023d) in our evaluation suite; VizWiz
has a series of commonsense questions and unanswerable
questions that are explicitly used to probe model reliability.
POPE is a benchmark specifically created to evaluate hal-
lucination at different difficulties (e.g., when asked about
adversarial objects that have strong co-occurrence with the
type of scene depicted in an image, generally popular ob-
jects, etc.). We hope that by including these tasks as part
of our evaluation suite, future VLMs move towards mak-
ing design choices that lead to reduced hallucination and
improved reliability (and vice-versa).

Benefits and Potential Opportunities

In and $6, we discuss applications where VLMs are
already making a positive impact, accelerating research in
areas such as robotics, visual programming and more. Here,
we speak specifically as to the benefits and opportunities
that our work — specifically our resource contributions —
provide for the broader research community.

Training and Finetuning Accessibility. One of the key
benefits of our VLM training codebase is its efficiency; to
fully train a 7B parameter VLM (e.g., PRISM 7B (Con-
trolled); ), takes less than 9 hours on 8 A100 GPUs,
with finetuning and evaluation possible on individual GPUs
(or even CPU); this is in sharp contrast to existing codebases
for VLM training that are far less efficient. Reducing the
barrier to entry for trying new ideas around VLM develop-
ment is key to enabling progress in risk mitigation, robust
evaluation, and integration for downstream applications.
Furthermore, the flexibility of our training codebase enables
swapping in smaller, more compute-efficient components
(e.g., new LMs at the 1B scale).

Extending our Evaluation Suite. Our evaluation suite is
written in a way that makes it easy to add and evaluate
new VLMs, as well as add new tasks. It is our plan to
continually extend our suite with new evaluations (especially
those probing for bias, toxicity, hallucination, and other
unsafe or undesirable behaviors), as they are released.
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Figure 10. Additional LM & Scaling Results. We present additional results supplementing the investigations in and . First, find

that at the 13B parameter scale, base LMs perform comparably to instruct-tuned models (left). Next, we study how training time improves
model performance. We find that evidence of severe underfitting at a single epoch, with performance improving until we hit two epochs, at
which point performance plateaus (middle). Finally, we study the impact of scaling up data; adding data improves aggregate performance
with the LRV-Instruct dataset (Liu et al., 2023a) having a more significant impact due to its increased image diversity (right).

Vicufavi.5
In: What is happening in this image?
Out: The image shows a herd of cows grazing in a lush green
field. The cows are spread out across the field, with some
closer to the foreground and others further in the background

In: Tell me something about the history of this place.

Llama-2
In: What is happening in this image?
Out: In the image, there is a group of cows grazing in a lush
green field

Vicufavi.s
Out: The image features a large, ancient brick wall with a castle-like structure,
surrounded by a lush green forest. This location is likely a historical site, possibly a

Vicufiavi.s fortress or a palace, that has been preserved and maintained over time. The
In: What is happening in this image? presence of the green forest and the well-preserved structure suggest that the
Out: In the image, a monkey is holding two knives in its paws, area has been protected and maintained by the local authorities or a historical
with one of the knives being a large one. The monkey is society. The history of this place could be traced back to ancient times, and it might
standing in front of a man, who is also holding a knife. have served as a strategic military or political center for the region. The castle-like

structure and the brick wall indicate that the site has witnessed significant events
and has been an important part of the local culture and heritage.

Llama-2
In: What is happening in this image?
Out: The image shows a monkey holding two knives in its

mouth, with one of the knives being a butter knife. Llama-2
Out: Certainly! The place you are referring to is the Great Wall of China, which is a
Vicufia vi.5 UNESCO World Heritage Site and one of the Seven Wonders of the World. The
In: What types of foods are in this image? Great Wall is a massive defensive structure that stretches over 6,700 kilometers
Out: The image features a plate of fish, a plate of vegetables, across northern China. It was built over several centuries, starting in the 5th century
and a plate of fried food. BC, and was completed in the 16th century. The wall was constructed to protect
the Chinese empire from invasions by various nomadic tribes from the north. The
Llama-2 wallis made of stone, brick, and wood, and it features a variety of architectural
In: What types of foods are in this image? styles, including watchtowers, fortresses, and gates. The Great Wall has become
Out: The image features a plate of fish, a plate of carrots, and a | an iconic symbol of Chinese culture and history, and it continues to be a popular
plate of bread. tourist destination for visitors from around the world

Figure 11. Qualitative Examples — Instruct-Tuned vs. Base LMs. We find that base LMs (e.g., Llama-2) have slightly better qualitative
performance compared to instruct-tuned LMs (e.g., Vicuiia v1.5). Unsurprisingly, instruct-tuned LMs sometimes generate more verbose
outputs. This verbosity can lead to hallucinations, such as in the monkey example on the left where the Vicuiia v1.5 model incorrectly
indicates that the man is also holding a knife. We additionally evaluate both models on an example from the BLIP-2 (Li et al., 2022) paper
(right). We find that the base Llama-2 model gives a more accurate response, such as correctly identifying the Great Wall of China, going
further to provide additional background information.
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A. Training Visually-Conditioned Language Models

TallyQA

In the following sections, we provide additional detail around our
VLM training procedure, including an expanded discussion of the
LLaVa v1.5 pretraining datasets we use throughout our work, concrete
implementation details for each component of the overarching VLM
architecture, and hyperparameters for VLM training. The following |
information is also made explicit in our VLM training codebase. 2D | 553t .\/’" \

VSR

A.1. Pretraining Dataset Composition \

As described in 2, we use the LLaVa v1.5 (Liu et al., 2023b) pre-
training datasets for the majority of our experiments. The dataset
is comprised of two unique subsets, with each subset used for the

OCID-Ref TextVQA

1 1M1 1 3 . 1 RefCOCOg RefCOCO
multi-stage training procedure described in ; during the first stage ercoco:
g v1s1on—lafnguage allgr?ment ) only the. projector I, 1s.tramed, freez- Llama-278 Mistral vt 78
ing the weights of the visual representation and LM. During the second -~ Vicufiavi57B == MistralInstruct vi 78

stage (“multimodal instruct tuning”), both F;, and the LM are trained.

Vision-Language Alignment. The first subset consists of images Figure 12. Do Better LMs Lead to Better VLMs? We
sourced from LAION (Schuhmann et al., 2021), Conceptual Captions  find that training VLMs from the recently released Mis-
(CC; Sharma et al., 2018), and SBU Captions (SBU; Ordonez et al., ~ tral vl and Mistral v1 Instruct LMs (Jiang et al., 2023)
2011) augmented with synthetically generated captions from BLIP offers Performa.nci on par with .VLM.S trained from
(Li et al., 2022), an early VLM optimized for captioning. As the goal Plama'—z and Vicufia v1.5, despite Mistral LMs see-
of this first stage of training is simply to initialize the projector F, ing gains over Llama-2 on language-only benchmarks
training is simple: given solely the image as input (e.g., no language such as MMLU (Hendrycks et al., 2021). Interestingly,

) . e Mistral LMs seem to produce VLMs that are naturally
Prompt prompt), try an.d generate the correspondlng caption; FO update stronger on localization tasks, possibly due to the much
Fy, we propagate gradients through the LM (freezing the weights). In stronger performance of Mistral LMs on coding and
total, this dataset consists of 558K (image, caption) pairs, where a mathematical reasoning tasks (Chen et al., 2021).
caption is no longer than a sentence.

Multimodal Instruct Tuning. The second subset consists of 665K multimodal instruct tuning examples. In order to induce
chat-like behavior and enable the VLM to perform specific tasks, Liu et al. (2023b) identify a set of “trigger prompts”
Uprompt TOT €ach dataset in the mixture; these trigger prompts take the form of an instruction (e.g., “Describe the image.” or
“Provide the bounding box coordinates for the region this sentence describes...”) with a corresponding target generation. The
multimodal instruct tuning examples are sourced as follows:

LLaVa Synthetic Data (158K). A synthetically generated dataset of conversations, fine-grained descriptions, and question-
answering data from Liu et al. (2023c), sourced by prompting GPT-4 (OpenAl et al., 2023) with image captions and object
bounding boxes from COCO (Lin et al., 2014). Because this dataset was explicitly generated following the “instruct” format
above, there is no need to define a separate trigger prompt.

Standard VQA Data (224K). A combination of visual question answering data sourced from the training sets of VQAv2
(general question answering; Goyal et al., 2017), GQA (spatial and compositional reasoning; Hudson & Manning, 2019),
OK-VQA (reasoning requiring external knowledge; Marino et al., 2019), and OCR-VQA (reasoning over text/logos in
images; Mishra et al., 2019). To encourage the VLM to generate responses of the appropriate format, LLaVa v1.5 defines
the following trigger prompt: “{Question}? Answer the question using a single word or phrase.”

Multiple Choice VQA Data (50K). Multiple choice visual question answering data sourced from A-OKVQA (requires
diverse external knowledge; Schwenk et al., 2022). As this is a multiple choice task, LLaVa v1.5 defines the following
trigger prompt: “{Question}? A. {Option A} B. {Option B} ... Answer with the option’s letter from the
given choices directly.”

Captioning Data (22K). Images and captions sourced from TextCaps (images with text/logos; Sidorov et al., 2020). LLaVa
v1.5 defines the following trigger prompt: “Provide a one-sentence caption for the provided image.”

Referring Expression Data (116K). Referring expression grounding (bounding box prediction) and region captioning data
sourced from RefCOCO (Kazemzadeh et al., 2014; Yu et al., 2016) and Visual Genome (Krishna et al., 2017). For bounding
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box prediction (localization), the model is tasked with producing normalized bounding box coordinates (as a natural
language string). For the localization task, LLaVa v1.5 defines the following trigger prompt: “{Referring Expression}
Provide the bounding box coordinates of the region this sentence describes.” For the inverse task (region
caption), LLaVa v1.5 defines a separate trigger prompt: “Provide the bounding box coordinate of the region
this sentence describes.”

ShareGPT (Language-Only) (40K). Language-only co-training data sourced from ShareGPT (ShareGPT, 2023), comprised
of user-uploaded conversations with ChatGPT. Similar to the LLaVa Synthetic Data described above, this data is already in
the expected “instruct” format, with no need for a separate trigger prompt.

A.2. Implementation — Architecture Components & Optimization

We implement our training codebase in PyTorch, leveraging its native Fully Sharded Data Parallel (FSDP; Zhao et al., 2023)
implementation to distribute training across GPUs. We train all models in BF16 mixed precision. In the following section
we provide additional details around each of the individual components of a VLM as described in

Image Processing & Visual Representations. We implement all image processing logic using the default image transforms
provided by torchvision and PyTorch Image Models (TIMM; Wightman, 2019). In addition to the resizing logic applied
by the various schemes we evaluate in , we normalize pixel values using the defaults defined by each pretrained
backbone (often the traditional ImageNet defaults).

The default backbone employed by all visual representation V,, that we evaluate in this work is a Vision Transformer (ViT;
Dosovitskiy et al., 2021); we extract patch features from the penultimate layer, following LLaVa (Liu et al., 2023b).

Vision-Language Projector. While the projector F, can be of arbitrary complexity, we opt to initialize a simple 2-layer
GELU MLP (Hendrycks & Gimpel, 2016) that projects each patch independently into the embedding space of the LM.

Language Models. To combine projected patch “embeddings” output from F);, with the language prompt embeddings
E4(uprompt) We perform simple sequence-wise concatenation, inserting the patch embeddings on the “left” of the prompt
embeddings. This follows the process by many prior VLMs (Liu et al., 2023b; Ye et al., 2023; Gao et al., 2023), and is akin
to prefix tuning (Li & Liang, 2021), where patch embeddings take the place of the randomly initialized prefix embeddings.

Prompting Base vs. Instruct-Tuned LMs. We use different prompting to accommodate instruct-tuned LMs (e.g., Vicuia
v1.5) and base LMs (e.g., Llama-2). For Vicufa v1.5, we use the expected chat format, consisting of a system prompt and
specially formatted “USER™ and “ASSISTANT” blocks. We use the same system prompt adopted in LLaVa v1.5 — “A chat
between a curious user and an artificial intelligence assistant. The assistant gives helpful, detailed, and polite answers to the
user’s questions.” The template for prompt formatting is then: (s) USER: {Input 1} ASSISTANT: {Response} (\s)

For base LMs (e.g., Llama-2), we elide the system prompt entirely: (s) In: {Input 1} Out: {Response} (\s)

A.3. Training Hyperparameters

We adopt the hyperparameters in for all our single-stage experiments (for both 7B and 13B) models. For multi-stage
pretraining (e.g., just for the experiments in ) we increase the batch size to 256 and learning rate to le-3 when training
the projector Iy, for vision-language alignment; we keep all other hyperparameters the same.

Table 1. Training Hyperparameters

Hyperparameter Value
Batch Size 128
Max Gradient Norm 1.0

Weight Decay 0.1

Learning Rate 2e-5
Optimizer AdamW
Scheduler Warmup & Cosine Decay

Warmup Ratio 0.03
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B. Evaluation Protocol

We provide additional details around our evaluation procedures, including how we prompt VLMs for evaluation tasks,
how we compute metrics for each evaluation task, and finally, providing further detail around how we compute statistical
significance when drawing conclusions. These procedures are also made explicit in our evaluation codebase.

B.1. Evaluation Procedures

Generating Responses. In order to run deterministic evaluations and fairly compare different models, we generate outputs
via greedy decoding; we note that this ensures consistency, but may lead to worse quality outputs compared to using other
LM generation strategies such as nucleus sampling or beam search.

Prompting VLMs for Individual Tasks. As evidenced by , different “trigger prompts” induce models to produce
outputs of a specific structure (e.g., short phrases for visual question answering evaluations such as VQAv2). In our
comparisons across models, we make sure to use the trigger prompts defined by the pretraining datasets, or in the original
works. Specifically, we use the trigger prompts in when evaluating our models and LLaVa v1.5, and those defined
in Dai et al. (2023) for InstructBLIP.

Computing Evaluation Metrics. For all of our open-ended visual question answering tasks (VQAv2, TextVQA, GQA,
and TextVQA), we report accuracy as computed by the official evaluation scripts. For TextVQA, we also run a variant of
the evaluation where VLMs are additionally prompted with input tokens parsed by an OCR-system. These numbers are
only reported at the end of the appendices ( ), and only to match the evaluation procedures used in the official LLaVa
v1/v1.5 and InstructBLIP works. The TextVQA evaluation in the main body of the paper are run only assuming access to
the image and question (without the OCR system inputs).

For our localization tasks, we report accuracy at the specific IoU thresholds defined in the official evaluations; for
RefCOCO/RefCOCO+/RefCOCOg this is 0.5 IoU (Yu et al., 2016), while for OCID-Ref this is 0.25 IoU (Wang et al., 2021).

Finally, for challenge tasks, we format each example as a multiple choice question and report accuracy; for VSR and POPE
this means two options (for True/False and Yes/No, respectively), for AI2D this means the four provided multiple choice
options, and for TallyQA, this means sixteen options (the numbers 0 - 15, inclusive).

B.2. Comparing Model Performance — Significance Testing

As addressed in $4, each evaluation task uses different metrics, with different relative scales, making direct comparison
challenging. We address this by computing normalized Z-scores for each model and evaluation (using the mean and standard
deviation across all models), and compute global scores by averaging across all 12 benchmarks. To draw conclusions around
the impact of a given design choice, we define two sets of models for comparison. The base set is reflective of the null
hypothesis with the default configuration, while the alternate set is reflective of the new design choice. For each pair of
models across the base and alternate sets, we compute the normalized performance difference, and perform a 1-sided Fisher
T-test to compute significance (p < 0.01).

B.3. Exhaustive Results

For completeness, we tabulate evaluation results for all models trained in this work. Open-ended VQA results are in s
Localization results are in , and Challenge Set results are in
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Table 2. All Results on VQA Benchmarks

Model VQAvV2 GQA VizWiz TextVQA+OCR TextVQA
Official Models

LLaVavl.57B 76.54 61.58 54.24 58.25 46.13
LLaVavl.5 13B 78.13 63.17 56.66 61.47 48.99
InstructBLIP 7B 76.12 48.41 32.02 28.01 33.54
InstructBLIP 13B 59.46 42.92 30.65 33.24 27.90
Reproduction & Optimization Procedure

LLaVa v1.5 7B (Reproduction) 76.80 62.28 51.26 57.91 46.44
LLaVa v1.5 13B (Reproduction) 77.78 62.91 54.83 59.60 48.74
Single-Stage 7B 77.09 62.57 54.33 56.87 44.45
Single-Stage 13B 77.96 63.17 56.37 59.30 48.03
Frozen ViT (Single-Stage) 77.09 62.57 54.33 56.87 44.45
Finetune ViT (Multi-Stage) 74.36 60.08 57.27 56.56 44.40
Finetune ViT (Single-Stage) 73.53 59.65 55.26 53.81 38.33
Visual Representation

IN1K ViT-L 224px 68.26 56.82 49.61 44.54 12.31
DINOv2 ViT-L 224px 66.29 55.64 48.37 44.70 12.62
CLIP ViT-L 224px 75.32 61.58 54.52 53.89 36.61
SigLIP ViT-SO 224px 76.32 62.15 58.82 55.75 40.50
Image Preprocessing

CLIP ViT-L 336px (Letterbox) 77.09 62.57 54.33 56.87 44.45
CLIP ViT-L 336px (Resize Crop) 717.07 62.29 58.15 58.06 48.83
CLIP ViT-L 336px (Naive Resize) 77.86 63.48 56.03 59.09 49.66
SigLIP ViT-SO 384px (Letterbox) 78.61 63.39 56.88 60.33 52.71
SigLIP ViT-SO 384px (Resize Crop) 77.57 62.23 58.10 58.40 50.41
SigLIP ViT-SO 384px (Naive Resize) 78.81 63.60 57.47 61.06 54.87
Ensembling Visual Features

CLIP 336px (Naive Resize) 77.86 63.48 56.03 59.09 49.66
DINOvV2 + CLIP 336px (Letterbox) 75.66 62.89 53.88 46.28 15.16
DINOvV2 + CLIP 336px (Naive Resize) 75.90 63.57 55.31 46.20 15.67
SigLIP 384px (Naive Resize) 78.81 63.60 57.47 61.06 54.87
DINOvV2 + SigLIP 384px (Letterbox) 78.66 63.81 59.00 58.77 50.11
DINOV2 + SigLIP 384px (Naive Resize) 79.18 64.33 61.06 60.31 52.18
Base vs. Instruct Tuned LMs

Vicufia v1.5 7B 77.09 62.57 54.33 56.87 44.45
Vicufia v1.5 13B 77.96 63.17 56.37 59.30 48.03
Llama-2 7B 77.08 62.44 55.98 55.24 44.92
Llama-2 13B 78.07 63.12 57.55 58.42 47.60
Better LMs

Mistral vl 7B 77.30 63.30 55.32 49.30 44.40
Mistral Instruct vl 7B 77.13 62.71 54.35 50.50 44.10
Co-training on Language Safety Data

Vicufia v1.5 7B 77.09 62.57 54.33 56.87 44.45
Vicuiia v1.5 7B (No Co-training) 77.08 62.90 44.81 57.59 44.55
Llama-2 7B 77.08 62.44 55.98 55.24 44.92
Llama-2 7B (No Co-training) 77.10 62.94 43.60 56.04 4545
Scaling Train Time

1 Epoch 77.09 62.57 54.33 56.87 44.45
1.25 Epochs 77.30 62.70 57.28 57.22 45.44
1.5 Epochs 77.54 62.75 56.37 56.42 45.63
2 Epochs 77.79 63.50 55.20 56.12 46.08
3 Epochs 77.17 62.96 56.20 54.01 45.69
Scaling Data

Base 77.09 62.57 54.33 56.87 44.45
Base + LRV 77.58 63.13 55.76 57.23 45.67
Base + LVIS-4V 77.96 62.43 5591 57.55 45.99
Base + LVIS-4V + LRV 78.33 63.60 56.01 59.06 46.86
Prism 7B

Prism-CLIP 7B (Controlled) 77.87 63.65 56.10 58.40 50.31
Prism-CLIP 7B 79.67 64.56 53.34 57.72 51.12
Prism-SigLIP 7B (Controlled) 79.12 63.98 58.99 60.11 55.79
Prism-SigLIP 7B 80.67 64.32 53.70 62.14 58.01
Prism-DINOSigLIP 7B (Controlled) 79.05 64.16 59.82 58.69 51.78
Prism-DINOSigLIP 7B 80.97 65.27 52.82 59.71 55.64
Prism 13B

Prism-CLIP 13B (Controlled) 78.83 64.10 57.09 61.10 52.22
Prism-CLIP 13B 80.38 65.07 56.47 61.56 53.40
Prism-SigLIP 13B (Controlled) 78.52 63.24 57.29 58.50 50.61
Prism-SigLIP 13B 80.68 64.56 57.63 60.09 54.28
Prism-DINOSigLIP 13B (Controlled) 80.07 65.14 56.61 61.20 54.10
Prism-DINOSigLIP 13B 81.66 66.13 58.01 62.89 57.08
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Table 3. All Results on Localization Benchmarks

Model RefCOCO  RefCOCO+  RefCOCOg  OCIDRef
Official Models

LLaVavl.5 7B 55.12 49.47 50.92 35.07
LLaVavl.513B 66.75 61.36 60.85 45.56
InstructBLIP 7B N/A N/A N/A N/A
InstructBLIP 13B N/A N/A N/A N/A
Reproduction & Optimization Procedure

LLaVa v1.5 7B (Reproduction) 60.54 54.34 56.31 41.75
LLaVa v1.5 13B (Reproduction) 64.79 59.32 59.33 44.48
Single-Stage 7B 64.08 58.19 58.03 44.58
Single-Stage 13B 68.98 63.59 61.64 44.89
Frozen ViT (Single-Stage) 64.08 58.19 58.03 44.58
Finetune ViT (Multi-Stage) 19.24 17.48 23.12 16.35
Finetune ViT (Single-Stage) 42.56 37.89 41.05 33.42
Visual Representations

IN1K ViT-L 224px 43.24 35.40 36.05 19.58
DINOv2 ViT-L 224px 28.65 20.72 24.75 8.33
CLIP ViT-L 224px 59.88 53.69 53.37 37.16
SigLIP ViT-SO 224px 57.94 51.90 53.31 37.42
Image Preprocessing

CLIP ViT-L 336px (Letterbox) 64.08 58.19 58.03 44.58
CLIP ViT-L 336px (Resize Crop) 54.31 49.14 49.43 40.82
CLIP ViT-L 336px (Naive Resize) 65.28 58.79 59.93 44.20
SigLIP ViT-SO 384px (Letterbox) 63.09 56.24 58.17 45.50
SigLIP ViT-SO 384px (Resize Crop) 53.29 47.63 50.18 39.27
SigLIP ViT-SO 384px (Naive Resize) 61.38 55.76 56.84 41.49
Ensembling Visual Features

CLIP ViT-L 336px (Naive Resize) 65.28 58.79 59.93 44.20
DINOv2 + CLIP 336px (Letterbox) 72.44 65.84 64.32 4741
DINOv2 + CLIP 336px (Naive Resize) 71.07 64.77 65.26 47.66
SigLIP ViT-SO 384px (Naive Resize) 61.38 55.76 56.84 41.49
DINOV2 + SigLIP 384px (Letterbox) 72.10 65.42 64.69 50.37
DINOV2 + SigLIP 384px (Naive Resize) 73.86 67.29 67.85 52.82
Base vs. Instruct Tuned LMs

Vicuila v1.5 7B 64.08 58.19 58.03 44.58
Vicuiia v1.5 13B 68.98 63.59 61.64 44.89
Llama-2 7B 65.24 59.47 58.78 43.89
Llama-2 13B 68.53 62.97 61.70 45.75
Better LMs

Mistral vl 7B 71.10 65.06 63.52 48.80
Mistral Instruct vl 7B 70.59 64.90 62.03 48.00
Co-training on Language Safety Data

Vicuiia v1.5 7B 64.08 58.19 58.03 44.58
Vicuiia v1.5 7B (No Co-training) 63.94 57.51 57.88 44.11
Llama-2 7B 65.24 59.47 58.78 43.89
Llama-2 7B (No Co-training) 64.26 59.30 57.99 42.17
Scaling Training Time

1 Epoch 64.08 58.19 58.03 44.58
1.25 Epochs 67.02 61.37 60.01 46.45
1.5 Epochs 68.62 62.81 61.21 47.23
2 Epochs 71.23 65.40 63.32 46.32
3 Epochs 71.79 66.94 63.87 46.25
Scaling Data

Base 64.08 58.19 58.03 44.58
Base + LRV 65.62 59.77 59.82 46.21
Base + LVIS-4V 63.91 58.82 5891 43.83
Base + LVIS-4V + LRV 64.94 5891 58.19 43.73
Prism 7B

Prism-CLIP 7B (Controlled) 66.42 60.14 60.56 44.12
Prism-CLIP 7B 71.98 66.96 66.18 44.65
Prism-SigLIP 7B (Controlled) 64.74 58.58 60.56 43.63
Prism-SigLIP 7B 70.92 65.73 65.46 48.08
Prism-DINOSigLIP 7B (Controlled) 73.62 67.85 66.34 50.56
Prism-DINOSigLIP 7B 77.78 73.08 71.04 54.12
Prism 13B

Prism-CLIP 13B (Controlled) 70.92 65.95 65.03 47.32
Prism-CLIP 13B 73.37 68.71 69.06 48.98
Prism-SigLIP 13B (Controlled) 59.21 53.33 54.66 40.44
Prism-SigLIP 13B 69.69 64.99 64.81 44.31
Prism-DINOSigLIP 13B (Controlled) 76.64 71.41 70.87 53.60
Prism-DINOSigLIP 13B 79.39 75.55 72.73 54.62
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Table 4. All Results on Challenge Benchmarks

Model VSR POPE  TallyQA  AI2D
Official Models

LLaVavl.5 7B 51.47 86.57 62.06 54.10
LLaVavl.513B 69.07 87.10 64.83 57.13
InstructBLIP 7B 58.92 84.30 15.51 32.90
InstructBLIP 13B 63.91 84.49 49.73 35.60
Reproduction & Optimization Procedure

LLaVa v1.5 7B (Reproduction) 52.95 86.57 60.87 54.43
LLaVa v1.5 13B (Reproduction) 65.38 86.94 64.13 56.81
Single-Stage 7B 51.47 86.57 61.63 54.85
Single-Stage 13B 70.05 87.00 63.26 57.25
Frozen ViT (Single-Stage) 51.47 86.57 61.63 54.85
Finetune ViT (Multi-Stage) 57.20 82.70 59.15 52.26
Finetune ViT (Single-Stage) 51.47 83.82 59.53 53.52
Visual Representations

INIK ViT-L 224px 51.47 82.08 52.95 50.01
DINOV2 ViT-L 224px 51.47 84.84 57.12 51.39
CLIP ViT-L 224px 51.47 85.80 59.09 53.90
SigLIP ViT-SO 224px 51.47 85.07 63.02 55.35
Image Preprocessing

CLIP ViT-L 336px (Letterbox) 51.47 86.57 61.63 54.85
CLIP ViT-L 336px (Resize Crop) 51.47 85.42 61.24 53.52
CLIP ViT-L 336px (Naive Resize) 51.47 87.01 62.90 54.43
SigLIP ViT-SO 384px (Letterbox) 51.47 86.78 64.83 54.84
SigLIP ViT-SO 384px (Resize Crop) 51.47 84.62 62.94 54.51
SigLIP ViT-SO 384px (Naive Resize) 51.47 86.52 65.47 54.89
Ensembling Visual Features

CLIP 336px (Naive Resize) 51.47 87.01 62.90 54.43
DINOV2 + CLIP 336px (Letterbox) 5147 87.70 63.99 52.07
DINOV2 + CLIP 336px (Naive Resize) 5147 87.29 65.02 52.52
SigLIP 384px (Naive Resize) 51.47 86.52 65.47 54.89
DINOV2 + SigLIP 384px (Letterbox) 51.47 87.89 67.19 55.43
DINOV2 + SigLIP 384px (Naive Resize) 51.55 88.30 67.63 54.82
Base vs. Instruct Tuned LMs

Vicuiia v1.5 7B 5147 86.57 61.63 54.85
Vicuna v1.5 13B 70.05 87.00 63.26 57.25
Llama-2 7B 63.67 86.74 59.22 55.31
Llama-2 13B 65.71 86.91 62.54 56.51
Better LMs

Mistral vl 7B 58.50 87.10 61.70 50.54
Mistral Instruct vl 7B 57.80 87.50 64.53 51.48
Co-training on Language Safety Data

Vicuiia v1.5 7B 51.47 86.57 61.63 54.85
Vicuiia v1.5 7B (No Co-training) 53.68 87.27 62.31 52.74
Llama-2 7B 63.67 86.74 59.22 55.31
Llama-2 7B (No Co-training) 67.18 86.88 57.17 53.87
Scaling Training Time

1 Epoch 51.47 86.57 61.63 54.85
1.25 Epochs 51.80 86.80 61.69 54.02
1.5 Epochs 51.55 87.78 61.67 53.74
2 Epochs 53.93 87.03 62.52 54.91
3 Epochs 54.99 86.86 62.30 52.52
Scaling Data

Base 51.47 86.57 61.63 54.85
Base + LRV 64.08 86.84 65.54 53.82
Base + LVIS-4V 51.47 86.98 62.60 53.40
Base + LVIS-4V + LRV 5491 87.27 63.74 54.87
Prism 7B

Prism-CLIP 7B (Controlled) 66.61 86.83 60.86 55.46
Prism-CLIP 7B 57.77 87.30 66.00 52.89
Prism-SigLIP 7B (Controlled) 65.14 87.07 64.54 55.48
Prism-SigLIP 7B 56.79 87.30 66.46 54.38
Prism-DINOSigLIP 7B (Controlled) 66.28 88.28 65.07 55.51
Prism-DINOSigLIP 7B 59.57 88.12 66.70 55.65
Prism 13B

Prism-CLIP 13B (Controlled) 65.96 86.96 65.71 56.64
Prism-CLIP 13B 71.85 87.23 69.37 55.82
Prism-SigLIP 13B (Controlled) 62.85 86.82 62.90 55.48
Prism-SigLIP 13B 64.57 87.50 68.95 55.95
Prism-DINOSigLIP 13B (Controlled) 71.85 88.50 66.09 57.72
Prism-DINOSigLIP 13B 72.18 88.07 70.41 57.96
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