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Abstract

The prevailing “trivia-centered paradigm” for
evaluating the cultural alignment of large lan-
guage models (LLMs) is increasingly inade-
quate as these models become more advanced
and widely deployed. Existing approaches typi-
cally reduce culture to static facts or values,
testing models via multiple-choice or short-
answer questions that treat culture as isolated
trivia. Such methods neglect the pluralistic and
interactive realities of culture, and overlook
how cultural assumptions permeate even 0s-
tensibly “neutral” evaluation settings. In this
position paper, we argue for intentionally cul-
tural evaluation: an approach that systemat-
ically examines the cultural assumptions em-
bedded in all aspects of evaluation, not just
in explicitly cultural tasks. We systematically
characterize the what, how, and circumstances
by which culturally contingent considerations
arise in evaluation, and emphasize the impor-
tance of researcher positionality for fostering
inclusive, culturally aligned NLP research. Fi-
nally, we discuss implications and future direc-
tions for moving beyond current benchmark-
ing practices, discovering important applica-
tions that we don’t know exist, and involving
communities in evaluation design through HCI-
inspired participatory methodologies.

1 Introduction

Language model-based applications are growing
in adoption across the world. To ensure they are
adopted responsibly and effectively, an understand-
ing of their cultural impacts and sensitivities is
important. Cultural misalignments in Al can per-
petuate stereotypes, marginalize underrepresented
voices, and fail to address the needs of diverse user
communities (Blodgett et al., 2020). In response,
the NLP and ML communities have begun to fo-
cus on culturally-aligned NLP, a subfield that aims
to develop and evaluate systems capable of under-
standing and appropriately applying cultural knowl-
edge in context (Adilazuarda et al., 2024; Liu et al.,

2024; Zhou et al., 2025). The overarching goal is
to create NLP systems (Bhatt and Diaz, 2024) that
can effectively respond to and operate within var-
ied cultural settings. In this paper, we concentrate
specifically on evaluation, as it increasingly shapes
the direction of LLM development and deployment
across diverse cultural contexts.

A key challenge, however, is that any decision
in the evaluation pipeline—no matter how tech-
nical or routine—can carry cultural assumptions
or consequences. For example, the tasks selected
for evaluation often reflect the developers’ cultural
context, which may not align with the needs of
users from different backgrounds (Hershcovich
et al., 2022). Metrics assumed to be universal, such
as what counts as “well-structured” writing, can
vary significantly across cultures. Even expecta-
tions around interaction style and communication
can differ (Folk et al., 2025; Ge et al., 2024), affect-
ing how users perceive model outputs.

Despite this, the community often overlooks
these cultural contingencies, focusing attention
only on the most obvious or explicit cultural ques-
tions (those labeled as “cultural tasks” or “multi-
lingual settings”). As a result, most current evalua-
tion practices reduce culture to static facts, trivia,
or proxies like nationality—primarily testing mod-
els through isolated factual questions or their per-
formance on culturally-cued prompts (Zhou et al.,
2025; Mukherjee et al., 2024). While knowledge
of cultural facts is important, it fails to recognize
the cultural contingencies embedded in seemingly
“neutral” evaluation choices.

In this position paper, we argue that every eval-
uative choice should be examined for culturally
contingent considerations, not just those in explic-
itly cultural domains. We argue for a shift toward
intentionally cultural evaluation: a systematic ap-
proach that foregrounds cultural context throughout
the evaluation process. By this, we mean making
the cultural context of every evaluative decision



explicit and deliberate, rather than leaving cultural
influences implicit or accidental.

We therefore systematically distinguish and dis-
cuss three key aspects of evaluation: (1) what is be-
ing evaluated, (2) how evaluation is carried out, and
(3) under what circumstances evaluation decisions
are made to illuminate where and how culturally
contingent considerations arise in each. In doing so,
we surface the cultural factors embedded in evalua-
tion choices. We further highlight the importance
of researcher positionality, noting that evaluation
is not neutral: it is shaped by who defines the tasks
and benchmarks, and by systemic pressures that of-
ten privilege English-centric or high-resource per-
spectives. These dynamics constrain the develop-
ment of research agendas grounded in diverse local
contexts, perpetuating inequities and limiting the
inclusiveness of NLP research.

This work is structured as follows: Following
this description of how any evaluative choice could
have a cultural component, we discuss why only the
obvious choices around “cultural tasks” or “multi-
lingual settings” get considered. We then system-
atically characterize the ways we can recognize a
cultually-contingent decision, including what the
evaluative target is (section 2), how evaluative goals
are framed (section 3), and in what circumstances
(section 4) the desideratum is defined. We then lay
out a research practice that realizes these goals with
situated researchers (section 5) and the implications
of this work (section 6).

Contributions. We find most evaluations reflect
a narrow set of cultural assumptions, shaped by
those who define the tasks and metrics. The design
of “what” gets evaluated is frequently informed by
dominant Anglocentric perspectives, reifying spe-
cific knowledge types and communicative norms
while marginalizing others. We show that standard
computational practices, such as static reference
examples or aggregate metrics, are poorly equipped
to assess culturally grounded variation, and argue
for reimagining these methods to support more flex-
ible, context-sensitive judgments of model quality.
Crucially, we contend that culture is not just content
but interactional: it emerges dynamically through
language use, social roles, and situational expecta-
tions. As such, evaluating only static outputs misses
key aspects of cultural behavior.

Finally, we call for greater reflection on the po-
sitionality of those evaluating. Evaluation of cul-
tural competence in NLP is not neutral — it is

shaped by the positionality of researchers and by
systemic biases embedded in the broader AI/ML
ecosystem. Researchers from lower-resource or
non-Anglophone contexts often face pressure to
conform to English-centric benchmarks to gain vis-
ibility, placing additional burdens on their work and
constraining the development of research agendas
grounded in local cultural contexts. This marginal-
ization limits the diversity of perspectives repre-
sented in NLP and reinforces existing inequities.

We propose building blocks for a systematic ap-
proach that centers cultural context throughout the
evaluation process. Futher, we suggest implications
for moving beyond decontexutalized methodolo-
gies toward more situated and culturally respon-
sive methods, surfacing “unknown unknowns,” and
co-constructing evaluation practices with affected
communities. We ground our suggestions using
findings from HCI studies. In doing so, we sup-
port a broader shift in NLP evaluation toward thick
evaluation (Qadri et al., 2025)—an approach that
prioritizes context-sensitive, community-aligned
assessments of Al systems.

2 What to evaluate

To move toward culturally intentional evaluation,
we must ask: What tasks contain important, cul-
turally contingent considerations? Current evalu-
ations suffer from (a) overly narrow conceptions
of ‘cultural’ tasks and (b) externally imposed def-
initions of relevance, thus failing to capture true
cultural competence in real-world contexts.

2.1 Narrow Definitions of ‘Cultural Tasks’

The reductive “culture as trivia” approach neglects
ways that complex culturally-contingent interaction
patterns or system behavior expectations should be
integrated into evaluation design.

Current evaluation practices lack recognition of
the fact that even if a task is not framed as ‘“‘eval-
uation of cultural alignment”, it may still be
culturally contingent and non-universal. Widely-
used benchmarks such as MMLU (Hendrycks et al.,
2021) and HELM (Liang et al., 2023), designed to
assess foundational LLM performance, are often
presented as culturally neutral and universally ap-
plicable. However, recent analyses demonstrate that
performance on these benchmarks in fact requires
considerable culturally contingent knowledge and
assumptions. Singh et al. (2025) found that 28% of
MMLU dataset requires culturally-sensitive knowl-



edge to answer correctly, demonstrating that ac-
counting for cultural context can change system
rankings.

This recognition compels us to expand our under-
standing of “cultural tasks” to include tasks whose
successful execution depends on cultural context,
knowledge, norms, and user expectations. Rather
than narrowly defining cultural elements and
then gradually designing complex applications,
the cultural evaluation community should pri-
oritize capturing real-world user scenarios that
embed cultural competence. This broader lens
also helps surface the “unknown unknowns” of
culturally aligned model behavior—dimensions of
interaction or expectation that remain invisible un-
der narrow definitions, yet become salient when
real-world cultural variation is considered.

This shift will incentivize models capable of the
“deep” cultural adaptations described by Resnicow
et al. (1999)—adaptations requiring understanding
of underlying social norms and contexts beyond
surface-level knowledge. A seemingly universal
task like email writing demands nuanced cultural
competence for effective cross-cultural communi-
cation. For example, in Korean professional set-
tings, emails to hierarchical superiors typically be-
gin with weather remarks and well-wishes to es-
tablish appropriate relational context, illustrating
how cultural competence extends beyond isolated
knowledge to contextual application.

2.2 Task selection reflects Western priorities

Cultural NLP evaluation often embeds implicit bi-
ases in determining which tasks are deemed rel-
evant or valuable. These biases extend beyond
model outputs to the earlier and more foundational
layer of task selection. While prior work on cul-
tural dominance has largely focused on disparities
in model responses across cultures (Wang et al.,
2024), we highlight the overlooked bias in deciding
what tasks to evaluate in the first place. As Hersh-
covich et al. (2022) argue through the concept of
“Aboutness,” cultural context shapes what is consid-
ered important. Yet, current benchmarks often treat
tasks as culturally neutral, applying them uniformly
without regard for differing communicative goals,
linguistic norms, or practical needs.

NLP evaluations routinely prioritize tasks rooted
in English-speaking, Western contexts—often by
adapting existing English benchmarks and fram-
ing non-English efforts as merely closing a “per-
formance gap.” This bias is reinforced when task

selection is based on user interaction data (Bhatt
and Diaz, 2024), which overwhelmingly reflects us-
age patterns in the U.S. and other Western nations
(Zhao et al., 2024).

This narrow framing has significant conse-
quences. Tasks meaningful primarily in West-
ern contexts are often overrepresented. Western-
prevalent tasks—Iike sentiment analysis of beer
reviews (Ji et al., 2020)—may be irrelevant in con-
texts where alcohol is prohibited. Even widely-used
tasks, such as long-form news summarization, may
hold less value in cultures where news is already
concise (e.g., Korea). Conversely, and more criti-
cally, tasks crucial in other cultural contexts re-
ceive disproportionately less attention. English
text refinement for non-English speakers—a vital
need for millions globally—is one such example,
often overlooked in mainstream evaluation.

Furthermore, for a specific task, the fopics on
which users engage with LLMs vary significantly
across cultural contexts. For example, Tamkin et al.
(2024) analyzed multilingual user interactions with
Claude.ai and found that topics such as economic
and social issues, or culturally specific content like
anime, were more prevalent in non-English conver-
sations compared to English ones. Similarly, Kirk
et al. (2024) found that identity factors such as
race, region, and gender have predictive power on
the kinds of topics users choose to discuss with
LLMs, even when conversation framing is con-
trolled. This extends to handling sensitive content:
alignment for religious issues in a Western context
(often focusing on Christianity) differs vastly from
needs in India (where Christianity is a minority re-
ligion) (Bhatt et al., 2022), and innocuous gestures
in one culture can be offensive elsewhere (Yerukola
et al., 2025).

To address these biases in task selection, we need
evaluation frameworks that actively incorporate di-
verse cultural perspectives in task selection and
design. This requires moving beyond simply adapt-
ing Western benchmarks toward building evalua-
tion methodologies that emerge from and reflect
the authentic needs and priorities of diverse user
communities. Only then can we develop LLMs that
truly serve the global population rather than inad-
vertently reinforcing existing power imbalances in
digital communication.



3 How to evaluate

Having established what to evaluate, we now ad-
dress how to evaluate these diverse desiderata.
Sometimes, what (section 2) can be feasibly evalu-
ated, is constrained by limitations in the how.

A major challenge in large-scale cultural evalua-
tion is “values pluralism,” the existence of diverse,
sometimes fundamentally irreconcilable perspec-
tives (Berlin, 1969). As datasets grow to encompass
more diverse sub-groups, core differences in per-
spective can render the aggregation across samples
less meaningfully representative of a coherent “cul-
ture” as a whole (Diaz and Madaio, 2024). This plu-
ralism creates significant challenges for developing
equitable and representative evaluation methods.

3.1 Reference examples are limiting

This challenge of values pluralism manifests even
in the simplest domains and evaluation metrics,
such as multiple-choice evaluation. For instance,
value alignment research, which aims to move be-
yond evaluating culture as mere trivia, often cap-
tures culture as perspective using demonstrative
examples of culturally variable preferences on per-
sonality, political, and opinion questions, typically
through questionnaires. For example, AlKhamissi
et al. (2024) frame cultural alignment in LMs as
the distributional similarity of LM answers to na-
tional populations on surveys like the World Values
Survey (Inglehart et al., 2000).

While such work also seeks to adapt model affin-
ity using interventions like persona-based prompt-
ing (Li et al., 2024b), the reliance on multiple-
choice opinion outputs is problematic. These out-
puts from LMs are notoriously noisy; Khan et al.
(2025) show how variations of opinions along
value scales vary just as much under semantically-
irrelevant stylistic modifications of the prompt
as they do under cultural conditioning. Further,
even when LMs authentically represent a dis-
tinct cultural perspective in their outputs, these
questionnaire-based methods may miss them. This
calls into question the fundamental construct va-
lidity of questionnaire-based evaluations (O’Leary-
Kelly and Vokurka, 1998; Davis, 2023).

Static sets of exemplars can be problematic
with more sophisticated metrics, too. Rich, context-
dependent trained metrics can vary in unpredictable
and task-dependent ways, with system scores that
are completely contradictory with the same met-
ric across different tasks. For example, Lum et al.

(2024) note how simple “trick tests” of gender bias
are not only not predictive of performance within a
real-world task—such as generating English learn-
ing lessons and writing bedtime stories—but scores
on these unrelated real-world tasks couldn’t predict
each other.

At the same time, reference-based evaluation, the
most common approach, has important limitations
when applied to cultural assessment. Many cultur-
ally problematic behaviors—such as blind spots,
stereotypical responses, or the severity of inappro-
priate outputs—cannot be adequately captured by
comparing model outputs to fixed reference an-
swers. Reference-based metrics encode only what
is predefined as “correct,” making it difficult to
detect implicit biases, undesirable defaults, or con-
sistent failures across related inputs (Saxon et al.,
2024). For example, Myung et al. (2024) show that
models frequently default to a narrow cultural arti-
fact (e.g., repeatedly mentioning “Seblak™ for West
Java queries), a pattern that standard evaluations
tend to overlook.

3.2 Quality notions are culturally contingent

The primary manifestation of values pluralism in
evaluation is that what constitutes “good” behavior
or desirable performance in an LM is itself cul-
turally contingent and inherently subjective. LM
evaluation often seeks to assess “good” outputs, but
there is no objective “good” when preferences are
diverse and deeply rooted in cultural contexts.

Consider, for example, what patterns in re-
sponses to opinion questions make them distinctly
American? Johnson et al. (2022) discuss how a
propensity of ChatGPT to frame discussions of
gun control legislation around individual liberties
is a predominantly American position. However,
this stance is neither uniquely nor comprehensively
American, since many Americans prioritize pub-
lic safety. Relying on a single viewpoint misses
internal diversity; robust evaluation should assess
an LM’s ability to articulate multiple perspectives
within and between societies.

Defining critical concepts for evaluation is also
problematic. Lee et al. (2024) found significant dis-
agreement on what constitutes hate speech even
among English-speaking countries. If consensus is
elusive even within the English language, univer-
sal classifiers or metrics for culturally-embedded
tasks become questionable. This suggests that a
bespoke metric tuned to the preferences of each
culture being tested might be necessary.



Furthermore, the interpretation and use of eval-
uation scales are culturally variable. Studies show
Chinese and Japanese raters prefer midpoint sat-
isfaction scores, unlike Americans who readily
provide high scores (Lee et al., 2002). This can
be partly explained by underlying cultural values,
as individualism, for instance, correlates with less
midpoint bias on rating scales, irrespective of the
question’s topic (Chen et al., 1995). This “extreme
response style” (Chun et al., 1974) impacts online
ratings across various domains and cultures (Bar-
bro et al., 2020; Alanezi et al., 2022), inevitably
influencing LM training and evaluation via human
preference feedback.

Culturally variable preferences extend to nu-
anced desiderata like writing styles. Western read-
ers often prefer concise, linear writing over dialecti-
cal styles sometimes favored in East Asia (Kaplan,
1966; Shahid et al., 2024), with variations even
within the Anglosphere (Oprea and Magdy, 2020).
Complex qualitative desiderata like naturalness, en-
gagingness (Zhong et al., 2022), or likeability (Liu
et al., 2023) are culturally variable and hard to
transfer across languages, especially from WEIRD
contexts. Naive transfer risks unfairly penalizing
outputs aligned with local, non-WEIRD norms.

3.3 Standard metrics are improperly situated

The limitations of standard evaluation met-
rics—such as accuracy, F1, or ROUGE—are in-
creasingly apparent in the context of cultural align-
ment. These metrics are decontextualized by design
and assume a single correct or optimal output, an
assumption fundamentally misaligned with cultur-
ally situated interactions that require a plurality
of valid responses (Qadri et al., 2025). Evaluating
against a single reference point not only obscures
cultural complexity but also risks penalizing cul-
turally attuned variations that fall outside domi-
nant norms. Even culturally-specific metrics, if not
properly situated, tend to capture preferences in iso-
lation while overlooking the broader spectrum of
context-dependent user behavior, interaction styles,
and emergent practices that constitute genuine cul-
ture. Addressing these limitations calls for a funda-
mental shift in our evaluation paradigms—moving
beyond incremental tweaks toward deeper, struc-
tural changes, such as the pluralistic frameworks
proposed by Sorensen et al. (2024).

Beyond investing in diverse representative sam-
ples, we need diverse representative metrics in or-
der to fully model the diverse needs of culturally

diverse users. Metrics are able to express many
desiderata in a way that samples alone cannot.

4 In what circumstances to evaluate

NLP evaluation often misses the inherent cultural
contingency of human-Al interaction patterns.

4.1 Culture is more than language

Language often serves as a proxy for cultural vari-
ation (Wang et al., 2024; Li et al., 2024a). Typi-
cal experimental setups involve posing identical
culturally-grounded queries or tasks in multiple
languages and examining if model performance
remains consistent (Myung et al., 2024; Shafayat
et al., 2024; Jin et al., 2024). As demonstrated in
these studies, language selection plays a significant
role in evaluation-tracked performance. However,
disparity in performance by language exists even
on ostensibly non-cultural tasks such as common
concept image generation (Saxon and Wang, 2023).
Although verifying consistent performance across
languages is important, simple performance match-
ing over aligned translated inputs misses critical
cultural information.

Language differences effect subtle aspects of out-
puts such as information density, factual complete-
ness, and nuance. A recent study (Shafayat et al.,
2024) evaluating the factuality of model outputs for
culturally-oriented questions found that changing
the language altered both the number and informa-
tional density of generated facts. This highlights a
significant limitation of current “objective” metrics,
which often overlook these nuanced linguistic and
informational differences. Qualitative and compar-
ative methods are essential to accurately capture
these subtle yet important changes.

Second, language usage is fundamentally shaped
by social and cultural factors, affecting both lin-
guistic form and communicative style. Evaluations
currently overlook how effectively models handle
these culturally embedded linguistic norms (Hovy
and Yang, 2021; Hershcovich et al., 2022). For ex-
ample, Korean features a complex honorific system
reflecting social hierarchies (Brown, 2015). Eval-
uating model outputs in Korean contexts thus re-
quires assessing not just informational correctness
but also whether responses adhere to culturally ap-
propriate norms of politeness and formality, consid-
erations less prominent in languages like English.
Similarly, an LLM responding with the Korean
phrase “Z-& Z20|of!” (Good question!) might



“When you speak informally to ChatGPT, it now
replies informally too, haha. I used to think of Chat-
GPT as my assistant, but when it suddenly spoke in-
formally, I felt a bit offended, lol. I guess now I need
to start thinking of it as more of a friend.” *

“Originally posted in Korean on a public online
forum. Source: https://www.clien.net/service/
board/park/18463114

Figure 1: A Korean user reflects on ChatGPT’s unex-
pected use of informal speech, noting a shift in their
perceived social relationship with the model. This illus-
trates the importance of speech-level appropriateness in
culturally sensitive language generation.

be grammatically correct, but may feel overly di-
rect or unnatural, mirroring English conversational
patterns rather than typical Korean interactional
styles. Such mismatches clearly indicate failures of
cultural alignment, even if the task’s primary goal
(e.g., answering a question) is met. Current evalu-
ations typically restrict consideration of linguistic
nuances to tasks like translation, neglecting them
in instruction-following or question-answering sce-
narios where task-specific metrics dominate.
Intentionally cultural evaluation can be achieved
by moving beyond narrow performance metrics to
consider: (1) nuanced linguistic and informational
differences that emerge across languages, and (2)
the critical influence of social and cultural con-
texts on language form and use. These concerns ex-
tend beyond isolated linguistic choices and individ-
ual utterances, pointing toward broader, culturally-
shaped interaction patterns. This brings us to the
next evaluation circumstance: interaction style.

4.2 Interaction Style should be evaluated.

Since the introduction of LLMs, especially Chat-
GPT and other web-based agents, conversational
interactions have rapidly become the “default” in-
teraction style for human-LLM engagement. This
shift towards conversational, general-purpose chat-
bot models has fundamentally altered the landscape
of evaluation, necessitating a more nuanced under-
standing of how interaction patterns themselves are
culturally situated. Therefore, to evaluate LLMs
for cultural alignment, we need to consider envi-
ronmental and cultural differences not only in lan-
guage but also at the interaction level. However,
current cultural NLP research largely overlooks

these nuanced interactional dynamics.

Cultural dynamics profoundly shape these
human-Al interactions. Users from different back-
grounds vary in their input styles, such as
prompt directness across high and low-context cul-
tures (Haoyue and Cho, 2024). Misinterpreting
these culturally-specific instruction cues can cause
LLMs to misunderstand intent and reduce conver-
sation quality (Chaves and Gerosa, 2021), creating
disadvantages, especially in multi-turn interactions.
Concurrently, users hold culturally grounded ex-
pectations for the AI’s behavior and role, includ-
ing politeness—as seen with Korean users seeking
workarounds to ensure models maintain formality
Figure 1—and the desired relational nature of the
interaction, with some East Asian users seeking
more rapport than typically task-focused Western
users (Folk et al., 2025; Ge et al., 2024). How LLM
manages these interactional styles significantly im-
pacts user satisfaction and perceived quality.

However, the way these cultural interaction
style differences affect model performance is a
major gap in current evaluation frameworks.
While many studies report performance variations
across languages (Myung et al., 2024; Shafayat
et al., 2024; Jin et al., 2024), the specific im-
pact of culturally diverse interaction patterns re-
mains largely unexplored. We lack comprehensive
datasets representing diverse human-model inter-
actions across cultures. Despite efforts like LM-
SYS (Zheng et al., 2023), Chatbot Arena (Chiang
et al., 2024), and WildChat (Zhao et al., 2024) col-
lect “in-the-wild” interactions of users, these col-
lections remain dominated by Western perspectives
(53.7% of WildChat logs are English queries, with
21.6% of IP addresses from the United States and
more than 40% from Western countries).

This research gap is particularly concerning
given that models demonstrate high sensitivity
to prompt structure and phrasing (Dominguez-
Olmedo et al., 2024; Zhu et al., 2023; Pezeshkpour
and Hruschka, 2024; Zhuo et al., 2024; Salinas
and Morstatter, 2024). Users whose natural com-
munication patterns diverge from those dominant
in training data may face consistent disadvantages
in model performance and responsiveness, effec-
tively experiencing a “cultural prompt engineer-
ing tax” that others do not. Current approaches
often place adaptation burdens on users rather than
models (e.g., “if the model isn’t performing well,
you’re not prompting it correctly.”) This expec-
tation, that users should conform to the model’s


https://www.clien.net/service/board/park/18463114
https://www.clien.net/service/board/park/18463114

preferred communication patterns rather than vice
versa, demands critical rethinking.

Such cultural misalignments can have severe im-
pacts, for example user alienation, trust erosion,
and system abandonment by users from specific
cultural backgrounds (Adilazuarda et al., 2024).
This can create a self-reinforcing cycle: models be-
come increasingly optimized for the cultural inter-
action patterns of those who continue to use them,
while simultaneously becoming less accessible to
others. Moreover, this dynamic risks what Jones
et al. (2025) describe as “hegemonic interactional
norms,” where models trained predominantly on
English-language data from Western contexts im-
plicitly impose particular communication patterns
on users from different backgrounds.

Therefore, evaluation frameworks must evolve
to account for culturally diverse interaction styles.
This means asking not only whether a model per-
forms well overall, but whether it does so equitably
across different cultural patterns of engagement.
Addressing this requires: (1) collecting data on how
users from diverse backgrounds naturally interact
with LLMs—including turn-taking, request styles,
and conversational repair; (2) analyzing how cul-
tural expectations shape perceptions of response
quality; and (3) developing interaction-focused
metrics that assess a model’s adaptability, identify-
ing and mitigating performance disparities across
interaction styles.

5 Situated Researchers

Beyond the technical questions of what and how
to evaluate cultural alignment lies a deeper set
of socio-political questions concerning who per-
forms this evaluation and within what kind of re-
search ecosystem. The very practice of culturally-
aligned evaluation is shaped by the positionality
of researchers and the systemic biases embedded
within the broader AI/ML community.
Researchers from non-Anglophone cultures face
an implicit pressure: to gain visibility and legit-
imacy, their work must often first engage with
English-centric tasks and benchmarks. Even when
the researchers have a specific issue that they want
to deal with, that they found in their linguistic con-
text, this reality imposes an extra layer of labor to
either 91) do parallel research (e.g., building two
sets of dataset; one of their own the other English)
or (2) first start with English to establish as a legiti-
mate task and then move on to their own languages.

However, language cannot be separated from
culture. Just translating the problem at hand to En-
glish, or finding a similar problem in English may
not be sufficiently useful for the actual problem
they first started out. For example, relationship in-
ference based on dialogues between two Koreans
may be uniquely difficult due to the linguistic char-
acteristics of Korean, such as frequent omission of
the Subject, or Terms of Address that have unique
social connotations etc., while it is less of a problem
in other languages. This kind of research ecosystem
might actually be the real bottleneck of developing
culturally aligned LLMs. It potentially hinders the
development of research agendas truly grounded in
diverse local contexts.

The field’s reliance on standardized benchmarks
(e.g., GLUE, BigBench, MMLU) to characterize
model capability and research value reinforces
a subtle form of epistemic injustice. =~ Knowl-
edge systems and problem formulations rooted in
non-dominant contexts are often treated as periph-
eral—framed as “extensions” like ‘“benchmarks
for X language”—rather than valued on their own
terms. This reflects an implicit belief in the author-
ity of dominant research centers to define legitimate
knowledge, pressuring global researchers to con-
form by translating or adapting to English-centric
benchmarks. In doing so, the current system risks
marginalizing diverse epistemologies while treat-
ing English not merely as a lingua franca, but as
the default arbiter of relevance and validity.

A meaningful shift in NLP evaluation thus re-
quires more than new datasets or metrics. Evalu-
ative choices—what to measure, how, and why—
are shaped by positionalities, not objective truths.
Focusing on simple trivia to characterize culture,
while treating all “non-cultural tasks” as universal
hides bias behind a false veneer of objectivity. We
need to recognize our positionality and seek out
culturally-contingent aspects to all evaluation do-
mains, and embrace the inherently cultured nature
of LM use. Only through this kind of multi-layered
reflection can we hope to build NLP systems that
are not only culturally meaningful but also globally
inclusive. One approach is to ensure that dataset
construction and evaluation criteria are informed by
the specific social, linguistic, and cultural contexts
in which they are developed. By embedding these
contextual considerations into the design of evalu-
ation protocols, we move toward developing NLP
systems that are not only more culturally attuned
but also more inclusive on a global scale.



6 Implications and Future Directions

Beyond decontexualized measures. While exist-
ing benchmarks serve as useful tools for comparing
models’ general abilities (section 2), they often fall
short in evaluating how models perform in real-
world, culturally situated contexts. Inspired by be-
havioral testing approaches like CheckList (Ribeiro
et al., 2020), which systematically probe linguistic
capabilities through targeted test cases, we propose
extending existing “universal” benchmarks with ex-
plicit dimensions of cultural capability. By incorpo-
rating tests for “cultural alignment failures”—such
as how models handle culturally specific communi-
cation norms, contextually appropriate responses,
or regionally relevant content.

At the same time, as we discuss in subsection 3.3,
reference-based evaluation has limitations when
applied to cultural assessment because it cannot
adequately capture undesired default behaviors or
measure the severity of the “inappropriateness,” not
reflected in the reference. To address these gaps, we
need benchmark designs that move beyond static
references and instead take a more holistic view
of model behavior. This includes explicitly assess-
ing the acceptability and severity of cultural mis-
alignments, and systematically surfacing patterns
of bias or insensitivity. Only with such frameworks
can we meaningfully assess—and ultimately im-
prove—models’ cultural understanding at scale.

Discovering ‘“Unknown Unknowns” As dis-
cussed in Section 2, a major challenge in evalua-
tion is surfacing “unknown unknowns”—culturally
meaningful tasks, interaction behaviors, and pref-
erences that we currently do not know exist. To
uncover these gaps, we need richer data on real
user interactions, especially from underrepresented
cultures. While resources like WildChat (Zhao
et al., 2024), LMSys (Zheng et al., 2023), and An-
thropic’s Clio project (Tamkin et al., 2024) provide
useful insights, current datasets remain limited in
both cultural coverage and openness. More open,
diverse interaction data is urgently needed.
Addressing unknown unknowns also requires
methodological support. Collaborating with HCI re-
searchers can help; for example, interactive systems
have been developed to visualize data gaps and
guide human-in-the-loop data collection (Yeh et al.,
2025). Beyond building technical tools, the field
needs empirical studies on why NLP researchers
overlook these gaps and what practical interven-
tions can help. Understanding these barriers is key

to building more reflective and culturally robust
evaluation practices.

Toward Stakeholder-Centered Evaluation De-
sign. To support more culturally responsive eval-
uation practices, we must begin by identifying and
centering those most directly impacted by NLP
systems (subsection 2.1). Following Smith et al.
(2024), evaluation should involve stakeholders who
can define appropriate behavior in context.

HCI research highlights the need for cultur-
ally sustaining practices that foreground commu-
nity voices from the start (Anderson-Coto et al.,
2024). Value-sensitive and participatory design ap-
proaches further warn against universalist assump-
tions, emphasizing that values and evaluation stan-
dards must be situated in specific cultural con-
texts (Friedman, 1996; Borning and Muller, 2012).

Recent research at the intersection of NLP and
HCI, show that engaging stakeholders in the evalu-
ation process can help surface overlooked dimen-
sions of cultural representation, such as missing-
ness or connotation (Qadri et al., 2025). Building
on this, we advocate for frameworks that go beyond
simply diversifying annotators: stakeholders should
help define tasks, criteria, and standards for evalua-
tion through collaborative processes. This partici-
patory approach better aligns NLP evaluation with
the real needs and values of affected communities.

7 Conclusion

We have argued that evaluation in language tech-
nology is never culturally neutral, and that every
choice—explicit or implicit—carries cultural con-
sequences. Our analysis shows that conventional
evaluation practices, from task and metric selec-
tion to benchmarking standards, often obscure or
marginalize diverse cultural realities. To move be-
yond these limitations, we advocate for culturally
intentional evaluation: an approach that makes
cultural context visible, explicit, and central at ev-
ery stage of the evaluation pipeline. By centering
positionality, engaging with affected communities,
and embracing context-sensitive, “thick” evalua-
tion practices, the NLP community can develop
more equitable, representative, and impactful lan-
guage technologies. We hope this work catalyzes
further reflection and action, inviting researchers
to critically reexamine and reimagine the cultural
assumptions embedded in their evaluation prac-
tices, and to co-create more inclusive and respon-
sive models for the world’s linguistic diversity.



Limitations

While we advocate for a theory-driven and cul-
turally intentional approach to evaluation in NLP,
several limitations should be noted. First, this paper
does not aim to be an exhaustive survey of all work
in evaluations of cultural alignment or related fields.
Readers seeking comprehensive overviews may re-
fer to recent surveys such as Pawar et al. (2024) or
Liu et al. (2024). Additionally, our primary focus
is on the evaluation of LLMs, which means that
broader issues in language technology and culture
are not discussed in detail.

As a position paper, our aim is to provoke discus-
sion and outline future research directions, rather
than to offer comprehensive solutions or empirical
evaluations. We encourage further work that oper-
ationalizes these principles in a broader range of
cultural, linguistic, and technological settings.
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A Use of AI Assistant

We used ChatGPT web assistant (ChatGPT Pro) !
to refine the writing of the manuscript.

"https://chatgpt.com/
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