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Abstract

Mechanistic interpretability focuses on reverse engineering the internal mecha-1

nisms learned by neural networks. We extend our focus and propose to mechanisti-2

cally forward engineer using our framework based on Concept Bottleneck Models.3

In the context of long-term time series forecasting, we modify the training objective4

to encourage a model to develop representations which are similar to predefined,5

interpretable concepts using Centered Kernel Alignment. This steers the bottleneck6

components to learn the predefined concepts, while allowing other components7

to learn other, undefined concepts. We apply the framework to the Vanilla Trans-8

former, Autoformer and FEDformer, and present an in-depth analysis on synthetic9

data and on a variety of benchmark datasets. We find that the model performance10

remains mostly unaffected, while the model shows much improved interpretability.11

Additionally, we verify the interpretation of the bottleneck components with an12

intervention experiment using activation patching.13

1 Introduction14

Transformers show great success for various types of sequential data, including language [Devlin,15

2018, Brown, 2020], images [Dosovitskiy et al., 2021, Liu et al., 2021], and speech [Baevski et al.,16

2020]. Their ability to capture long-term dependencies has triggered substantial interest in applying17

them to time-series, which are naturally sequential, and in particular to the challenging task of18

long-term time series forecasting. Transformer-based architectures, indeed, often show superior19

performance on this task [Zhou et al., 2021, 2022, Wu et al., 2021, Ni et al., 2023, Chen et al., 2024],20

for an overview we refer to Wen et al. [2023].21

However, due to their deep and complex architecture, transformers are difficult to interpret, which is22

especially important in high-stakes domains such as finance and energy demand prediction. There is23

a large body of work in the field of explainable AI to interpret neural networks [Bereska and Gavves,24

2024], or increase their interpretability, including the approach of Concept Bottleneck Models (CBMs;25

Koh et al., 2020). This approach relies on the idea of constraining the model such that it first predicts26

human-interpretable concepts, and then uses only these concepts to make the final prediction. CBMs27

and their variants have become popular in various fields, especially in computer vision, but are so far28

unexplored in the context of time series forecasting.29

In this paper, we propose a training framework to make any time series transformer into a Concept30

Bottleneck Model using time-series specific, yet domain-agnostic concepts, as shown in Figure 1. A31

key aspect of our training framework is to leave the model’s architecture intact, while encouraging the32

learned representations to be similar - but not identical - to the interpretable concepts. We measure33

similarity with Centered Kernel Alignment (CKA; Kornblith et al., 2019) and include it in the loss34

function. The first concept is a simple, linear surrogate model and the second is time information (e.g.35

hour-of-day). Note that we propose a global interpretability method, which improves identifying36
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Figure 1: Overview of the concept bottleneck framework. The bottleneck is one encoder layer
which is trained to be similar to pre-defined, interpretable concepts. The residual stream around the
bottleneck is removed, such that all information passes through the bottleneck.

and localizing high-level concepts in the model’s internal mechanisms, and is not comparable to37

local post-hoc interpretability methods such as SHAP, LIME, or attention-based visualizations which38

explain individual predictions.39

We apply our concept bottleneck framework to three types of models: Vanilla Transformer [Vaswani40

et al., 2017], Autoformer [Wu et al., 2021] and FEDformer [Zhou et al., 2022]. Across extensive41

experiments on seven datasets, we show that our setup results in models that are more interpretable42

while the overall performance remains largely unaffected – in many cases surpassing results from43

the original Autoformer paper. Furthermore, we explicitly test the faithfulness of the obtained44

interpretations with an intervention study using activation patching.45

Our contributions are summarized as follows:46

1. We propose a novel training framework to increase the interpretability of transformers for47

time series.48

2. We demonstrate the feasibility of applying this framework to time-series transformers by49

conducting extensive experiments on three types of transformers and seven datasets, and50

identify interpretable concepts in each of these transformers.51

3. We assess the faithfulness of the interpretability analysis by performing an activation52

patching experiment, and obtain evidence that the identified components (in the concept53

bottleneck) indeed have the hypothesized unique and causal role in the predictions of the54

target model.55

2 Background and Related Work56

This paper combines and builds upon foundational works from different fields, including CBMs,57

knowledge transfer with CKA and time series transformers. CBMs have been applied to time series58

before [Ferfoglia et al., 2024], but not with the same interpretable concepts. Likewise, the similarity59

index CKA has been used before to transfer knowledge between models [Tian et al., 2023], yet, to60

the best of our knowledge, it has not been used to construct a CBM. This makes our work a unique61

contribution at the intersection of (mechanistic) interpretability, concept learning, and time series62

forecasting.63

2.1 Concept Bottleneck Models64

Concept Bottleneck Models (CBMs; Koh et al., 2020) have emerged as promising interpretable65

models [Poeta et al., 2023]. The concept bottlenecks constrain the model to first predict interpretable66

concepts, and then use only these concepts in the final downstream task. They are shown to be useful67

in multiple applications, such as model debugging and human intervention. The bottleneck allows for68

explaining which information the model is using and when it makes an error due to incorrect concept69

predictions.70
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One of the shortcomings of standard CBMs is that concept annotations are needed during training71

to learn the bottleneck, and concept labels do not necessarily contain all information needed to72

accurately perform the downstream task, and can therefore decrease the task accuracy [Mahinpei73

et al., 2021]. Therefore, Zarlenga et al. [2022] propose Concept Embedding Models, where concepts74

are represented as vectors, such that richer and more meaningful concept semantics can be captured.75

CBMs and their variants are usually applied to the field of computer vision, and less frequently to76

natural language [Tan et al., 2024], graphs [Barbiero et al., 2023] or tabular data [Zarlenga et al.,77

2022]. In principle, the methodology can be applied to time series as well, but defining high-level,78

meaningful concepts is challenging. Ferfoglia et al. [2024] use Signal Temporal Logic (STL) formulas79

as concept embeddings for time series to convert them into natural language, and use these concepts80

as bottleneck for anomaly detection.81

2.2 Knowledge Transfer with Centered Kernel Alignment82

Inspired by neuroscience, CKA measures the similarity between different representations from83

neural networks [Kornblith et al., 2019]. CKA captures intuitive notions of similarity between84

representations. To obtain the score, firstly, the similarity between every pair of examples in each85

representation separately is measured using a pre-defined kernel, and then the obtained similarity86

structures are compared. We refer to Kornblith et al. [2019] for more details.87

The CKA score can be used to transfer knowledge between different models when included in the loss88

function Tian et al. [2023]. In this work, the authors study knowledge distillation between a teacher89

and student model, and incorporate CKA into the loss function to transfer feature representation90

knowledge from the pretrained model to the incremental learning model [Parisi et al., 2019].91

2.3 Time Series Transformers92

Time series transformers for long-term time series forecasting, such as the Autoformer and FEDformer,93

obtain two types of input: (1) data values X ∈ RI×d, and (2) timestamps T ∈ RI×4. More94

specifically, they can be regarded as a function f : RI×d × RI×4 × RO×4 → RO×d, where I is the95

number of input time steps, O is the number of future time steps, and d is the number of variables in96

the time series. The additional four dimensions of timestamps T represent four time features, namely97

hour-of-day, day-of-week, day-of-month, and day-of-year. The future timestamps are also provided,98

for which the model should forecast the future data values. Note that we explicitly introduce a99

notation for the timestamps to later define the CKA scores and the intervention.100

3 Method101

We propose a training framework to make any transformer model interpretable by including a102

bottleneck based on knowledge transfer with CKA [Kornblith et al., 2019], as shown in Figure 2. The103

main idea is that we assign one of the encoder layers to be the concept bottleneck; representations in104

the bottleneck are subject to a soft constraint of being as similar as possible to predefined interpretable105

concepts. To this end, we calculate CKA scores with the interpretable concepts, and include these106

scores in the loss function.107

3.1 Loss Function108

The loss function should encourage the model to represent the interpretable concepts in the bottleneck109

layer. Therefore, we add a term LCKA based on the CKA scores of the bottleneck and the interpretable110

concepts (Eq. 2). In particular, low similarity between the bottleneck and the interpretable concepts111

results in a higher value for LCKA. The total loss function LTotal (Eq. 1), then, is a weighted average112

of the Mean Squared Error (MSE) loss LMSE and the CKA loss LCKA:113

LTotal = (1− α) LMSE + α LCKA, (1)

LCKA = 1− 1

c

c∑
i=1

CKAi, (2)

where α is a hyperparameter, c is the number of concepts, and CKAi ∈ [0, 1] is the CKA score (see114

Section 3.2) between the model’s representation and concept i.115
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Figure 2: Architecture of a transformer with a concept bottleneck in the attention mechanism (blue)
or the FF network (red). Note that the residual connection is removed at the location of the bottleneck
(and the residual stream thus interrupted). Visualisation inspired by Rai et al., 2024.

3.2 Interpretable Concepts in the Bottleneck116

In this section, we describe how to calculate the CKA score to measure the presence of a concept.117

We refer to Appendix B for a more detailed description of the concept bottleneck framework.118

Location bottleneck. We assign one encoder layer to be the bottleneck layer, because the encoder119

focuses on modelling seasonal information. Within the bottleneck layer, the latent representations can120

be taken from two different types of blocks: the attention block (τ = Att) and the feed-forward block121

(τ = FF ). These two options are illustrated in Figure 2. We assign c interpretable concepts over the122

latent representations, with the goal of teaching the corresponding model component to represent the123

pre-defined interpretable concepts.124

Since the attention block is multi-headed, different heads naturally form the components of the125

attention bottleneck. Moreover, the components need to be divided between the heads, which would126

be convenient when the number of heads is a multiple of the total number of concepts to maintain a127

uniform concept per head ratio. For the feed-forward bottleneck, we define the components to be128

slices from its output, such that stacking the components results in the original output.129

Interpretable concepts. For the real-world time series, we use two domain-agnostic interpretable130

concepts which can be used for forecasting, namely: (1) a simple, human-interpretable surrogate131

forecasting model, (2) the input timestamps recorded with the time series.132

1. We use a simple autoregressive model (AR) as a surrogate model, which predicts the next133

future value as a linear combination of its past values. This model is transparent, and the134

attribution of each input feature to the output can be simply interpreted by its weight. This135

concept can also be regarded as a baseline for the forecasting performance. The model is fit136

to the same training data as the transformer.137

2. We use the hour-of-day feature from the timestamps T as interpretable time concept, denoted138

by Thourofday . This provides the bottleneck with a simplified notion of time.139

Removal of residual connection. Any transformer layer contains residual connections around the140

attention and feed-forward blocks. To ensure that all information passes through the bottleneck, we141

remove the residual connection around the bottleneck, potentially at the cost of a loss in performance.142

Otherwise, any concept, including the interpretable concepts, can be passed through the residual143

connection and compromise the bottleneck.144

In the scenario that the number of components is equal to the number of interpretable concepts145

(c = 2), the construction of the bottleneck limits learning domain-specific features from the data,146

other than the interpretable concepts. Therefore, we perform experiments where we allow an extra147

component in the bottleneck to not learn any pre-defined concept (c = 3). In other words, the extra148

component serves as a side-channel or free component, on which no CKA loss is calculated. The free149

component may partly restore the information lost by removing the residual connection, but with the150

advantage that we can monitor which information goes through it, and even visualize it (as in Section151

4.3.2).152
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3.3 Implementation details.153

In our experiments, we use transformer models with three encoder layers, of which the bottleneck154

layer is at position ℓ = 2. Similar to the original Autoformer paper, we use one decoder layer, employ155

the Adam optimizer [Kingma and Ba, 2017] with an initial learning rate of 10−4, and use a batch156

size of 32. The training process is early stopped within 25 epochs. All experiments are repeated five157

times on different seeds, using hyperparameter α = 0.3. Each model is trained on 1 Nvidia GeForce158

GTX 1080 Ti with 30 GB for approximately 30 minutes.159

4 Experiments160

We evaluate our framework on three models and seven datasets, including synthetic and real-world161

data. The six real-world benchmarks consider the domains of energy, traffic, economics, weather,162

and disease, similar to Wu et al. [2021]. These datasets are multivariate, and the task is to predict the163

future values of all variates. For example, the electricity dataset consists of hourly measurements164

of the electricity consumption of 321 customers from 2012 to 2014. For more information on the165

datasets, we refer the reader to Appendix A. We apply the experiments to the Vanilla Transformer,166

Autoformer and FEDformer. First, we train a simple AR model on the same data, so that its outputs167

can be used to align the representations of the bottleneck. Then, we train the transformers with and168

without bottleneck, using different configurations for the bottleneck.169

4.1 Synthetic Data170

To show the general applicability of the bottleneck framework, we first train an Autoformer on a171

synthetic time series. In particular, we generate the dataset as the sum of different sines using the172

function fTotal with time t as follows:173

fTotal(t) = f1(t) + f2(t) + f3(t),

where:174

f1(t) = sin(2πt),

f2(t) =
1

2
sin(4πt+

π

4
),

f3(t) =
1

4
sin(6πt+

π

2
) + ϵt.

Note that all functions f1, f2 and f3 follow a periodic structure, and f3 contains random noise ϵ from175

a normal distribution with standard deviation of 0.2.176

Each concept in the bottleneck is defined as one of the underlying functions (i.e., f1, f2 or f3), for177

which the ground-truth is known by construction. For hyperparameter α = 0.8 (see Section 3.1),178

we find that the model is able to forecast well, while achieving very high similarity scores. That is,179

the model obtains a Mean Squared Error (MSE) of 0.36 ± 0.17 and Mean Absolute Error (MAE) of180

0.46 ± 0.12 on 5 different seeds. See Figure 3 for a sample forecast on the test data and the CKA181

scores of the model’s representations with the concept representations. The heads in the bottleneck182

layer1 show high similarity for their respective concepts, e.g. a score of 0.93 for the head trained on183

f1 (recall that CKA scores range from 0 for totally dissimilar to 1.0 for identical, although potentially184

scaled and rotated). We refer to Appendix H for more results on the synthetic dataset.185

4.2 Real-world data186

Table 1 shows the performance of the Autoformer with our bottleneck on the benchmark datasets,187

compared to the AR surrogate model (i.e. the first interpretable concept) and Wu et al. [2021] (i.e.188

the original Autoformer model). Note that the bottleneck models are trained with a free component,189

i.e., c = 3, and the original Autoformer is of a different size (two encoder layers with eight heads per190

layer). Visualizations of the forecasts from these models are shown in Appendix C.191

We find that including a bottleneck (either Att bottleneck or FF bottleneck) outperforms Wu et al.192

for three datasets (traffic, exchange rate and ETT), and stays within 5% of the MSE and MAE for the193

other three datasets. Surprisingly, the surrogate AR model outperforms the other models for most194
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Figure 3: Forecast and CKA scores of the attention bottleneck Autoformer on synthetic data. The
scores are calculated on three batches of size 32 from the electricity test data.

Table 1: Performance of different Autoformer models. For both metrics, it holds that a lower score
indicates a better performance, where the best results are bold, and the second-best are underlined.

Att bottleneck FF bottleneck No bottleneck AR Wu et al.
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Electricity 0.231 0.338 0.207 0.320 0.280 0.368 0.497 0.522 0.201 0.317
Traffic 0.642 0.393 0.393 0.377 0.619 0.387 0.420 0.494 0.613 0.388
Weather 0.290 0.354 0.271 0.341 0.269 0.344 0.006 0.062 0.266 0.336
Illness 3.586 1.313 3.661 1.322 3.405 1.295 1.027 0.820 3.483 1.287
Exchange rate 0.195 0.323 0.155 0.290 0.152 0.283 0.082 0.230 0.197 0.323
ETT 0.177 0.282 0.174 0.280 0.155 0.265 0.034 0.117 0.255 0.339

datasets w.r.t. both MSE and MAE, even though this model is very simple.1 More detailed results195

are presented in Appendix D and E, where the first includes the results for bottlenecks without free196

component (including the standard deviation for different seeds), and the latter includes a sensitivity197

analysis to hyperparameter α.198

Similar to the Autoformer, the Vanilla Transformer and FEDformer with a bottleneck outperform199

models without bottleneck for some datasets, see Appendix F and G for a full analysis, respectively.200

4.3 Interpretability Analysis201

To demonstrate the impact of the bottleneck on model interpretability, we first conduct a CKA analysis202

on the bottleneck layer with the corresponding interpretable concepts, and then visually demonstrate203

how each component contributes to the final forecast.204

4.3.1 CKA Analysis205

To test the extent to which the bottleneck represents the interpretable concepts, we calculate the CKA206

scores of the model’s representations with the concept representations. The scores of the feed-forward207

bottleneck on the electricity dataset are shown in Figure 4 (see Appendix E for more scores on208

1Note that the phenomenon that simple models sometimes beat time series transformers [Zeng et al., 2022]
has been observed before. There has been a vivid discussion about the relevance of these results, for instance
here. These discussions are beyond the scope of our paper, which rather targets interpretability of time series
transformers. For more information on the effect of AR as surrogate model, see Appendix I.
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the Autoformer). Note that the bottom, middle and upper layer of layer1 correspond to the AR,209

hour-of-day, and free component of the bottleneck, respectively.210

The scores show that the representations in the bottleneck layer are much more similar to the intended211

concepts than the representations from the model without bottleneck: 0.94 for the AR model, and 1.00212

for the hour-of-day feature, whereas the model without bottleneck does not show high similarity to213

the interpretable concepts. This indicates that the training framework can encourage the components214

to form representations that are perfectly similar to the interpretable concepts. Additionally, note that215

the CKA scores of other layers than the bottleneck layer are also higher in Fig. 4b, which indicates216

that these other model components also learn to represent the interpretable concepts. This does not217

affect the interpretability of the bottleneck layer itself (Section 4.4).218
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Figure 4: CKA scores on different concepts for the encoder of the Vanilla Transformer without
bottleneck and with FF bottleneck. Both models contain three heads per layer. The first component
of layer1 (lower row) of the attention bottleneck is trained to be similar to AR, and the second
component (middle row) to the hour-of-day concept. The scores are calculated on three batches of
size 32 from the electricity test data. Recall that CKA is defined on a scale from 0 to 1, where 1
denotes perfect similarity.

4.3.2 Component Visualizations219

Because the model components all read and write from the residual stream [Elhage et al., 2021], we220

can visualize the contributions to the final prediction of each component separately by applying the221

entire decoder to the component representations (Decoder Lens method, Langedijk et al. [2023]).222

This way, we obtain visualizations of the contributions of each component in the bottleneck, see223

Figure 5. We obtain the output from the full bottleneck by applying the decoder to the output of the224

bottleneck (after performing layer normalization). The output from each component individually is225

obtained by masking the other components with zero (close to the mean).226

From Figure 5a and 5b we see that the different bottleneck components are similar to the concepts227

they were trained on. In particular, the first component shows a forecast with correct periodicity and228

few irregularities, similar to the actual forecast from the AR model. Likewise, the second component229

shows a periodicity to the actual hour-of-day feature. The third component is not trained to be similar230

to an interpretable concept, and seems to pick up on the high-frequency patterns in the data, e.g.,231

the low, second peak in the forecast. This observation is further strengthened by Figure 5f, which232

shows that the final forecast consists of many high-frequency patterns when using only the third233

component from the bottleneck. We find similar component visualizations on the Vanilla Transformer,234

see Appendix F.3.235
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Figure 5: Forecasts from individual bottleneck components by masking the other components with
zero in 5a, 5b and 5c (FF bottleneck Autoformer on electricity data). The first half of the ground truth
forms the input to the model. Note that the horizontal axes are the same across all figures, but Figure
5b contains a grid of days instead of numbered hours. Figure 5d shows the forecast made by the
surrogate model AR; Figure 5e shows the forecast of the entire layer (i.e., all components together),
and 5f shows the forecast of the final layer when only the third component is used in the bottleneck
layer. Note the difference between Figures 5c and 5f, where we decode from the bottleneck and the
final layer, respectively.

4.4 Intervention236

The main benefit of interpreting trained models is gaining a deeper understanding and, possibly,237

more control of the model’s behavior. This can be useful in the scenario of out-of-distribution data238

at inference time. If the data changes in features that can be interpreted in the model, it is feasible239

to intervene locally in these concepts to exclusively employ the model with data from its training240

distribution. Additionally, an intervention can be regarded as a causal interpretability test, where a241

successful intervention indicates a successful representation of the concept of interest.242

To show such benefit of our framework, we perform activation patching (or causal tracing, Meng243

et al., 2023), where causal effects of hidden state activations are researched by evaluating the model244

on clean and corrupted inputs. We evaluate the trained model on data with shifted timestamps and245

compare it with performing an intervention on the shifted concept.246

More specifically, we delay the input timestamps T ∈ RI×4 with a fixed number of hours to obtain247

the shifted timestamps T̃ , so that the learned patterns associated to the hour-of-day feature are248

misleading. We run the model on both types of timestamps, and perform an intervention in the249

bottleneck by substituting the activations based on the shifted time with the activations based on the250

original, see Figure 6 for an overview.251

We perform the intervention experiment with the electricity dataset, and perform shifts of up to and252

including 23 hours. We compare the performance of the intervention with out-of-the-box performance253

of the same model on the shifted dataset. The results of the Vanilla Transformer shown in Figure 7.254

Remarkably, the intervention on the Vanilla Transformer achieves the original performance for all255

timeshifts. This indicates that the bottleneck models effectively learn to represent the hour-of-day256

concept in the dedicated bottleneck component. Most interestingly, the models only utilise this257

interpretable concept in the bottleneck layer, but not in other encoder layers (because the experiment258

only intervenes in the bottleneck).259
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Figure 7: Performance of the attention (Att) and feed-forward (FF) V. Transformer on electricity data
with shifted timestamps. The dashed line represents the performance on the data without timeshift.

5 Discussion and Conclusions260

In this work, we propose a training framework based on Concept Bottleneck Models to enforce261

interpretability of time series transformers. We introduce a new loss function based on the similarity262

score CKA of the model’s representations and interpretable concepts. We apply our framework to the263

Vanilla Transformer, Autoformer and FEDformer using synthetic data and six benchmark datasets.264

Our results indicate that the overall performance remains unaffected, while the model’s components265

become more interpretable. Additionally, it becomes possible to perform a local intervention when266

employing the model after a temporal data shift.267

The main limitation of our concept bottleneck framework is that interpretable concepts have to268

be decided on before training, which might require domain knowledge. Representations for these269

concepts have to be available during training. However, domain-agnostic concepts such as the AR270

surrogate model and hour-of-day information are sufficient. Additionally, our framework increases271

computational complexity. This might be problematic if the size of the architecture increases.272

An interesting direction for future research would be to optimize the number and type of interpretable273

concepts in the bottleneck, and extend the framework to other modalities. We trained mostly using274

two domain-agnostic concepts (AR and hour-of-day), but including more concepts, possibly domain-275

specific, would be very interesting. For example, one could consider choosing speech and music276

concepts for audio time series. Additionally, the framework should also work for transformers in277

other modalities, e.g., language and vision, although these models are usually of larger size. We278

hope our work contributes to a deeper understanding of (time series) transformers and their behavior279

in different fields. In particular, recent progress in the field of mechanistic interpretability is based280

on the observation that the residual stream of the transformer encourages modular solutions, which281

enables localized concepts or specialized circuitry to perform a specific task. Instead of relying on282

post-hoc localization of these concepts, our paper presents a demonstration that we can encourage283

locality of concepts, without a significant loss in performance.284

Regarding societal impact, this work enables transparent time series forecasting models, which enable285

explainable forecasts. However, in the case of malicious use, biases could be included in the models.286

Harm could be prevented by developing mechanistic interpretability techniques for bias detection in287

time series models.288
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A Datasets398

We evaluate the Autoformer model on six real-world benchmarks, covering the five domains of399

energy, traffic, economics, weather, and disease. We use the same datasets as Wu et al. [2021], and400

provide additional information in Table 2, as given in the original Autoformer paper.401

Table 2: Descriptions of the datasets, as given by Wu et al. [2021] and shared online. ‘Pred len’
denotes the prediction length used in our experiments.

Dataset Pred len Description
Electricity 96 Hourly electricity consumption of 321 customers from 2012 to 2014.
Traffic 96 Hourly data from California Department of Transportation, which

describes the road occupancy rates measured by different sensors on
San Francisco Bay area freeways.

Weather 96 Recorded every 10 minutes for 2020 whole year, which contains 21
meteorological indicators, such as air temperature, humidity, etc.

Illness 24 Includes the weekly recorded influenza-like illness (ILI) patients data
from Centers for Disease Control and Prevention of the United States
between 2002 and 2021, which describes the ratio of patients seen
with ILI and the total number of the patients.

Exchange rate 96 Daily exchange rates of eight different countries ranging from 1990
to 2016.

ETT 96 Data collected from electricity transformers, including load and oil
temperature that are recorded every 15 minutes between July 2016
and July 2018.

B Formalization of Concept Bottleneck Framework402

Any time series Transformer obtains two types of input: (1) data values X ∈ RI×d, and (2)403

timestamps T ∈ RI×4. The transformer consists of an encoder and a decoder, which are both404

constructed from one or multiple layers. Any encoder layer contains two sub-layers: a multi-head405

attention mechanism (Att) and a fully connected neural network (FF). Every sub-layer contains a406

residual connection around it. More specifically, the output Xℓ of any encoder layer ℓ is:407

Xℓ = Encoder(Xℓ−1)

= LayerNorm(FF(Sℓ) + Sℓ),

Sℓ = LayerNorm(Att(Xℓ−1) +Xℓ−1),

where408

FF(x) = max(0, xW1 + b1)W2 + b2,

Att(x) = W0 · Concat (h1(x), . . . , hh(x)) .

For future reference, we denote the output of the feed-forward module as follows: FF(Sℓ) = Zℓ ∈409

Rd1×d2 . We omit the definition of the decoder, because our bottleneck framework does not include it.410

Note that the exact implementation of each (sub-)layer depends on the type of Transformer.411
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B.1 Bottleneck Layer412

We assign one encoder layer to be the bottleneck and construct it such that it contains c latent413

representations or components, i.e., (Hi)
c
i=1. Depending on the bottleneck type τ , these latent414

representations are either taken from the attention mechanism or the feed-forward module. More415

specifically:416

Hi =

{
hi(x) if bottleneck type τ = Att,
Zi if bottleneck type τ = FF.

Since the attention block is multi-headed, different heads naturally form the components of the417

attention bottleneck. For the feed-forward bottleneck, we define the components to be slices (in d1)418

from its output Z, such that stacking the components results in the original output.419

Note that the residual connection around the corresponding bottleneck component is removed, and420

that each component Hi should represent a pre-defined interpretable concept.421

B.2 Intervention422

In the intervention experiment, we shift the time stamps T to obtain T̃ . The key aspect of the experi-423

ment is to run the Transformer on the shifted time stamps T̃ , and replace the input representations424

X̃b−1 of the bottleneck layer b with Xb−1 (based on T ), but only in the component that represents425

the time concept.426

More specifically, if type τ = Att, we intervene on the attention block in the bottleneck as follows:427

Att(x, x̃) = W0 · Concat (h1(x̃), h2(x), h3(x̃)) ,

and, if type τ = FF, as follows:428

FF(x, x̃) = Stack(Z̃1,Z2, Z̃3).

In both functions we make use of the fact that the time concept is represented in the second component,429

and there are three components in total. This intervention can be done in the bottleneck only, because,430

by construction, its location of the concept representations is known.431
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C Qualitative Results432
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Figure 8: Forecasts on different datasets. The first part of the ground truth (shown in blue) is the
input for the models, and the test set is used for each dataset.
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D Detailed results433

Table 3: Performance of different models in Mean Squared Error (MSE) and Mean Absolute Error
(MAE). The bottlenecks do contain a free component (c = 3), and use AR as surrogate model. The
model with no bottleneck is an original Autoformer of similar size. For all datasets, the shortest
prediction lengths from Wu et al. [2021] are used, see Table 2. The standard deviation is determined
using five different seeds.

Free component
Att bottleneck FF bottleneck No bottleneck AR Wu et al.
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Electricity 0.231
± 0.009

0.338
± 0.005

0.207
± 0.005

0.320
± 0.005

0.280
± 0.165

0.368
± 0.111

0.497 0.522 0.201
± 0.003

0.317
± 0.004

Traffic 0.642
± 0.022

0.393
± 0.013

0.393
± 0.013

0.377
± 0.006

0.619
± 0.015

0.387
± 0.005

0.420 0.494 0.613
± 0.028

0.388
± 0.012

Weather 0.290
± 0.027

0.354
± 0.020

0.271
± 0.016

0.341
± 0.011

0.269
± 0.000

0.344
± 0.000

0.006 0.062 0.266
± 0.007

0.336
± 0.006

Illness 3.586
± 0.241

1.313
± 0.040

3.661
± 0.237

1.322
± 0.050

3.405
± 0.208

1.295
± 0.044

1.027 0.820 3.483
± 0.107

1.287
± 0.018

Exchange rate 0.195
± 0.029

0.323
± 0.025

0.155
± 0.010

0.290
± 0.013

0.152
± 0.003

0.283
± 0.003

0.082 0.230 0.197
± 0.019

0.323
± 0.012

ETT 0.177
± 0.003

0.282
± 0.004

0.174
± 0.006

0.280
± 0.005

0.155
± 0.004

0.265
± 0.002

0.034 0.117 0.255
± 0.020

0.339
± 0.020

Table 4: Performance on different datasets, where the bottlenecks do not contain a free component
(c = 2). AR is used as surrogate model in the bottlenecks. The model with no bottleneck is an
original Autoformer of similar size. For all datasets, the shortest prediction lengths from Wu et al.
[2021] are used, see Table 2. The standard deviation is determined using five different seeds.

No free component
Att bottleneck FF bottleneck No bottleneck AR Wu et al.
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Electricity 0.224
± 0.006

0.332
± 0.003

0.206
± 0.009

0.321
± 0.009

0.202
± 0.006

0.318
± 0.007

0.497 0.522 0.201
± 0.003

0.317
± 0.004

Traffic 0.629
± 0.023

0.394
± 0.015

0.627
± 0.031

0.392
± 0.025

0.613
± 0.018

0.378
± 0.007

0.420 0.494 0.613
± 0.028

0.388
± 0.012

Weather 0.281
± 0.025

0.348
± 0.018

0.260
± 0.015

0.333
± 0.013

0.257
± 0.004

0.332
± 0.005

0.006 0.062 0.266
± 0.007

0.336
± 0.006

Illness 3.966
± 0.296

1.401
± 0.073

3.721
± 0.268

1.351
± 0.053

3.585
± 0.331

1.333
± 0.070

1.027 0.820 3.483
± 0.107

1.287
± 0.018

Exchange rate 0.208
± 0.026

0.333
± 0.022

0.158
± 0.009

0.293
± 0.009

0.152
± 0.006

0.284
± 0.007

0.082 0.230 0.197
± 0.019

0.323
± 0.012

ETT 0.178
± 0.011

0.283
± 0.007

0.174
± 0.01

0.283
± 0.009

0.165
± 0.004

0.274
± 0.004

0.034 0.117 0.255
± 0.020

0.339
± 0.020

15



E Hyper-Parameter Sensitivity434

To verify the sensitivity to hyperparameter α in the loss function, we train the Autoformer with a feed-435

forward bottleneck on different values for α, where the bottleneck contains a free component (c = 3)436

and the model is trained on the electricity dataset. The results are given in Figure 9. Interestingly, the437

error scores for all α < 1 are close in value, which verifies that additionally training for interpretability438

does not hurt the performance, at least not in this set-up. Note that a low forecasting error cannot439

be expected for α = 1, because in this edge case the loss function does not contain any term that440

represents the forecasting performance.441

Figure 9: Performance of the Autoformer for different values of α in MSE and MAE.

Additionally, the CKA scores of the different models with the interpretable concepts (and other time442

features) are given in Figures 10, 11, and 12. Naturally, the CKA scores are the lowest in the setting443

α = 0, and the scores from the bottleneck (layer1) increase over α. Interestingly, the CKA scores444

from the bottleneck do not increase for higher values than α = 0.5, although the scores of some445

other components do increase. This indicates that perfect similarity (i.e. CKA score of 1) to some446

interpretable concepts may not be reached.447

16



ar

ho
uro

fda
y

da
yo

fwee
k

da
yo

fm
on

th

da
yo

fye
ar

la
ye

r2
la

ye
r1

la
ye

r0

0.19
± 0.01

0.30
± 0.01

0.03
± 0.00

0.00
± 0.00

0.00
± 0.00

0.16
± 0.01

0.28
± 0.01

0.03
± 0.00

0.00
± 0.00

0.00
± 0.00

0.22
± 0.01

0.34
± 0.01

0.03
± 0.00

0.00
± 0.00

0.00
± 0.00

0.21
± 0.00

0.33
± 0.00

0.03
± 0.00

0.00
± 0.00

0.01
± 0.00

0.25
± 0.01

0.36
± 0.01

0.03
± 0.00

0.00
± 0.00

0.01
± 0.00

0.25
± 0.00

0.38
± 0.00

0.03
± 0.00

0.00
± 0.00

0.00
± 0.00

0.19
± 0.00

0.35
± 0.01

0.06
± 0.01

0.00
± 0.00

0.00
± 0.00

0.20
± 0.01

0.38
± 0.01

0.06
± 0.01

0.00
± 0.00

0.00
± 0.00

0.21
± 0.00

0.41
± 0.01

0.05
± 0.01

0.00
± 0.00

0.00
± 0.00

0.2

0.4

0.6

0.8

1.0

(a) α = 0

ar

ho
uro

fda
y

da
yo

fwee
k

da
yo

fm
on

th

da
yo

fye
ar

la
ye

r2
la

ye
r1

la
ye

r0

0.27
± 0.02

0.41
± 0.01

0.02
± 0.00

0.00
± 0.00

0.00
± 0.00

0.21
± 0.02

0.74
± 0.00

0.01
± 0.00

0.00
± 0.00

0.00
± 0.00

0.38
± 0.03

0.35
± 0.01

0.01
± 0.00

0.00
± 0.00

0.00
± 0.00

0.25
± 0.01

0.29
± 0.01

0.01
± 0.00

0.00
± 0.00

0.01
± 0.01

0.26
± 0.02

0.77
± 0.01

0.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.61
± 0.03

0.14
± 0.02

0.00
± 0.00

0.02
± 0.01

0.07
± 0.06

0.42
± 0.01

0.54
± 0.01

0.00
± 0.00

0.00
± 0.00

0.02
± 0.02

0.46
± 0.02

0.56
± 0.00

0.00
± 0.00

0.00
± 0.00

0.02
± 0.02

0.46
± 0.02

0.54
± 0.01

0.00
± 0.00

0.00
± 0.00

0.02
± 0.01

0.2

0.4

0.6

0.8

1.0

(b) α = 0.3

Figure 10: CKA scores of the feed-forward bottleneck Autoformer on electricity data for different
values of hyperparameter α. The scores are calculated using three batches of size 32 of the test data
set.
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(b) α = 0.7

Figure 11: CKA scores of the feed-forward bottleneck Autoformer on electricity data for different
values of hyperparameter α. The scores are calculated using three batches of size 32 of the test data
set.
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(a) α = 1

Figure 12: CKA scores of the feed-forward bottleneck Autoformer on electricity data for hyperpa-
rameter α = 1. The scores are calculated using three batches of size 32 of the test data set.

F Application of Framework to Vanilla Transformer448

To demonstrate the generality of the concept bottleneck framework, we apply it to an additional449

Transformer architecture, namely the vanilla Transformer (the original architecture from which all450

Transformer models, including all time series Transformers, are derived). We train it using the same451

six benchmark datasets and perform a similar, but less extensive, analysis as done for the Autoformer452

model. Note that the architecture of the Transformer is not modified, and the timestamps are included453

as an embedding (in addition to the positional embedding).454

F.1 Performance Analysis455

The performance of the vanilla Transformer model with and without bottleneck is given in Table 5.456

We train the bottleneck with a ‘free’ component (the side channel), i.e., with c = 3. Note that Wu457

et al. [2021] do not provide scores for these benchmark forecasting datasets, therefore we cannot458

include them in the table. The results show that the vanilla Transformer performs, unsurprisingly,459

worse than the Autoformer, and for most datasets also worse than the linear AR model. However,460

most relevant, for our purposes, is that across the datasets using a concept bottleneck does not hurt461

the overall performance of the vanilla Transformer.462

F.2 CKA Analysis463

After training the vanilla Transformer with the bottleneck framework, we evaluate the similarity of464

its hidden representations to the interpretable concepts using CKA, see Figure 13. Recall that CKA465

scores are defined in the range from 0 to 1, where 1 indicates perfect similarity. Both components in466

the two types of bottleneck show very high similarity to their target concept. Interestingly, the first467

component in the bottleneck (the AR concept) shows a higher similarity to the AR representations than468

the Autoformer (see Figure 4), presumably because the decomposition structure of the Autoformer469

hinders learning a linear function.470
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Table 5: Performance of different vanilla Transformer models. For both metrics, it holds that a
lower score indicates a better performance, where the best results are bold, and the second-best are
underlined.

Att bottleneck FF bottleneck No bottleneck AR
MSE MAE MSE MAE MSE MAE MSE MAE

Electricity 0.275 0.371 0.268 0.362 0.275 0.371 0.497 0.522
Traffic 0.708 0.394 0.703 0.397 0.684 0.376 0.420 0.494
Weather 0.400 0.450 0.381 0.410 0.362 0.415 0.006 0.062
Illness 3.380 1.280 3.323 1.252 3.321 1.273 1.027 0.820
Exchange rate 0.675 0.642 0.677 0.633 0.694 0.662 0.082 0.230
ETT 0.230 0.328 0.185 0.299 0.166 0.294 0.034 0.117
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(a) Att bottleneck
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(b) FF bottleneck

Figure 13: CKA scores of the vanilla Transformer’s encoder (containing three heads per layer) from
the attention and feed-forward bottleneck on the electricity dataset, where each score denotes the
similarity of an individual component. The first component of layer1 is trained to be similar to
AR, and the second component to the hour-of-day concept (lower and middle row in the figure,
respectively). The scores are calculated using three batches of size 32 from the test data set.

F.3 Component Visualizations471

We visualize the contributions of each component in the bottleneck using the Decoder Lens method472

[Langedijk et al., 2023], see Figure 14. We obtain the output from each component individually by473

masking the other components with zero (close to the mean). Each component seems to provide474

similar contributions to the forecast as their respective counterpart in the Autoformer model. In475

particular, the first component (see Figure 14a) produces forecasts of correct seasonality and few476

irregularities, similar to the AR model. The second component (see Figure 14b) follows the hour-of-477

day feature, and the free head (see Figure 14c) picks up on high-frequency data patterns.478
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Figure 14: Vanilla Transformer forecasts from the components in the bottleneck layer (FF bottleneck
on electricity data) in 14a, 14b and 14c. They are obtained by masking the other components with
zero (the mean). The first half of the ground truth forms the input to the model. Note that the
horizontal axes are the same across all figures, but Figure 14b contains a grid of days instead of
numbered hours. Figure 14d shows the forecast made by the surrogate model AR; Figure 14e shows
the forecast of the entire layer (i.e., all components together), and 14f shows the forecast of the final
layer when only the third component is used in the bottleneck layer. Note the difference between
Figures 14c and 14f, where we decode from the bottleneck and the final layer, respectively.

F.4 Intervention479

We perform the intervention experiment in the same set-up as for the Autoformer model. That is, we480

delay the input timestamps with a fixed number of hours to obtain shifted timestamps, and perform481

an intervention in the bottleneck by substituting the activations based on the shifted time with the482

activations from the original time. We use a vanilla Transformer trained on the electricity dataset,483

and perform shifts of up to and including 23 hours. We compare the performance of the intervention484

with out-of-the-box performance of the same model on the shifted dataset. The results are shown in485

Figure 15. For both types of bottlenecks, the intervention performs best for all timeshifts, by keeping486

the error scores marginally close to the original performance (with no timeshift). This indicates that487

the model effectively learns to represent the hour-of-day concept in the dedicated head, which is able488

to provide control over the model’s behavior.489

F.5 Conclusion490

By repeating the set of experiments for the vanilla Transformer model, we provided further evidence491

for the generality of the concept bottleneck framework. In particular, we showed that the framework492

can be applied to the vanilla Transformer model, without having any significant impact on the overall493

model performance, while providing improved interpretability.494
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Figure 15: Performance of the bottleneck vanilla Transformer on electricity data with shifted times-
tamps. The dashed line represents the performance of the same model on the original data, i.e., with
no timeshift.

G Application of Framework to FEDformer495

To demonstrate the generality of our concept bottleneck framework, we apply it to FEDformer [Zhou496

et al., 2022]. This is a Transformer architecture containing Fourier enhanced blocks and wavelet497

enhanced blocks to represent time series in the frequency domain. For more details, we refer to the498

original authors Zhou et al. [2022]. We train the model on the same six datasets and perform an499

interpretability analysis.500

G.1 Performance Analysis501

The performance of the FEDformer with and without bottleneck is given in Table 6. We train the502

bottleneck with a ‘free’ component (the side channel), i.e., with c = 3. Note that the model by Zhou503

et al. [2022] is of a different size (two encoder layers with eight heads per layer). Interestingly, we find504

for some datasets (e.g. electricity and illness) that including a bottleneck increases the performance,505

while it has little effect on the performance for the other datasets. We can conclude for all datasets506

that including a bottleneck does not hurt performance.507

Table 6: Performance of FEDformer. For both metrics, it holds that a lower score indicates a better
performance, where the best results are bold, and the second-best are underlined.

Att bottleneck FF bottleneck No bottleneck AR Zhou et al.
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Electricity 0.185 0.302 0.186 0.303 0.189 0.304 0.497 0.522 0.193 0.308
Traffic 0.585 0.364 0.585 0.364 0.573 0.358 0.420 0.494 0.587 0.366
Weather 0.221 0.299 0.219 0.296 0.334 0.397 0.006 0.062 0.217 0.296
Illness 3.070 1.217 3.076 1.219 3.111 1.232 1.027 0.820 3.228 1.260
Exchange rate 0.147 0.277 0.145 0.275 0.146 0.276 0.082 0.230 0.148 0.278
ETT 0.079 0.193 0.079 0.192 0.077 0.190 0.034 0.117 0.203 0.287

G.2 CKA Analysis508

After training the FEDformer with our concept bottleneck framework, we evaluate the similarity of509

the hidden representations to the interpretable concepts using CKA, see Figure 16. Recall that CKA510

scores are defined in the range from 0 to 1, where 1 indicates perfect similarity. Both components in511

the two types of bottleneck show a very high similarity to their target concept, indicating a successful512

training on interpretability.513
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(a) Att bottleneck
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(b) FF bottleneck

Figure 16: CKA scores of the FEDformer’s encoder (containing three heads per layer) from the
attention and feed-forward bottleneck on the electricity dataset, where each score denotes the similarity
of an individual component. The first component of layer1 is trained to be similar to AR, and the
second component to the hour-of-day concept (lower and middle row in the figure, respectively). The
scores are calculated using three batches of size 32 from the test data set.

G.3 Intervention514

Additionally, we perform the intervention experiment in the same set-up as for the other Transformer515

models. That is, we delay the input timestamps with a fixed number of hours and perform an516

intervention in the bottleneck by substituting the activations with those based on the original time. We517

compare the performance of the intervention with out-of-the-box performance of the same model on518

the shifted dataset. The results are shown in Figure 17. For both types of bottlenecks, the intervention519

performs best for all timeshifts, by keeping the error marginally close to the original performance520

(without timeshift). This indicates that the model effectively learns to represent the hour-of-day521

concept in the dedicated head, which is able to provide control over the model’s behavior.522
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Figure 17: Performance of the bottleneck FEDformer on electricity data with shifted timestamps. The
dashed line represents the performance of the same model on the original data, i.e., with no timeshift.
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G.4 Conclusion523

By repeating the set of experiments for the FEDformer model, we provided further evidence for the524

generality of the concept bottleneck framework. In particular, we showed that the framework can525

be applied to the FEDformer model, without having any significant impact on the overall model526

performance, while providing improved interpretability.527
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H Synthetic Data528

To increase the understanding of how the concepts in the bottleneck can be leveraged, we train the529

model on a synthetic dataset.530

H.1 Dataset531

We generate a synthetic time series as the sum of different functions. In particular, the dataset is532

generated using the function fTotal with time t as follows:533

fTotal(t) = f1(t) + f2(t) + f3(t),

where:534

f1(t) = sin(2πt),

f2(t) =
1

2
sin(4πt+

π

4
),

f3(t) =
1

4
sin(6πt+

π

2
) + ϵt.

Note that all functions f1, f2 and f3 follow a periodic structure, and f3 contains random noise ϵ535

from a normal distribution with standard deviation of 0.2. See Figure 18 for a visualization of the536

functions.537

Figure 18: The synthetic time series dataset.

H.2 Experiment and Results538

We train an Autoformer model on the synthetic dataset using the concept bottleneck framework. Each539

concept in the bottleneck is defined as one of the underlying functions (i.e., f1, f2 or f3), for which540

the ground-truth is known by construction. The model contains three encoder layers, with three541

attention heads per layer. We apply the bottleneck to the attention heads of the second encoder layer.542

Additionally, we train the bottleneck using different values for hyperparameter α, which controls the543

weight of the CKA loss in the total loss function (see Section 3.1).544

As expected, we find for all values α < 1 that the model is able to forecast the dataset well, see545

Figure 19. Note that a low forecasting error cannot be expected for α = 1, because in this edge case546

the loss function does not contain any term that represents the forecasting error. Remarkably, for547

all other cases, the performance of the Autoformer seems to improve as α increases. This suggests548

that properly chosen concepts improve the performance of the model, at least when the ground-truth549
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underlying functions are known. It should be noted that the standard deviation is higher for all550

α > 0, which indicates that initialization of the parameters is important when learning the bottleneck.551

Additionally, visualizations of the predictions are given in Figure 20.552

Figure 19: Performance on the synthetic dataset for different values of α, using an Autoformer with
attention bottleneck. For both metrics, it holds that a lower score indicates a better performance. The
standard deviation is provided over 5 different seeds.
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Figure 20: Predictions of the Autoformer model on a sample from the test dataset. The Autoformer is
trained with an attention bottleneck using different values of hyperparameter α and the same seed.

Additionally, the different values of hyperparameter α show clearly how the different concepts are553

leveraged by the model, see Figure 21. The figure shows the similarity scores between the attention554

heads and the different underlying functions of the dataset. Without the CKA loss, at α = 0, the555

different heads in layer1 of the model do not show high similarity to their respective concepts, i.e.,556

functions. Instead, all heads have a high similarity to concept f2. This is different for higher values557

25



of α, where the different heads show higher similarity to their respective concepts. Note that the third558

concept f3 cannot be perfectly learned by the model because of the random noise component.559

All in all, these results show that a higher value for α, which is equivalent to a higher weight of the560

CKA loss in the total loss function, results in more similarity of the bottleneck components to their561

respective concepts, as expected.562
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(b) α = 0.2
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(c) α = 0.4
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(d) α = 0.6
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(f) α = 1

Figure 21: CKA scores of the attention bottleneck Autoformer on synthetic data for different values
of hyperparameter α. The scores are calculated using three batches of size 32 of the test data set.
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I Effect of AR as Surrogate Model563

Interestingly, the AR model outperforms the Autoformer for some datasets (see Table 1). This raises564

the question whether the AR surrogate model makes up for any loss in performance introduced by565

the concept bottleneck.566

To test this, we train an Autoformer without the AR concept. Specifically, we include the time concept567

and a free component in the feed-forward bottleneck. Here, the free component refers to a component568

in the bottleneck that is not included in the CKA loss (see Section 3.2).569

The performance on the electricity data for this model is (MSE: 0.206, MAE: 0.321), which is570

seemingly identical to the original performance of (MSE: 0.207, MAE: 0.320). This suggests that it571

is not the AR head that makes up for the loss in performance. The CKA plots, see Figure 22, verify572

that there is no component in the minimal set-up (without AR) that is very similar to the AR model,573

unlike in the original set-up. So, these results show that the AR model does not add performance to574

the bottleneck model, merely interpretability.575

Additionally, we refer the reader to Appendix H, where we perform more experiments on training the576

bottleneck without the AR surrogate model.577

ar

ho
uro

fda
y

da
yo

fwee
k

da
yo

fm
on

th

da
yo

fye
ar

la
ye

r2
la

ye
r1

la
ye

r0

0.28
± 0.03

0.79
± 0.00

0.01
± 0.00

0.00
± 0.00

0.00
± 0.00

0.31
± 0.03

0.95
± 0.00

0.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.29
± 0.01

0.39
± 0.01

0.02
± 0.00

0.00
± 0.00

0.00
± 0.00

0.34
± 0.03

1.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.39
± 0.04

0.61
± 0.00

0.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.39
± 0.04

0.64
± 0.00

0.00
± 0.00

0.00
± 0.00

0.00
± 0.00

0.2

0.4

0.6

0.8

1.0

(a) Without AR (MSE: 0.206, MAE: 0.321)
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(b) With AR (MSE: 0.207, MAE: 0.320)

Figure 22: CKA plots of two Autoformer models with feed-forward bottlenecks. The model in 22a is
trained without AR in the bottleneck, while the model in 22b is trained with AR. Note that the upper
component in layer1 is the free component in both plots.
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some way (e.g., to registered users), but it should be possible for other researchers680

to have some path to reproducing or verifying the results.681

5. Open access to data and code682
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Question: Does the paper provide open access to the data and code, with sufficient instruc-683

tions to faithfully reproduce the main experimental results, as described in supplemental684

material?685

Answer: [No]686

Justification: Upon acceptance of the paper in an archive, we will release the code. The data687

is open-source, and already available.688

Guidelines:689

• The answer NA means that paper does not include experiments requiring code.690

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/691

public/guides/CodeSubmissionPolicy) for more details.692

• While we encourage the release of code and data, we understand that this might not be693

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not694

including code, unless this is central to the contribution (e.g., for a new open-source695

benchmark).696

• The instructions should contain the exact command and environment needed to run to697

reproduce the results. See the NeurIPS code and data submission guidelines (https:698

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.699

• The authors should provide instructions on data access and preparation, including how700

to access the raw data, preprocessed data, intermediate data, and generated data, etc.701

• The authors should provide scripts to reproduce all experimental results for the new702

proposed method and baselines. If only a subset of experiments are reproducible, they703

should state which ones are omitted from the script and why.704

• At submission time, to preserve anonymity, the authors should release anonymized705

versions (if applicable).706

• Providing as much information as possible in supplemental material (appended to the707

paper) is recommended, but including URLs to data and code is permitted.708

6. Experimental setting/details709

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-710

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the711

results?712

Answer: [Yes]713

Justification: Section 3.3 specificies the implementation details.714

Guidelines:715

• The answer NA means that the paper does not include experiments.716

• The experimental setting should be presented in the core of the paper to a level of detail717

that is necessary to appreciate the results and make sense of them.718

• The full details can be provided either with the code, in appendix, or as supplemental719

material.720

7. Experiment statistical significance721

Question: Does the paper report error bars suitably and correctly defined or other appropriate722

information about the statistical significance of the experiments?723

Answer: [Yes]724

Justification: Appendix D and E report error margins and details on hyperparameter sensitiv-725

ity.726

Guidelines:727

• The answer NA means that the paper does not include experiments.728

• The authors should answer "Yes" if the results are accompanied by error bars, confi-729

dence intervals, or statistical significance tests, at least for the experiments that support730

the main claims of the paper.731

• The factors of variability that the error bars are capturing should be clearly stated (for732

example, train/test split, initialization, random drawing of some parameter, or overall733

run with given experimental conditions).734
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• The method for calculating the error bars should be explained (closed form formula,735

call to a library function, bootstrap, etc.)736

• The assumptions made should be given (e.g., Normally distributed errors).737

• It should be clear whether the error bar is the standard deviation or the standard error738

of the mean.739

• It is OK to report 1-sigma error bars, but one should state it. The authors should740

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis741

of Normality of errors is not verified.742

• For asymmetric distributions, the authors should be careful not to show in tables or743

figures symmetric error bars that would yield results that are out of range (e.g. negative744

error rates).745

• If error bars are reported in tables or plots, The authors should explain in the text how746

they were calculated and reference the corresponding figures or tables in the text.747

8. Experiments compute resources748

Question: For each experiment, does the paper provide sufficient information on the com-749

puter resources (type of compute workers, memory, time of execution) needed to reproduce750

the experiments?751

Answer: [Yes]752

Justification: Section 3.3 provides the information on computer resources.753

Guidelines:754

• The answer NA means that the paper does not include experiments.755

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,756

or cloud provider, including relevant memory and storage.757

• The paper should provide the amount of compute required for each of the individual758

experimental runs as well as estimate the total compute.759

• The paper should disclose whether the full research project required more compute760

than the experiments reported in the paper (e.g., preliminary or failed experiments that761

didn’t make it into the paper).762

9. Code of ethics763

Question: Does the research conducted in the paper conform, in every respect, with the764

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?765

Answer: [Yes]766

Justification: There are no violations with the NeurIPS Code of Ethics.767

Guidelines:768

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.769

• If the authors answer No, they should explain the special circumstances that require a770

deviation from the Code of Ethics.771

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-772

eration due to laws or regulations in their jurisdiction).773

10. Broader impacts774

Question: Does the paper discuss both potential positive societal impacts and negative775

societal impacts of the work performed?776

Answer: [Yes]777

Justification: Potential social impacts are discussed in Section 5.778

Guidelines:779

• The answer NA means that there is no societal impact of the work performed.780

• If the authors answer NA or No, they should explain why their work has no societal781

impact or why the paper does not address societal impact.782

• Examples of negative societal impacts include potential malicious or unintended uses783

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations784

(e.g., deployment of technologies that could make decisions that unfairly impact specific785

groups), privacy considerations, and security considerations.786
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• The conference expects that many papers will be foundational research and not tied787

to particular applications, let alone deployments. However, if there is a direct path to788

any negative applications, the authors should point it out. For example, it is legitimate789

to point out that an improvement in the quality of generative models could be used to790

generate deepfakes for disinformation. On the other hand, it is not needed to point out791

that a generic algorithm for optimizing neural networks could enable people to train792

models that generate Deepfakes faster.793

• The authors should consider possible harms that could arise when the technology is794

being used as intended and functioning correctly, harms that could arise when the795

technology is being used as intended but gives incorrect results, and harms following796

from (intentional or unintentional) misuse of the technology.797

• If there are negative societal impacts, the authors could also discuss possible mitigation798

strategies (e.g., gated release of models, providing defenses in addition to attacks,799

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from800

feedback over time, improving the efficiency and accessibility of ML).801

11. Safeguards802

Question: Does the paper describe safeguards that have been put in place for responsible803

release of data or models that have a high risk for misuse (e.g., pretrained language models,804

image generators, or scraped datasets)?805

Answer: [NA]806

Justification: The paper poses no such risks.807

Guidelines:808

• The answer NA means that the paper poses no such risks.809

• Released models that have a high risk for misuse or dual-use should be released with810

necessary safeguards to allow for controlled use of the model, for example by requiring811

that users adhere to usage guidelines or restrictions to access the model or implementing812

safety filters.813

• Datasets that have been scraped from the Internet could pose safety risks. The authors814

should describe how they avoided releasing unsafe images.815

• We recognize that providing effective safeguards is challenging, and many papers do816

not require this, but we encourage authors to take this into account and make a best817

faith effort.818

12. Licenses for existing assets819

Question: Are the creators or original owners of assets (e.g., code, data, models), used in820

the paper, properly credited and are the license and terms of use explicitly mentioned and821

properly respected?822

Answer: [Yes]823

Justification: The creators of the assets used in the paper are cited.824

Guidelines:825

• The answer NA means that the paper does not use existing assets.826

• The authors should cite the original paper that produced the code package or dataset.827

• The authors should state which version of the asset is used and, if possible, include a828

URL.829

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.830

• For scraped data from a particular source (e.g., website), the copyright and terms of831

service of that source should be provided.832

• If assets are released, the license, copyright information, and terms of use in the833

package should be provided. For popular datasets, paperswithcode.com/datasets834

has curated licenses for some datasets. Their licensing guide can help determine the835

license of a dataset.836

• For existing datasets that are re-packaged, both the original license and the license of837

the derived asset (if it has changed) should be provided.838
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• If this information is not available online, the authors are encouraged to reach out to839

the asset’s creators.840

13. New assets841

Question: Are new assets introduced in the paper well documented and is the documentation842

provided alongside the assets?843

Answer: [NA]844

Justification: The paper does not release new assets.845

Guidelines:846

• The answer NA means that the paper does not release new assets.847

• Researchers should communicate the details of the dataset/code/model as part of their848

submissions via structured templates. This includes details about training, license,849

limitations, etc.850

• The paper should discuss whether and how consent was obtained from people whose851

asset is used.852

• At submission time, remember to anonymize your assets (if applicable). You can either853

create an anonymized URL or include an anonymized zip file.854

14. Crowdsourcing and research with human subjects855

Question: For crowdsourcing experiments and research with human subjects, does the paper856

include the full text of instructions given to participants and screenshots, if applicable, as857

well as details about compensation (if any)?858

Answer: [NA]859

Justification: The paper does not involve crowdsourcing nor research with human subjects.860

Guidelines:861

• The answer NA means that the paper does not involve crowdsourcing nor research with862

human subjects.863

• Including this information in the supplemental material is fine, but if the main contribu-864

tion of the paper involves human subjects, then as much detail as possible should be865

included in the main paper.866

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,867

or other labor should be paid at least the minimum wage in the country of the data868

collector.869

15. Institutional review board (IRB) approvals or equivalent for research with human870

subjects871

Question: Does the paper describe potential risks incurred by study participants, whether872

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)873

approvals (or an equivalent approval/review based on the requirements of your country or874

institution) were obtained?875

Answer: [NA]876

Justification: The paper does not involve crowdsourcing nor research with human subjects.877

Guidelines:878

• The answer NA means that the paper does not involve crowdsourcing nor research with879

human subjects.880

• Depending on the country in which research is conducted, IRB approval (or equivalent)881

may be required for any human subjects research. If you obtained IRB approval, you882

should clearly state this in the paper.883

• We recognize that the procedures for this may vary significantly between institutions884

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the885

guidelines for their institution.886

• For initial submissions, do not include any information that would break anonymity (if887

applicable), such as the institution conducting the review.888

16. Declaration of LLM usage889
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Question: Does the paper describe the usage of LLMs if it is an important, original, or890

non-standard component of the core methods in this research? Note that if the LLM is used891

only for writing, editing, or formatting purposes and does not impact the core methodology,892

scientific rigorousness, or originality of the research, declaration is not required.893

Answer: [NA]894

Justification: The core method development in this research does not involve LLMs as any895

important, original, or non-standard components.896

Guidelines:897

• The answer NA means that the core method development in this research does not898

involve LLMs as any important, original, or non-standard components.899

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)900

for what should or should not be described.901
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