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ABSTRACT

With soaring submission counts, stricter reciprocity review policies, widespread
adoption of platforms like OpenReview, and without the offsetting pressure of
publication fees, the machine learning (ML) community has one of the largest
scholarly presences among all scientific fields. And yet, almost everyone has
many unpleasant things to share about their review experience. Worse, there is
little public space to seriously discuss — let alone debate — what makes a review
system effective or how it might be improved. In this position paper, we expand
our discussion from the two core problems: How can we reasonably limit the num-
ber of submissions? and How can we incentivize good and discourage bad review
practices? We first assess the strengths and shortcomings of existing attempts to
address such problems. Specifically, we present five takes on some popular con-
ference mechanisms and propose two alternative designs for improvement. Our
general position is that meaningful improvement in ML peer review won’t come
from polite best-practice suggestions tucked into Calls for Papers or Reviewer
Guidelines — it requires enforceable yet fine-grained procedural safeguards
paired with a currency-like credit system (what we call OpenReview Points).
ML practitioners can “earn” such points by contributing good review practices,
and “spend” across one or multiple major conferences to redeem different kinds
of “perks” — such as complimentary registration or the right to request additional
review resources.

1 INTRODUCTION

This position paper argues that peer review in machine learning (ML) is unlikely to improve
through polite requests or optimistic guidance tucked into Calls for Papers or Reviewer Guide-
lines. Fine-grained yet enforceable procedural guardrails, combined with a spendable, across-
conference credit system, are almost mandatory for a sustainable review ecosystem.

Machine learning has scaled faster than nearly any other scientific field in both volume and visi-
bility. We now have tens of thousands of paper submissions to a single conference,1 open-access
platforms like OpenReview that support interactive discussions, and increasingly reciprocal review-
ing obligations to match supply with demand. On paper, the ML community has everything it needs
to sustain a robust yet pleasant peer-review pipeline: we have the largest scholarly presence of any
scientific field and the most modern review technology, all without the typical bottlenecks of pay-
walls, publication fees, or expensive memberships. However, the lived reality often feels far less
functional. From cryptic or dismissive reviews to wildly inconsistent standards, frustrations with the
review process are nearly universal — voiced by PhD students, seasoned professors, and industry
researchers alike. Worse, there is little to no structured way to hold bad actors accountable, as well
as incentives to encourage good actors to go the extra mile.

In this position paper, we expand our discussion of the two core challenges we have identified:

1. How can we reasonably limit the number of submissions?

1The most recent NeurIPS 2025 has 21,575 valid paper submissions to the main conference alone.
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2. How can we incentivize good and discourage bad review practices?

We first lay the background on why these two issues are the root causes of much unpleasantness
in ML review. Then, we assess some existing attempts to mitigate such issues as implemented in
several ML conferences. We present our takes on such measures and, finally, propose two new
mechanisms: fine-grained procedural safeguards that could be enforced at scale; and a currency-
like incentive ecosystem based on something we called “OpenReview Points” — which would let
researchers “earn” and “spend” their reviewing efforts in tangible ways across all major conferences
and review cycles. We believe such mechanisms would have a fair chance of addressing many of
the aforementioned shortcomings effectively and, more importantly, are flexible enough to allow
each conference to adopt its own variants. We then present many alternative views to our proposed
mechanisms, where we discuss how such views are valid (or not) and how our proposed mechanism
shall be able to take such concerns into consideration. We conclude our paper by presenting a
Recommended Practice section, which outlines our vision on how the first few conferences adopting
a similar credit-based system should proceed and what aspects should be considered cautiously.

We faithfully emphasize that our goal is not to perfect ML peer review — as it would be unfaithful
and condescending for anyone to claim that — but to make its failures rarer, less painful, and most
importantly: more accountable and sustainable.

2 ROOT CAUSES

2.1 OVERBLOWN NUMBER OF SUBMISSIONS CAUSES ALL KINDS OF CHALLENGES.

We believe it is common knowledge that ML conferences typically receive an overblown amount of
submissions (Kim et al., 2025; Yang, 2025). Naturally, this causes all kinds of practical challenges.
From a manpower perspective, more submissions directly mean greater demand for reviewers and
Area Chairs (ACs), which translates to a heavier workload for Senior Area Chairs (SACs) and,
eventually, Program Chars (PCs). With such great pressure on every aspect of the conference review
system, the results are predictable: thinner attention per paper, more rushed triage, and greater
variance in both review quality and decision outcomes.

Moreover, practicality-wise, most ML conferences often guarantee the right to presentation expo-
sure once a paper is accepted. This makes physical capacity restrictions come into play, directly
imposing an upper limit on how many papers can be accepted. Many borderline or acceptance-
inclined papers might be ruled out purely based on capacity constraints — a role often delegated
to SACs. But considering the number of submissions versus the number of SACs,2 this kind of
assignment is, by design, unreasonable and unsustainable, as no SAC has the luxury or appetite to
go through the content and review record of that many papers. In practice, this pressure incentivizes
shortcutting — e.g., relying more heavily on numerical scores or other similar quick heuristics —
which further amplifies randomness and weakens accountability. In fact, we have seen many SACs
publicly pushing against such “force rejection for capacity” practices, as exemplified by LinkedIn
posts from NeurIPS SACs Ahmad Beirami and Atlas Wang.

2.2 LACK OF OVERSIGHT, FEEDBACK LOOP, AND INCENTIVE TOWARDS GOOD AND BAD
ACTORS.

While reviewers, ACs, and SACs certainly have the right to provide feedback on their assigned
submissions, ML conferences lack proper oversight and feedback loops for such actors. A reviewer,
AC, or SAC can essentially engage in highly discretionary actions, so long as those actions are not
extreme enough to trigger a desk rejection or other formal intervention (e.g., not performing the
assigned review duty at all). This ecosystem leaves actors with no channel to learn how to become
better, let alone any real incentive to go the extra mile.

As a result of the general lack of oversight, there is little to no systematic calibration across re-
viewers, limited visibility into meta-review quality, and minimal recognition for consistently careful

2Per https://media.neurips.cc/Conferences/NeurIPS2024/NeurIPS2024-Fact_
Sheet.pdf, we have 195 main conference SACs but 15,671 submissions at NeurIPS 2024, making the
workload roughly 80 papers per SAC.

2
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work. Conversely, low-effort or unconstructive behavior often carries no consequences; as even
with escalation, there are no rules for corresponding punishment unless their action is on the most
extreme end. Without routinized feedback, transparent metrics, or positive incentives, the system
neither rewards exemplary stewardship nor deters poor practices. We argue that such a lack of
oversight and incentive makes the overall quality drift toward the lowest-effort equilibrium, where
helpful practices like internal-review discussions and thorough AC investigations rarely happen, as
they are not incentivized to go those “extra miles.”

3 OUR TAKES

3.1 SOFT AND HARD SUBMISSION CAPS OFFER LIMITED HELP.

With the growing research body of the ML community (Yang, 2025; Kim et al., 2025) and with
AI-assisted research becoming more accessible3 (Eger et al., 2025), the volume of submissions
continues to grow at a pace that far outstrips the community’s reviewing capacity. This escalation
naturally prompts discussions around mechanisms for curbing submission rates and maintaining a
manageable reviewing load, where submission caps are often proposed as one of the most direct
ways to reduce such volume.

We argue that submission caps — whether “soft” (e.g., mandatory reciprocal review over X submis-
sions) or “hard” (e.g., strict per-author quotas on how many papers can be submitted) — provide,
at best, marginal relief. The core problem is not that a small set of “hyper-prolific” lead authors are
personally flooding the system with new submissions (Yang, 2025), but that there is essentially no
downside to submitting unready manuscripts or endlessly recycling previously rejected work with
critical flaws. We argue that, in practice, per-author caps mostly trim auxiliary authors from the by-
line so that teams can fit under the quota; they do little to stop the same lead authors from submitting
the same number of papers — worthy or not — or from repeatedly resubmitting flawed work. In
other words, we argue that submission caps mostly change who gets listed on a paper, rather
than whether the paper is submitted. This is because it would be unlikely for a team to postpone
the submission of a paper simply because an auxiliary is hitting the caps. Thus, until there is a gen-
uine negative incentive that discourages unlimited resubmission and rewards restraint, submission
caps can only nibble at the edges of the volume problem, instead of addressing its core.

3.2 IRRESPONSIBLE REVIEWERS CARE MOST ABOUT THEIR OWN WORKS — SO ASKING
NICELY MIGHT NOT BE HELPFUL

The seemingly widespread presence of bad or irresponsible review practices is rooted in the lack
of accountability built into current conference mechanisms. Until very recently, most ML confer-
ences enforced no retaliatory punishment against irresponsible reviewers — leaving bad practices
essentially unchecked. From a reviewer’s perspective, the only thing that matters is their own
current or future submissions. Therefore, to effectively discourage irresponsible reviewing,
some form of penalty must be enforced at the submission end. Otherwise, conferences have no
real leverage and can only resort to asking nicely in Calls for Papers or Reviewer Guidelines; and
despite the existence of some extremely thoughtful guidelines like the ARR Reviewer Guideline,4
their effectiveness remains to be desired.

Recently, starting with CVPR 2025, several ML conferences have adopted what is essentially a
retaliatory desk-rejection policy targeting irresponsible reviewers. At CVPR 2025, its Area Chairs
(ACs) “identified a number of highly irresponsible reviewers, those who either abandoned the review
process entirely or submitted egregiously low-quality reviews, including some generated by large
language models” and ultimately issued desk rejections for 19 otherwise accepted papers involving
those reviewers.5.

While this act marks a meaningful start to enforcing hard procedural guardrails to protect review
quality and integrity. We argue that retaliatory procedures as harsh as desk rejection can only offer

3One direct piece of evidence of this might be how an AI scientist is able to get a paper accepted at the main
conference track of ACL 2025. See this blog and (Zhou & Arel, 2025) for details.

4https://aclrollingreview.org/reviewerguidelines
5https://x.com/CVPR/status/1894853624200863958

3
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marginal benefits to the conference at large, as only a few bad actors would be extreme enough to
blatantly ignore direct instructions.

3.3 RETALIATORY DESK REJECTION IS USEFUL, BUT IT LACKS GRANULARITY AND
CANNOT ACHIEVE INFLUENCE AT SCALE

Given the precedent set by CVPR 2025, many conferences (including ICML and NeurIPS 2025)
have begun adopting similar desk rejection policies targeting ultra-irresponsible reviewers. This is a
step in the right direction. But desk rejection, by nature, is a blunt instrument: it’s too harsh to apply
broadly and can only be reasonably used for the most extreme violations with verifiable signals. In
CVPR’s case, it was mostly reserved for reviewers who outright abandoned their review duties — a
clean, verifiable breach that leaves no room for ambiguity.

Unfortunately, the vast majority of reviewer problems in ML are much more subtle than complete
negligence. Irresponsible reviews can manifest in many forms: from thoughtless boilerplate com-
plaints like “no theory” or “needs more experiments” applied indiscriminately to every submission,
to a gross misunderstanding of basic facts and refusal to reconsider, to a raised concern with no
concrete support, or even the famous “Who is Adam?”6 These reviews are much harder to police,
but no less damaging.

We argue that desk rejection is too coarse a penalty to handle the long tail of poor reviewing be-
haviors that fall short of full abandonment. If we want meaningful deterrents at scale, we need a
system that applies graduated, proportional penalties — not just all-or-nothing rulings. The fact that
the CVPR 2025 procedure only results in 19 desk rejections is clear evidence that the irresponsible
review issue in the ML community is far from being resolved by merely adopting this retaliatory
desk rejection policy alone; more enforceable yet fine-grained procedural safeguards are necessary
to handle the wide spectrum of irresponsible review practices.

3.4 100% MANDATORY RECIPROCAL REVIEWER RECRUIT IS A SLOW-ACTING POISON

To keep up with rising submission counts, many ML conferences — starting with the most recent
EMNLP 2025 (ARR May) — now rely on 100% reciprocal reviewer recruitment: every eligible
author7 must also review, except in extreme circumstances like parental leave. On paper, this sounds
fair: if one wants to publish, one should contribute to the review pool. But in practice, it’s a slow-
acting poison and done so at the cost of review quality.

The policy assumes that all eligible authors of every submission are both capable and willing to
provide thoughtful reviews. That is simply not true under many ML literature. Many eligible authors
may have played only auxiliary roles or contributed as expert consultants on highly specialized
components. They are therefore ill-suited to reviewing general-purpose ML submissions. Forcing
mandatory review duties on such contributors creates a predictable outcome: low-effort reviews
written solely to avoid desk rejections.

Worse, mandatory review removes the ability for people to decline, even when they know they
cannot meaningfully contribute due to sensible (but non-medical-like) emergencies. Once in the
reviewer pool, conferences often allow very limited flexibility for exemption. For instance, AAAI
2026 instructed their reviewers to “do your best” even if the assigned paper is outside their area of
expertise. We argue that such enforced cultures would likely result in a series of rushed, templatized,
or often disengaged reviews. It is worth noting that many later conferences are likely on the same
page with us (in terms realizing the negative side of mandatory reciprocal review): starting from
ARR July 2025, technically qualified authors may request an exemption from review duty on a
case-by-case basis if they find themselves lacking the relevant expertise.8

We find it ironic that a mechanism designed to distribute the workload ends up degrading its quality.
However, if everyone could opt out with no consequences, the system would collapse under the sheer
volume of submissions. So, what is the reasonable middle ground — a way to allow reasonable

6https://x.com/2prime_PKU/status/1948549824594485696
7Where such eligibility is often determine by prior publication records, such as number of published works

at A* or similar conferences.
8https://aclrollingreview.org/exemptions2025
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opt-outs while still holding authors accountable for their share of the reviewing load? We, again,
explore one such compromise in Section 4: a points-based incentive system that rewards good-faith
reviewing and allows reviewers to “spend” those points to defer their reviewing obligations as one
sees fit.

3.5 HELPFUL IMPLICIT EXPECTATIONS OF ACTORS ARE OFTEN NEVER MET

Conference processes implicitly assume that reviewers, ACs, and SACs will self-initiate best prac-
tices — such as timely calibration, substantive internal discussions, careful revision after rebuttals,
and principled follow-ups — to ensure that informed decisions are made for each submission. In
reality, helpful practices like internal reviewer discussions almost never happen effectively be-
cause no one is incentivized to “go the extra mile.”

There is little real recognition, no tangible credit, and only minimal accountability for the extra
coordination and time that these practices require; under deadline pressure, the rational response is
to aim for the minimum viable effort. As a result, helpful practices like internal reviewer discussions
become perfunctory or are entirely absent. Naturally, the decision quality then becomes noisier —
not for lack of guidance, but for lack of aligned incentives to make the guidance actually happen.

4 OUR PROPOSAL: FINE-GRAINED PROCEDURAL GUARDRAILS WITH A
CURRENCY-LIKE INCENTIVE SYSTEM

To make meaningful progress in peer review reform, we argue that two ingredients are essential:
enforceable procedural safeguards at different granularities, and an incentive structure that
rewards good-faith participation while offering flexibility. We propose a system based on a
community-wide, cross-conference-supported economy called “OpenReview Points” — mainly for
the mainstreamness of OpenReview and its good position to keep track of such balance.

This section outlines the basic principles of such a system, discusses potential enforcement strate-
gies, and explores the feasibility of a conference-wide credit market that could finally provide con-
ferences organizers both the “stick” and the “carrot” they currently lack.

4.1 OPENREVIEW POINTS: A CURRENCY-LIKE ECONOMY ENABLING FLEXIBLE OPTIONS

The current review ecosystem operates on the honor system — a reviewer is expected to perform
review duties diligently and hope that others will do so as well. However, we argue that optimistic
hoping is not a system. To install accountability, we propose currency-like credit system, giving
contributors to the review pipeline something to earn, spend, and track.

Under our proposal, ML practitioners would accumulate OpenReview Points based on their contri-
butions to the community. For instance — in the context of reviewing — completing a standard
review might earn 1 point, helping with an emergency review might earn 2, and being recognized
as an “outstanding reviewer” could grant an additional 3 points.9 Once earned, OpenReview Points
could be spent to gain access to certain “perks” and privileges. For example:

• A reviewer can spend 5 points to opt out of an assigned review duty.
• An author can spend 10 points to exempt a co-author from their reciprocal reviewing obligation.
• An author can spend 50 points to request an additional expert reviewer in the case of a highly

controversial or borderline decision. In the meantime, a reviewer/AC can take this job and earn
those 50 points.

• An author can spend 100 points to redeem free registration.

This economy introduces direct incentives: if one contributes meaningfully, one gains flexibility and
optionality. If one does not, one’s publishing privileges will begin to shrink. It also gives conference
panels more space to experiment with different policies and enforcement harshness, without relying
on blunt-force policies like universal reciprocal reviewing or desk rejections.

9We emphasize that all point values mentioned in this section are intuitively assigned for hypothetical pur-
poses. A real OpenReview Point-based economy would require significantly more sophisticated balancing,
subject to each conference’s own preferences. More on such specifications in Section 6.
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For instance, much of our work argues that there is a lack of incentive for actors to “go the extra
mile,” even when such effort can be immensely helpful (e.g., as anecdotally demonstrated in Ap-
pendix C). With point incentives, however, such “extra miles” can be encouraged: reviewers shall
become more willing to initiate and engage in internal discussion, and ACs shall become more will-
ing to investigate — simply because exemplary actions can now be rewarded. We can push this
further by introducing targeted awards and penalties to shape community behavior. As discussed in
Section 2.2, the lack of a reviewer feedback loop can potentially be mitigated by awarding points to
authors who provide detailed reviewer feedback that reviewers may consult to improve their future
practices. Similarly, as noted in Section 2.1, many reviewing issues stem from inflated submission
counts. One way to mitigate this is to require a small and refundable “submission fee” — e.g.,
10 OpenReview Points — per paper. If the paper is accepted or meets a reasonable “fair attempt”
bar, the points are refunded; otherwise, they are forfeited. This soft deterrent discourages unready
submissions by linking low-quality or premature work to a corresponding reduction in future publi-
cation privileges.

To be clear, we are not arguing for the enforcement of any specific rule — whether that is
charging a submission fee in points, or allowing opt-outs from reviewing, or more. Rather, we argue
that a currency-like system would grant every participant in the ML community far greater flexibility
in how they interact with the review process. While we fully expect friction or disagreement
regarding any particular rule or redemption policy, we believe it would be difficult to argue
against the utility of having a credit-based system at all. Since it makes sense for different
conferences to carve out their own rules to cater to their own communities.

4.2 VOTING-BASED PENALTIES MAY INTRODUCE FALSE POSITIVES — AND THAT’S
ACCEPTABLE, BECAUSE WE GET FINE-GRAINED ENFORCEMENTS IN RETURN

To discourage low-effort or malicious reviewing, we propose allowing area chairs and fellow re-
viewers to flag irresponsible reviewer behavior with much greater flexibility and finer granularity.
Of course, actions that are verifiably egregious — such as completely missing reviews or openly
posting LLM-generated content — should trigger the harshest penalties (e.g., desk rejection), as
these cases are binary, easy to verify, and largely undisputed.

But most bad reviewing practices do not look like that. They are far more subtle: templatized
one-liners like “no theory” or “needs more experiments” applied indiscriminately, vague dismissals
without justification, raising a plethora of out-of-scope questions, or reviews that clearly misunder-
stand the paper’s core contributions and never bother to revise... These cases are harder to catch
algorithmically and rarely rise to the level where desk rejection is justifiable. Yet, they are
widespread and deeply harmful. As authors are often forced to invest time and energy to address
these reviews, which is often to little effect if no oversights are placed upon the reviewers’ end.

This is where a voting-based penalty system can help. For instance, if the authors report a reviewer,
and that reviewer’s peers on the paper — along with the area chair — unanimously agree that a
review is deemed unacceptably low in quality, that reviewer could receive penalties ranging from a
warning to various levels of point deduction.

We recognize that such systems introduce the possibility of false positives. But in the meantime, we
argue that it is largely acceptable: First, if safeguards such as unanimous agreement, AC confirma-
tion, and an appeal mechanism are in place, we believe the practical false positive rate can be kept
low. Secondly, since point deduction is a much less extreme act compared to penalties like desk
rejection, even a false case is unlikely to result in severe and immediate impacts of irrecoverable
harm. More importantly, while our proposed system is far from perfect, the current system basically
has the opposite problem: it has a nearly 0% true positive rate — since no matter how badly the
reviewer behaves, as long as it is not at an automatically verifiable level of atrociousness, there are
zero consequences. The status quo is clearly worse in a comparative sense.

No penalty system will ever be perfect, but the absence of one guaranties stagnation. We argue
that a small risk of overcorrection is a worthwhile price to pay for finally holding the peer-review
process to a higher standard. An even lower risk alternative is to award credits to AC/reviewers for
providing detailed feedback on their peer reviews. this would enable a positive feedback loop where
actors have channels to learn and become better versions of themselves. We discuss more about such
specific recommended practices and our considerations behind them in Section 6.

6
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5 ALTERNATIVE VIEWS

While we advocate for enforceable procedural safeguards and a currency-like incentive system, we
recognize that not everyone will agree with this approach. Below, we discuss several alternative
perspectives and respond to their concerns.

5.1 “PEER REVIEW SHOULDN’T BE GAMIFIED.”

A common objection is that introducing a credit system risks gamifying the review process — turn-
ing what should be a scholarly, community-driven responsibility into a transactional system. While
we sympathize with this concern, our counterpoint is simple: peer review is already governed by
incentives — such as reviewing others’ submissions in turn for having one’s own work properly
reviewed — but these incentives are just poorly aligned and implicitly stated.

Researchers submit to conference because they care deeply about getting their own work accepted;
yet, they are often disincentivized from reviewing carefully and consistently. A credit system does
not create incentives out of thin air — it simply formalizes them and aligns them with the broader
health of the ecosystem.

5.2 “VOTING-BASED PENALTIES WILL BE ABUSED OR POLITICIZED”

Another concern is that a flagging or voting-based penalty system could be misused — weaponized
in borderline cases or influenced by interpersonal bias. We agree that any enforcement mechanism
needs guardrails. That’s why we require close-unanimous (if not totally unanimous) agreement from
all other participating reviewers on the same paper and area chair confirmation before any penalty is
issued. False positives are not impossible, but they are rare and correctable when hedged with these
guardrails, and their damage — some point deduction — is unlikely to cause irrecoverable harm like
immediate desk rejections and submission bans. The alternative — a system that allows actors to
act with no accountability whatsoever — is far more damaging in the long run.

5.3 “A POINT SYSTEM FAVORS THE PRIVILEGED ACTORS, AND CAN RESULT IN BAD THINGS
LIKE LOSING QUALITY REVIEWERS.”

Some may argue that a credit system will disproportionately benefit researchers with more time,
institutional support, or prior connections — allowing them to “buy” their way out of responsibilities
(e.g., being exempt from review duties) while leaving others to “pick up the slack.” This is a fair
concern. But in our design, points are earned through labor, not status. There is no “premium tier
of citizen,” only accumulated contributions through hard work. While it is still true that researchers
with strong support will likely have more opportunities to contribute — as they are not otherwise
occupied by some chores — their “surplus contributions” are still a net gain to the community.

We also note that, while exemptions from review duties might indeed result in losing reviewers, one
thing to consider is whether those who are willing to pay a high price to be exempted are producing
quality reviews (if kept by force), and whether they are likely to have the bandwidth to stay engaged
with the authors. We argue that a better alternative might be to jut let them be exempted, and
utilize the collected points to incentivize reviewers who do have the bandwidth and motivation in
this particular conference cycle.

On the same note, one thing we would strongly advocate is mobilizing researchers who are not
main authors to participate more in the review pipeline, as they likely have better bandwidth
(since they are not under the pressure of author deadlines), and their reviews will not be as affected
by feedback on their own submitted work. Under the current system, there is little incentive for
researchers to do so, as most reviewers are recruited by mandatory reciprocity, which no longer
applies without being an author. Our proposed credit system might provide them with a strong
incentive to participate, as they can earn points to enrich their publication privileges; and specifically,
have the option to spend such points to be exempt from reviewer duties when they are submitting
lead-authored work, granting themselves wider bandwidth as authors when they are under rebuttal
pressure.

7
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5.4 “ALL OF THIS SOUNDS TOO BUREAUCRATIC.”

Some may worry that procedural enforcement, tracking points, and adjudicating review quality will
introduce too much bureaucracy into the process. We, again, see where this concern is coming
from. However, conferences already invest massive effort coordinating thousands of reviews and
rebuttals; we are simply proposing mechanisms to make those efforts fairer, more consistent, and
more sustainable over time. While we do agree that the full form of our credit system can be too
heavy to be implemented at once, we argue a gradual roll out of changes can be rather “soft landing”
to existing community members.

5.5 “A CROSS-CONFERENCE RECIPROCITY MUST EXIST FIRST”

One clear and fair criticism of our credit system is that, for it to work to its full potential, multiple ma-
jor conferences must adopt it. Granted that conferences like ICML, NeurIPS, and ICLR almost never
work together closely, we recognize that such a prerequisite can be difficult to achieve. However, we
argue that there are ML conferences well-positioned to adopt such practices: e.g., the ARR series of
conferences has long implemented cross-conference measures (e.g., submission bans from the next
ARR cycle), as experimented with in EMNLP 2025,10 making them more openminded to adopting
other similar cross-conference measures. Further, even if the credit system is per-conference, it can
still function at a level that is better than nothing; it is just that features requiring accumulated effort
may be harder to activate and experiment with.

5.6 “WHAT ABOUT EARLY-CAREER RESEARCHERS?”

Much like how companies and games handle the onboarding process for novice players and new
employees, a reasonable expectation is that the point-hosting platform shall grant a baseline amount
of credits to such first-time contributors, perhaps also with a protection period (much like how new
hires cannot be directly placed into a Focus/PIP pipeline in tech companies), so that they have
enough time and capital for trial-and-error.

Seeking endorsement from a seasoned scholar (much like how arXiv operates) is another viable
option, though it might be more unfriendly to researchers from underrepresented backgrounds. For
such contributors, a platform might run routine workshops, where participating and passing such
workshop education shall grant these contributors such baseline credits.

6 RECOMMENDED PRACTICES

As emphasized throughout this position paper, our goal is not to promote a single, prescriptive
rulebook that every conference must follow, but to advocate for a flexible framework that can adapt
to different conference idiosyncrasies. Every policy comes with its own trade-offs — it is, ultimately,
an art of compromise to decide which set of policies to adopt. Under our credit system, conference
panels and authors are akin to store owners and customers: the panels decide what goods are
offered and at what price, while the customers decide where and how they wish to spend their
money.

However, we fully recognize that without concrete discussion of how such a system might actually
operate, there will naturally be resistance — and, worse, chaos if adopted without proper considera-
tion. Thus, this section serves as practical guidance from us authors on how the first few conferences
adopting a credit-like system might proceed. We also leave our answers to many frequently asked
questions to Appendix B

6.1 HEAVY ON EXISTING PERKS

We believe that early adopters should anchor their credit-like system around existing perks already
offered in current ML conferences (e.g., complimentary registration, emergency reviewer invita-
tions), rather than immediately introducing entirely new perks. Staying with existing perks provides

10https://2025.emnlp.org/reviewer-policies/
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two immediate benefits: 1) Because these perks are already part of established workflows, redis-
tributing them according to the point-based system (e.g., ranking reviewers by awarded points per
conference cycle rather than relying on an AC’s subjective judgment) keeps overall impact bounded.
If the new distribution turns out problematic, its effects are still confined to the known scope of
these already-tested perks; whereas brand-new perks introduce unknown risks. 2) We can directly
compare key metrics between credit-system conferences and their historical data. Any improve-
ment or decline is then more likely attributable to the credit system (or its specific implementation),
rather than being confounded by the introduction of new perks. Using the same set of perks but with
credit-based allocation gives us an opportunity to collect data on how the credit system behaves in
practice. Such data shall serve as the baseline to test out different new perks.

6.2 GENTLE AND GRADUAL ROLLOUT OF NEW PERKS, POTENTIALLY WITH ONE-OFF TESTS

When launching new perks, it is best to roll them out gently and gradually rather than all at once.
This approach offers a clean testbed to monitor each perk’s contribution and reduces the information
load on all involved parties, who will need time to adjust.

Observant readers may notice that some of our proposed policies — e.g., free registration, the right
to request additional reviewers, or refundable submission fees discussed in Section 4 — require a
relatively long-term accumulation of points to become useful. Researchers would need to earn (or be
penalized) enough points before crossing the thresholds of these services, stretching the evaluation
horizon.

A simple way to expedite early evaluation is to introduce one-off tests. For example, in addition
to point awards, conferences might grant top point-earners a one-off right to request an additional
reviewer to help resolve borderline cases, with this right expiring at the end of the conference cycle.
This allows organizers to directly observe whether such redeemable incentives meaningfully help —
and to what extent these improvements propagate through the reviewer–AC pipeline. This kind of
fast feedback might help conference organizers trim unhelpful policies quickly and expedite a faster
iterations of rule sets.

6.3 DETERMINING POINT VALUES FOR CONTRIBUTIONS AND PERKS

One reason we did not specify exact point values for different contributions (e.g., how many points
an emergency review should yield) is that we currently lack the empirical data needed to set these
responsibly — such as the typical number of emergency review requests in a conference, how often
these requests are fulfilled, and how their workload compares to regular reviews. As a general
guideline, however, we believe it is reasonable to treat the completion of one regular review duty as
the base “unit price” of this ecosystem.

For the sake of discussion, suppose one regular review yields 1 OpenReview Point. Rather than
arguing directly about how many points each contribution “should” receive, we propose working
backwards from the value of the perks the system must support. For example, we can roughly
estimate the point cost of a free registration by (1) checking how many free registrations a conference
can realistically offer,11 (2) determining what fraction of the reviewer population this corresponds
to (e.g., the top 5-10%), and (3) computing the total point budget issued in that conference cycle —
roughly, the number of submissions times the number of required reviews, plus bonus points (e.g.,
awards) and points collected via exemption fees.

With this budget in hand, we can set the point cost of a free registration so that only the intended
contributor percentile can redeem it under plausible participation patterns.

Once the point cost of a perk is anchored, the point values of contributions should be calibrated
relative to it. For instance, if completing one’s regular review duty plus two emergency reviews
typically places a reviewer in the top percentile eligible for free registration, then the point-value of
an emergency review should be set accordingly. While this may still leave questions like why two
emergency reviews, rather than three or five, should map to this threshold, working from anchored
perks at least constrains point allocations to a meaningful, narrow range.

11For instance, NeurIPS 2025 offers free registration to top reviewers, which amounts to around 1,900+
reviewers. Similar travel grants and volunteer oppotunities are also offered at most ML conferences.
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In other words, point-value determination begins by anchoring perk values to the scale of the econ-
omy; contribution-level point allocations then follow to maintain internal consistency rather than
being chosen in isolation.

6.4 TRACK KEY METRICS AND PUBLICIZE SUCH STATISTICS

Finally, for a credit system to have a lasting impact, conferences must make informed decisions
about which rules to adopt and at what point-values. Such decisions require cross-conference con-
sistency. If, for example, NeurIPS values its perks at 10x ICLR’s level for no meaningful reason, the
ecosystem loses the interoperability we envision. Thus, each conference should monitor key metrics
and publish these statistics as part of their post-conference fact sheets.

For example: If a new rule is implemented, do we observe increased interaction among reviewers
and ACs? Do ACs report that these additional exchanges help them make more confident decisions?
These statistics and reports will form the foundation for iterating toward a better implementation of
the credit system and will also serve as a strong signal — even an advertisement — encouraging
more conferences to adopt a shared credit currency.

7 CONCLUSION AND LIMITATIONS

In summary, we present a flexible credit-based framework aimed at improving accountability,
aligned incentives, and procedural fairness in the ML peer-review pipeline. While we believe the
system offers practical value and a principled foundation for future experimentation, it is equally
important to acknowledge its current limitations and the challenges in evaluating such proposals.

Lack of numerical support and simulated experiments Our work lacks numerical results, but
we believe discussions about review mechanisms are most meaningful in the hypothetical space —
since there is no way to rewind history and A/B-test two parallel conference processes. Likewise,
LLM-powered simulations add little value: too many layers of prompt, decoding, and model-specific
variance compound, making such outcomes highly sensitive and difficult to trust. For instance,
even if we scraped full ICLR discussion logs, what would we meaningfully do with them?

• Prompt LLM “reviewers” to apply our credit system and judge their reviews with another LLM?
• Ask roleplaying LLMs to simulate reviewer discussions and treat their frequency as a signal?
• Simulate multi-conference point accumulation and claim reviewer-load reduction?

We believe most readers would view such simulations as overly fragile and of limited interpretabil-
ity. A further complication is that many key metrics are not public. Useful signals such as the
number of internal reviewer discussions or reviewer-profile dynamics are unavailable. Even crude
simulations — e.g., prompting LLMs to decide whether submissions fall below a “fair attempt bar”
and deducting points — quickly become hand-wavy; as changing a threshold or banning simulated
authors from a “next conference” would trivially reduce load, but such results would be meaningless
without real baselines.

That said, we recognize the desire for some anchoring to real conferences. Thus, we share three
case studies — drawn from similar top ML venues where we served as reviewers — in Ap-
pendix C. While works without statistical evaluation may face a higher bar for ICLR main track,12

we believe our contribution fits ICLR’s call for “how we can improve the ways that we conduct
and evaluate machine learning research” and offers tangible value to the community — even if it
improves the review pipeline only modestly.

Position paper submitted to ICLR main track Although this paper is written in a typical
position-paper style, ICLR does not have a dedicated track for such works. We have confirmed
with the PCs that “position papers can be published at ICLR if they have sufficient novelty and
value for the ICLR community,” as demonstrated by prior accepted work (Ngo et al., 2024). We
argue that ICLR is the most appropriate venue among the ICML/NeurIPS/ICLR trifecta — both in
progressiveness and in its community’s willingness to engage with systemic issues that affect all
researchers. We ask for reviewers’ open-mindedness and invite active discussion.

12https://openreview.net/forum?id=fh8EYKFKns is one accepted example.
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ETHICS STATEMENT

Granted our work operates in a hypothetical space and promotes no particular ML methods or
datasets, it is our honest analysis that it requires no further ethical consideration. We have care-
fully read the ICLR Code of Ethics and pledge to adhere to it.

THE USE OF LARGE LANGUAGE MODELS (LLMS)

We would like to disclose that part of the writing of this paper was polished by a language model,
though a human researcher is there to verify that the final output is true to the researcher’s opinion.
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A RELATED WORKS

Proposal of conference mechanisms for better ML review quality To the best of our knowledge,
few published works have addressed how to improve ML review quality by adjusting conference
mechanisms. The closest work to ours might be Kim et al. (2025), where the authors advocate
establishing a feedback loop to reviewers and promoting reviewer rewards — two points that we
also share. Specifically, Kim et al. (2025) highlights that if we allow authors to rate reviewers, those
ratings will almost always be heavily influenced by the specific strengths and weaknesses (and, by
extension, the scores) listed by the reviewer (Goldberg et al., 2025). Reviewers who fairly rate
papers negatively may be subjected to unfair retaliatory ratings from authors. To address this, Kim
et al. (2025) suggests a two-stage reveal: authors first read only the reviewer-written summary and
strengths and provide a rating, where the weaknesses are then visible. We argue that this system
might work to some degree, but in reality, much of a review’s quality is determined by whether the
highlighted weaknesses are sound and well supported. Reviewing reviewers without seeing these
details would likely produce a lot of noise, and reviewers would be incentivized to write vague
summaries that lack sharp substance. As for reviewer rewards, Kim et al. (2025) mostly argues
for vanity perks like digital badges (e.g., ones similar to the “Pull Shark” badge on GitHub). We
argue that such vanity-only perks would have much less influence than the review, submission, and
cost-influencing perks we propose here.

Another piece of related work is the Isotonic Mechanism score pioneered by Su (2021) and its
follow-up works like Wu et al. (2023); Su et al. (2025), which survey authors (with multiple submis-
sions) and ask them to rank their submitted papers. A score is thereby calculated and compared with
the mean of reviewers’ raw scores. Should these two scores exhibit too drastic a gap, it may trigger
AC intervention with an additional reviewer request, etc. We note that this work is, by large, orthog-
onal to ours, as it is yet another safeguard one can implement under our proposed credit system. The
two works overlap in the sense that some countermeasures do show resemblance (e.g., requesting
an additional reviewer).

Two pieces of relatively early but directly related work are Rogers & Augenstein (2020) and Zhang
et al. (2022). Rogers & Augenstein (2020) discusses why incentives clash under a peer-review con-
text and outlines many potential proposals (e.g., better review–paper matching, more tracks, abol-
ishing “score-based” feedback, track-specific review formats, etc.). Similarly, Zhang et al. (2022)
also investigates various policies but focuses on modeling why resubmission is so prevalent despite
many works eventually getting accepted at a top venue. The main difference between these works
and ours is that they do not propose a unified recipe (e.g., a credit system) as a means to address
various issues; instead, custom solutions are typically proposed and discussed for each problem or
edge case.

Conference Review Statistics There are a few works like Yang (2025); Cortes & Lawrence
(2021); Beygelzimer et al. (2023); Goldberg et al. (2025) that collect real statistics and conduct con-
trolled experiments from past conferences. While such works typically do not propose mechanism-
based solutions, their numerical presentations help illustrate the scale and muddiness of current
conferences; yet, such controlled exploration shall offer us insight into the practical dynamics of a
particular mechanism design.

Boarder Relevant Art Last, outside the machine learning community, we have Gasparyan et al.
(2015) analyzing peer review incentives under a mainly medical-focused context. The main argu-
ment of this work is “none of these (financial or nonfinancial incentives) is proven effective on its
own”; however, the authors envisioned “a strategy of combined rewards and credits for the review-
ers’ creative contributions seems a workable solution.”

Our work makes essentially the same argument, though framed under a point-based system (and of
course, with more ML-specific flavors). Our system supports many of the typical financial and non-
financial incentives mentioned in Gasparyan et al. (2015). For instance, several exemplary policies
we discuss in Section 4.1 range from incentives for reviewers to write higher-quality and more timely
reviews, to deterrents for authors submitting unready work, to non-financial privileges such as the
right to be exempt from review assignments, and even financial compensation like free registration.
We believe it is fair to say that we are not advocating for any particular type of incentive, but rather
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a collection of them. It just so happens that we unify them under a credit-based system, allowing
their impact to last beyond a single conference.

Another point specific to Gasparyan et al. (2015) is that many reviewers dismiss incentives such as
paper purchase discounts or free publication access, since their institutions already pay for publisher
subscriptions, making such incentives mostly relevant to members with non-academic backgrounds.
In our proposal, however, conference hosts can offer services that no institution would purchase in
bulk (e.g., registration), or even privileges that money cannot buy (e.g., the right to request additional
review resources). While we do not claim these incentives are inherently better — as one man’s
vulgarity is another’s lyric — we do believe our framework offers a flexible way to combine different
incentives to suit diverse needs, effectively pushing forward a system that Gasparyan et al. (2015)
envisioned.

Outside the effectiveness of a certain incentive system, much of a conference’s experience also
depends on many other aspects, such as the reduction of collusion rings (Jecmen et al., 2025), finding
better reviewer–paper mappings (Mimno & McCallum, 2007), determining the level of openness
(Rao et al., 2025), or the use of LLMs for reviewers (Liu & Shah, 2023). We refer users to such
works to build a deeper understanding of these important topics. We recommend readers refer to
Kim et al. (2025) for an overview of such works.
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B FREQUENTLY ASKED QUESTIONS

Who governs this? We believe it is best to have a bank-like entity to govern point storage. Neutral
platforms like OpenReview could serve as an ideal medium for tracking how many points each
author has accumulated.

How do we prevent bad behavior (fraud, point farming, unfair allocation, etc.)? No mecha-
nism can fully eliminate misconduct. Even real-world economies with tangible consequences face
persistent bad actors. It would be disingenuous for us — or anyone — to claim otherwise. However,
any thriving economy depends on aligning the interests of its participants. Conference organiz-
ers and authors share the goal of obtaining high-quality reviews and meaningful discussion, while
reviewers (in the worst case) may simply want to earn points.

To bridge these goals, additional points can be awarded for high-quality reviews, and penalties
applied for low-quality ones. We can also limit the total review capacity per author to discourage
“quick review for basic point farming.” Enforcement can be driven by an AC + reviewer voting
mechanism, as discussed in various parts of our paper. We believe that these enforceable safeguards
would be effective in mitigating typical point-farming behaviors where review quality is severely
compromised.

Would Y operation be allowed (e.g., point transfer)? Point transfers should be rare and limited,
as the foundation of this system is that contributors must personally engage in community service
to earn points. However, some team-based privileges make sense. For instance, authors of the same
paper could collectively “purchase” certain “products” — e.g., request additional review resources
for borderline cases, or exempt a non-expert coauthor from review duties.

In line with our goal of proposing a framework rather than a detailed rulebook, we find it reasonable
to forbid person-to-person transfers while allowing team-based purchases or awards, depending on
conference preferences.

Would Z infra/consensus be needed? It is fair to note that certain infrastructure and shared con-
sensus would be required to operationalize our credit system. At minimum, platforms like OpenRe-
view should provide:

• A balance-tracking system to record point accumulation per author.
• A limited point-transfer interface to implement awards or penalties.

While such infrastructure is necessary, we emphasize that it is a minimal requirement. The “legisla-
tion” and enforcement of specific policies would still rest with individual conference panels. As one
man’s vulgarity is another’s lyric, there will never be a perfect policy — only carefully considered
trade-offs. Our framework respects the diverse needs of the community and supports them with
great flexibility.
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C THREE CASE STUDIES WHERE WE SERVE AS THE REVIEWERS

While our position paper, unfortunately, lacks real conference data to support why our proposed
framework would be helpful, we believe there is even less reason to run an LLM-roleplaying sim-
ulation. We understand the perspective that having some anchors to real conferences is preferred.
Here, we share three case studies — all from similar top ML conferences — where we serve as
reviewers.

C.1 CASE 1: REVIEWERS CRITICIZING MATTERS OUTSIDE THE PAPER’S SCOPE.

In this case, we observed that another reviewer criticized the submitted work for reasons clearly
outside its intended scope. We therefore raised our concern to the AC:

Internal comment to PC/SAC/AC

This message is set to be only visible to PC, SAC, AC, and the authors.
I want to disclose that I find reviewer A’s evaluation of this paper quite unreasonable. This
reviewer writes:

• Certain methods, such as method type, demonstrate limited effectiveness in
setting, which may restrict their practical deployment.

• The paper points out that many of the an important task methods tested
are essentially extensions of existing models adapted for another important
task, such as a famous method.

It doesn’t make much sense to cite the low performance of certain featured methods as
weaknesses of a dataset-proposing/benchmark paper. It is not the authors’ problem if an
established method underperforms. Instead, the point of benchmarking is precisely to show
when a method would fail. Many benchmark works have done this — some examples
— and it is beyond comprehensible why this is considered a weakness.
Another criticism from reviewer A is:

• The tasks within the benchmark may not capture all possible real-world application
scenarios, possibly overlooking specific needs within certain domains.

This, in my opinion, is a boilerplate concern that can be said for literally any dataset. While
I do agree that the proposed dataset does not capture some important task scenarios —
some examples — criticizing it for “not capturing all possible real-world applications”
crosses the line and feels borderline hostile. This is akin to criticizing a method paper for
not evaluating on every possible dataset.
I recommend the AC to either disregard A’s review or consider encouraging the reviewer to
revisit the evaluation.

This paper was ultimately accepted. This anecdote shows that without inner-reviewer analysis,
simple rule-based policies such as “inactive → desk rejection” fail to capture cases of severely low-
quality reviews. Finer-grained measures must be practiced to ensure that positive impact scales
broadly, rather than being limited to a few desk-rejected papers.

C.2 CASE 2: REVIEWERS ASKING FOR PARTICULAR EXPERIMENTS AFTER THE REBUTTAL
DEADLINE.

In a top ML conference where the exchange between authors and reviewers are limited to certain
time window, we had a split decision situation where the non/late-responding reviewers are not
supportive of the submission. As the AC is calling for consensus, we jumped in and asked:
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Internal reviewer discussion

I skimmed over the two negative reviews of this work and found merits in many of the
reviewer-raised points. However, I also find the authors’ rebuttal to be proper in many re-
gards — especially when the raised concern demands a clarification-like answer.
It looks like the two negative reviewers have yet to address the authors’ rebuttal in a mean-
ingful way (only acks are issued, cmiiw). So, to reach a consensus, I believe it would be
helpful if the two reviewers could elaborate a bit on their leftover concerns. I am happy to
set aside some time to discuss such leftover issues from my perspective.

Essentially, the two negative reviewers believed that certain experiments were missing — one of
which can be seen as a combination of two existing methods, and another as a specific investigatory
study of the author-proposed method. While we find such suggestions to have merit, we believe they
were not raised appropriately from a procedural standpoint:

Internal reviewer discussion

I appreciate A’s detailed response and updated review. I believe A (as well as B)’s main con-
cerns regarding ProposedMethod vs. PriorWork1 + PriorWork2 are legitimate
and sound. That being said, I am always the kind of reviewer who is “more in the authors’
shoes”—for lack of better words—and I would like to present two alternative arguments
regarding this concern.
First, I believe experiment-comparison requests that touch on combinations of existing
works should be cautiously brought up. Many methods can be combined, but their com-
binations typically require a number of discretionary design decisions, and it is often un-
likely for authors to feature the exact combination a reviewer has in mind. In this case,
ProposedMethod proposes a paradigm of reducted, where the scope of eligible com-
binations is wide. Thus, in my opinion, if reviewers are specifically interested in the com-
parison ProposedMethod vs. PriorWork1 + PriorWork2, such a request should
be made explicitly before the rebuttal deadline, rather than mentioned in hindsight
when the authors have no channel to address it.

From the look of it, the ProposedMethod authors submitted their initial rebut-
tal on an early date, which is [redacted] days after the review post. How-
ever, only A engaged substantively on a late date. I must note that this year’s
BigConferenceName requires only two rounds of exchange, yet only 2/4 reviewers pro-
vided those to the authors, with all engaged reviewers leaning positive. For such reasons,
while I am also interested in this comparative result and agree with A’s analysis, I do
not believe we can use it against the authors (at least not as a singular veto reason),
as the request was not properly raised from a procedural standpoint. Imagine we were
submitting a paper where reviewers were largely non-responsive, and the paper was then
rejected for missing an experiment that was never explicitly asked for—it would be hard
not to feel that is unfair. While I understand we all have different priorities and may have
limited bandwidth for various reasons, we need to properly compensate authors when such
situations occur.

(I know it is uncommon for a reviewer to argue on behalf of authors, but I always do so
when it is warranted. The AC is welcome to confirm that this advocacy is from me for good
reasons and not the result of any collusion.)

Later, we and the two reviewers exchanged more than five comments in total, which helped the
AC reach a favorable decision. This anecdote shows that many reviewers are willing to engage in
internal discussions, and such exchanges are profoundly helpful in deciding borderline papers —
they simply never had the "push" to initiate such discussion voluntarily. We argue that our credit-
based incentive system could help elicit more of these productive discussions.

Another takeaway from this exchange is the importance of having enforceable safeguards (e.g.,
reply deadlines), as otherwise authors may have no channel to meaningfully rebut at all. Attaching
rewards and penalties to such actions is also crucial to ensure procedural fairness. While we respect
and appreciate ‘A‘ and ‘B‘ for engaging our discussion, the fact that they were ok with not replying
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/ late replying authors is because there is virtually no penalty to them (as their "misconduct" would
be too minute for desk rejection, yet the conference organizer has no other finer-grained tools) —
something our credit system would help.

C.3 CASE 3: AUTHORS PRESENT UNSUPPORTIVE RESULTS WHILE CLAIMING OTHERWISE.

In this case, we found that the authors were presenting unsupportive results to one reviewer while
verbally claiming the opposite — so we stepped in:

Internal reviewer discussion

As another reviewer, I find the reading on ProblemX tricky. The goal of Task is to have
the [reducted].
In ProblemX, when the component is trained only on dataset1, the dataset2 ac-
curacy drops quite significantly — a disadvantaged result. Once the component is trained
on both dataset1 and dataset2:

• The dataset1 performance improves a small number over the a
baseline, but this also comes at the cost of generating many more tokens than
the a baseline.

• [redacted as it is too technical]

• In the end, the system shows only a small number accuracy gain on the task it
was specifically trained on, while doing something at a higher cost.
I think the added experiment makes the work more negative (though I appreciate
the transparency), as it feels like the proposed component is very task-specific
and does not generalize well.

(This message is set to be not visible to authors so that we can have a discussion with
supposedly no bias, but I am happy to adjust the visibility should you want a more public
discussion.)

The reviewer exchanged views with us and we reached an agreement. The paper was ultimately
rejected, with the AC explicitly citing our reasoning. Specifically, this other reviewer noted:

Internal reviewer discussion

(BTW, you’re among the very few reviewers who respond to other review comments. I truly
admire this level of dedication.)

This suggests that internal reviewer discussion is indeed rare, even though we lack direct statistical
evidence.

We hope these three anecdotal case studies illustrate how even a small component of our proposed
framework — encouraging more internal reviewer discussion — can meaningfully facilitate paper
evaluation. While we acknowledge our bias, we believe that in all three cases, the key factor behind
each paper’s acceptance or rejection was our initiative in starting those discussions. This suggests
that most reviewers want to contribute and most ACs will take such discussions seriously; they
simply need a small push to take the initiative — a push that our point-based incentive could very
well provide.
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