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Abstract

This paper introduces FIRE (FInancial001
Relation Extraction), a sentence-level dataset002
of named entities and relations within the003
financial sector. Comprising 3,025 instances,004
the dataset encapsulates 13 named entity types005
along with 18 relation types. The textual data006
was collected from public financial reports and007
financial news articles, effectively capturing008
a wide array of financial information about a009
business including, but not limited to, corporate010
structure, business model, revenue streams,011
and market activities such as acquisitions.012
The full dataset was labeled by a single013
annotator to minimize labeling noise. Detailed014
annotation guidelines are provided, as well as015
an open-source, web-based text labeling tool016
aimed at streamlining annotation. The labeling017
time for each sentence was recorded during the018
labeling process. We show how this feature,019
along with curriculum learning techniques, can020
be used to improved a model’s performance.021
The FIRE dataset is designed to serve as a022
valuable resource for training and evaluating023
machine learning algorithms in the domain of024
financial information extraction, as well as a025
resource for financial analysts to automatically026
and efficiently extract critical information027
from financial documents. The dataset and028
the code to reproduce our experimental029
results are available at https://github.030
com/blinded_for_review. The repository031
for the labeling tool can be found at https:032
//github.com/blinded_for_review.033

1 Introduction034

The proliferation of textual data in the financial035

domain presents a unique opportunity for the appli-036

cation of machine learning and Natural Language037

Processing (NLP) techniques. The extraction of038

named entities and their relations from unstruc-039

tured financial texts, such as Security and Exchange040

Commission (SEC) filings (U.S. Securities and041

Exchange Commission) and financial news arti- 042

cles (Bloomberg - Financial news, analysis, and 043

data), is a crucial task with significant implications 044

for financial analysis and decision-making. 045

Joint Named Entity Recognition (NER) and Re- 046

lation Extraction (RE) is a complex yet crucial task 047

in NLP, particularly within the financial domain. 048

It involves the identification and classification of 049

named entities in text, and concurrently categoriz- 050

ing the relationships between these entities. This 051

dual task requires a deep understanding of the tex- 052

tual content, demanding high levels of linguistic 053

and domain-specific knowledge. The creation of 054

labeled datasets for such tasks is a costly and time- 055

consuming process. The complexity of financial 056

terminologies and the subtlety of relations often ne- 057

cessitate multiple rounds of review and refinement, 058

contributing to the high cost of dataset creation. 059

This complexity has led to instances where previ- 060

ously hand-labeled and published RE datasets have 061

undergone subsequent corrections post-publication. 062

Examples of such non-financial datasets include 063

TACRED (Zhang et al., 2017b) and its revised coun- 064

terpart, TACRED Revisited (Alt et al., 2020), as 065

well as DocRED (Yao et al., 2019) and its updated 066

version, Re-DocRED (Tan et al., 2022). 067

The lack of a comprehensive, well-annotated 068

dataset in the financial domain hampers the devel- 069

opment and evaluation of algorithms for these tasks. 070

In response to this identified gap, we present FIRE, 071

a dataset specifically constructed for joint NER 072

and RE within the financial domain. Drawn from 073

both financial documents, mainly SEC filings, and 074

financial news articles, FIRE provides a diverse 075

range of linguistic constructs and financial termi- 076

nologies. The dataset is constituted of 3,025 in- 077

stances, all hand-labeled according to comprehen- 078

sive annotation guidelines. Note that an instance 079

(or an example) refers a labeled object, consisting 080

of a single sentence or multiple sentences with as- 081

sociated entity and relation information. Figure 1a 082
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(a) A sentence and it’s labels from the FInancial Relation Extraction (FIRE) dataset. Entity terms are surrounded by a red box,
with the entity type abbreviation annotated below the box. An edge between a pair of entities indicates a relation. (DA), (CO),
(AC), (LO) and (SE) stand for Date, Company, Action, Location and Sector, respectively.

(b) An example of constructing a Knowledge Graph (KG) using the labels from the sentence. All sentences in a dataset can be
combined to create a KG that summarizes all the collected information.

Figure 1: A labeled sentence from the FIRE dataset and an example of how a Knowledge Graph can be built using
the collected labels.

presents a labeled sentence from the dataset while083

figure 1b is one example of how the labeled data084

can be used to create a knowledge graph. More085

examples can be found in the annotation guidelines086

document which is provided with the dataset. The087

dataset incorporates 13 named entity categories and088

18 relation types, effectively capturing vital details089

about businesses, including aspects such as their090

organizational structure, income streams, business091

strategies, and market maneuvers, including acqui-092

sitions.093

The dataset also serves as a substantial resource094

for training, evaluating, and comparing the perfor-095

mance of models specialized in the finance sector.096

With the recent surge in the development of spe-097

cialized Large Language Model (LLM)s, there is a098

critical need for domain-specific datasets to bench-099

mark their performance. An open-source project on100

github, called 10-KGPT (Smiley, 2023), leverages101

GPT to analyze and summarize 10-Q and 10-K102

filings. BloombergGPT (Wu et al., 2023) is a 50103

billion parameter LLM specialized for the finan-104

cial domain. BloombergGPT was assessed across105

various financial tasks such as sentiment analysis,106

NER, and Question Answering datasets. However,107

it did not undergo evaluation on any standalone108

financial RE dataset. FIRE, with its focus on fi-109

nancial NER and RE, offers a suitable platform for110

rigorous evaluation. The diversity and complex- 111

ity of instances in FIRE ensure a comprehensive 112

assessment of these models, taking into account a 113

wide array of financial terminologies and relations. 114

By providing this high-quality, manually annotated 115

dataset, we aim to further the progress in the field 116

of financial NLP, particularly in the application and 117

improvement of state-of-the-art LLMs. 118

An additional feature of FIRE is the inclusion 119

of a labeling time data field for each record in the 120

dataset. This feature may provide researchers with 121

additional granularity when analyzing performance. 122

Labeling time can serve as an implicit indicator 123

of example difficulty, offering potential applica- 124

tions for the implementation of curriculum learning 125

strategies (Bengio et al., 2009). By leveraging this 126

feature, researchers can explore and develop meth- 127

ods that dynamically adjust the learning process 128

based on the difficulty of the examples, potentially 129

leading to more efficient learning and improved 130

model performance. In our experiment results sec- 131

tion, we provide an initial result of incorporating 132

the labeling time feature into the training process. 133

To the best of our knowledge, this has not been 134

studied yet in the literature. 135

The paper contributions are summarized as fol- 136

lows: 137

2



FinRED KPI-EDGAR FIRE (This Work)

Hand-Labeled ✗ ✓ ✓

No. of Instances 7,775 1,355 3,025
No. of Entity Types N/A 12 13
No. of Entity Mentions 16,780 4,522 15,334
No. of Relation Types 29 1 18
No. of Relation Mentions 11,121 3,841 8,366

Table 1: Comparison of FinRED, KPI-EDGAR, and FIRE datasets. FIRE has the advantage over FinRED in that it
is hand-annotated and over KPI-EDGAR in that it is larger, has diverse relations and is more comprehensive in terms
of covering financial aspects over a business. Note that FinRED statistics for entity and relation mentions were not
readily available. The figures included below were manually computed after a review of the FinRED data files.

• We introduce FIRE, a novel dataset for joint138

NER and RE within the financial context.139

FIRE is accompanied by comprehensive an-140

notation guidelines and is hand-annotated by141

a single annotator to minimize labeling noise.142

• We provide an open-source web-based label-143

ing tool, designed to facilitate efficient and144

precise annotation for NER and RE tasks.145

• We demonstrate that utilizing the labeling time146

of each example can enhance model perfor-147

mance through curriculum learning strategies148

The rest of this paper is organized as follows:149

Section 2 goes over some previous general-purpose150

and domain-specific NER and RE datasets and151

compares FIRE to existing datasets in finance. Sec-152

tion 3 provides a detailed description of the FIRE153

dataset, including the composition, data collection154

and annotation processes. Section 4 presents an155

evaluation of selected state-of-the-art models on156

the FIRE dataset, discussing the associated perfor-157

mances and implications. Finally, section 5 con-158

cludes the paper and outlines potential directions159

for future work.160

2 Related Work161

Sentence vs. Document Level RE: Sentence-162

level RE identifies relationships between entities163

in a single sentence, while document-level RE cap-164

tures relationships across multiple sentences or165

entire documents. Document-level RE offers a166

broader understanding of entity relationships, but167

sentence-level RE can pinpoint specific relation-168

ships more quickly. Document-level datasets in-169

clude BC5CDR (Li et al., 2016), DWIE (Zaporojets170

et al., 2020), DocRED (Yao et al., 2019), and Re-171

DocRED (Tan et al., 2022). Some popular sentence-172

level RE-datasets include TACRED (Zhang et al., 173

2017b), FB-NTY (Hoffmann et al., 2011), and 174

WebNLG (Gardent et al., 2017). While many 175

of these are general-purpose, there are domain- 176

specific datasets too (Luan et al., 2018; Perera et al., 177

2020). FIRE, despite having some multi-sentence 178

instances, is mainly a sentence-level RE dataset. 179

Relation Extraction Datasets and Distant Su- 180

pervision. Creating RE datasets is costly due to 181

labeling. One common technique to deal with 182

this problem is distant supervision which relies 183

on a knowledge base to automatically label text 184

data (Mintz et al., 2009). In particular, sentences 185

that mention two entities connected by a relation in 186

the knowledge base are assumed to be expressing 187

that same relation. This strong assumption leads to 188

a large number of noisy samples. To address this is- 189

sue, researchers have developed methods that relax 190

the distant supervision assumptions(Riedel et al., 191

2010; Bengio et al., 2009). Despite its limitations, 192

distant supervision remains a popular and effective 193

method for generating large-scale datasets for re- 194

lation extraction tasks. Several relation extraction 195

datasets have been developed using distant supervi- 196

sion, including FB-NYT (Hoffmann et al., 2011), a 197

dataset constructed by aligning Freebase (Bollacker 198

et al., 2008) relations with The New York Times 199

articles, and WebNLG (Gardent et al., 2017), a text 200

generation dataset created from DBPedia (Bizer 201

et al., 2009), among others. Such datasets have 202

been widely used for training and evaluating rela- 203

tion extraction models. Conversely, FIRE is a su- 204

pervised dataset in which every instance has been 205

annotated manually following extensive annotation 206

guidelines. While this approach elevates the cost 207

of labeling and poses scalability challenges, it guar- 208

antees a high level of precision in the labels. 209

Financial Relation Extraction. Several NER 210
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Figure 2: Scatter plot of labeling time (in seconds)
versus the number of relations in the sentence. The
marginal distributions and histograms are displayed at
the edges of the plot. For sentences with the same num-
ber of relations, there is a wide distribution of labeling
times, showing how the two quantities are correlated
but still provide different information.

and/or RE datasets in the financial domain have211

been previously proposed. FiNER-ORD (Shah212

et al., 2023) is an NER dataset automatically col-213

lected by applying pattern-matching heuristics on214

financial news articles. Unlike FIRE, this is an215

NER-only dataset with only three entity types. An-216

other related work is (Wu et al., 2020), which estab-217

lished a Chinese corpus for relation extraction from218

financial news. However, this work focuses on rela-219

tion extraction in the Chinese language, while our220

dataset targets relation extraction in the English221

language. Two datasets that most closely resem-222

ble ours are FinRED, an RE dataset introduced in223

(Sharma et al., 2022), and KPI-EDGAR, a joint224

NER and RE dataset introduced in (Deußer et al.,225

2022). Both are specialized in the financial domain.226

FinRED contains 7,775 instances covering 29 re-227

lation types and was collected from earning call228

transcripts and financial news articles. However,229

FinRED was labeled using the distant supervision230

technique, which can lead to a large number of231

noisy samples as outlined previously. In contrast,232

all instances in FIRE were hand-annotated by a hu-233

man annotator. Similar to FIRE, the KPI-EDGAR234

dataset is also hand-annotated. The focus of this235

dataset is on extracting Key Performance Indica-236

tors (KPIs) from financial documents and link them237

to their numerical values and other attributes. It238

supports 12 entity types but in terms of relations, a 239

binary link either exists between two entities or not. 240

In contrast, FIRE supports an extensively diverse 241

set of relations and its entities extend to broader 242

business aspects, not being exclusively centered on 243

KPIs. Table 1 compares the statistics of FIRE with 244

both FinRED and KPI-EDGAR. 245

Labeling Time and Curriculum Learning. In 246

FIRE, we’ve included a ‘labeling time’ attribute for 247

each instance. This data, representing the time it 248

took the annotator to label that particular instance 249

from the dataset, was gathered during the annota- 250

tion stage without additional cost. This could be 251

useful to researchers examining annotation com- 252

plexities or considering strategies like curriculum 253

learning - a method inspired by progressive hu- 254

man learning, where models are exposed to eas- 255

ier samples first, gradually moving onto complex 256

ones (Bengio et al., 2009). This method has been 257

extensively applied in a variety of machine learning 258

tasks (Zhang et al., 2017a; Kocmi and Bojar, 2017; 259

Narvekar et al., 2020). A difficulty metric is re- 260

quired to apply curriculum learning. For example, 261

a simple static (known a priori) difficulty metric 262

for textual data can be the length of sentence in 263

tokens. More sophisticated metrics are data-driven 264

and adjust based on model feedback (Ma et al., 265

2017; Kumar et al., 2010). In this context, we sug- 266

gest that ‘labeling time’ may act as an proxy for 267

the difficulty of an example. As illustrated in Fig- 268

ure 2 we observe a positive correlation between 269

the labeling time of a sentence and the number of 270

relations it contains. Despite this correlation, the 271

labeling time can vary significantly for a fixed num- 272

ber of relations, indicating that it is not a redundant 273

feature. Qualitatively similar results are observed 274

when comparing labeling time to sentence length 275

or number of entities in a sentence. In section 4, 276

we provide an initial result of how incorporating 277

the labeling time feature into the training process 278

can improve the performance of trained models. 279

3 FIRE Dataset 280

3.1 License and Intended Use 281

License. The dataset and its associated resources 282

are provided under the Creative Commons Attribu- 283

tion 4.0 International License (CC 4.0) (Creative 284

Commons, 2023). 285

The labeling tool developed in conjunction with 286

the dataset is licensed under the MIT open-source 287

license, see the LICENSE file for details. 288
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Figure 3: Stages of data collection: 1) Manually gather relevant sentences. 2) Hand-label them to create a “seed”
dataset. 3) Train an RE-specific model on this dataset. 4) Use the model on new financial content to identify entities
and relations. 5) From the model’s output, select sentences with low-confidence predictions to reduce confirmation
bias. Remove existing labels from these sentences, manually annotate them, and merge with prior data. Repeat until
the desired dataset size is achieved.

Intended Use. The intended use of the FIRE289

dataset is two-fold: First, to advance the research290

in the area of joint NER and RE, specifically within291

the financial domain. It is designed to serve as a292

benchmark for evaluating the performance of exist-293

ing models, as well as a training resource for the294

development of new models. Second, the FIRE295

dataset can serve as a valuable resource for finan-296

cial analysts and auditors, enabling them to harness297

automated algorithms for expedient and efficient298

extraction of critical information from financial299

documents.300

3.2 Data Splits and Statistics301

In Table 1, some basic statistics of the FIRE dataset302

are displayed. The different entity and relation303

types as well as their distribution in the dataset can304

be found in appendix A.305

The dataset was initially partitioned randomly306

into training, development (validation), and test-307

ing sets following a 70%, 15%, 15% split, respec-308

tively. Because financial reports, by their nature,309

often exhibit repetitive patterns in their language310

and structure, extra care was taken in creating the311

test set. Specifically, the Jaccard similarity score312

was computed for each pair of sentences from313

train and test sets. Jaccard similarity is defined314

as J(A,B) = |A∩B|
|A∪B| , where A and B are sets of315

tokens in two instances. It measures the degree316

of similarity between two sets. Any sentence in317

the test set exhibiting a Jaccard similarity score318

above 50% with any sentence in the training set319

was replaced by a different sentence from the train320

set. This approach helps to reduce data leakage321

and ensures that the test set provides a robust and322

unbiased evaluation of model performance.323

3.3 Data Collection and Annotation 324

Data Sources and Pre-Processing. Approxi- 325

mately 25% of the dataset’s records were sourced 326

from publicly accessible financial news arti- 327

cles (Bloomberg - Financial news, analysis, and 328

data; Yahoo Finance, 2023; CNBC, 2023; The Eco- 329

nomic Times, 2023; The Financial Express, 2023), 330

while the remaining 75% were extracted from pub- 331

licly available SEC filings such as 10-K and 10-Q 332

financial reports. For the SEC filings, we used 333

the dataset of Cleaned and Raw 10-X Files span- 334

ning the years 1993-2021 (McDonald, 2023). This 335

dataset contains all 10-K variants, e.g., 10-Q, 10- 336

K/A, 10-K405. Every report in this dataset has 337

already been cleaned and parsed to remove all 338

non-textual related objects. For the financial news 339

pieces, we obtained the original articles directly 340

from their respective sources and manually con- 341

ducted the cleaning process to extract the raw text. 342

Data Collection and Labeling. The process, 343

shown in Figure 3, began with selecting a subset of 344

financial reports and articles. An annotator identi- 345

fied and labeled key sentences with relevant enti- 346

ties and relations, creating a “seed” dataset. This 347

dataset trained a joint NER and RE model (refer 348

to 4.1), which then scanned new documents to 349

suggest potential sentences. However, only the 350

sentence selection was automated; actual labeling 351

was always done manually. To mitigate confirma- 352

tion bias, selections were deliberately made from 353

low-confidence predictions generated by the model. 354

Also, to reduce bias, the annotator was not shown 355

the model’s predictions. This cycle continued until 356

we achieved the desired dataset size, with all anno- 357

tations done by a single non-domain expert human 358

annotator. 359

Annotation Guidelines. For the FIRE dataset, 360
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Annotator Pair Entity F1 (%) Relation F1 (%)

Main Annotator and A 78.29 59.72
Main Annotator and B 70.57 49.19
Main Annotator and C 50.46 16.05

A and B 69.73 48.46
A and C 46.72 14.19
B and C 49.52 17.49

Table 2: Inter-annotator micro F1 scores. Annotators A and B are engineers familiar with the NER/RE task.
Annotator C had no prior familiarity with the NER/RE task nor any expertise in engineering, finance, or linguistics.

a comprehensive set of labeling rules was estab-361

lished, incorporating both general entity and term362

annotation guidelines based on the ACL RD-TEC363

guidelines (QasemiZadeh and Schumann, 2016), as364

well as domain-specific rules tailored to each entity365

and relation present in the dataset. The guidelines366

also provide guidance for resolving ambiguous or367

conflicting edge cases.368

Inter-Annotator Agreement. To assess diffi-369

culty of the annotation task, a subset of 150 sam-370

ples was randomly selected and provided to three371

independent annotators. Annotators A and B were372

engineers with familiarity with the NER/RE task373

and annotator C was a professor with expertise out-374

side of finance, engineering, and linguistics. Anno-375

tator A underwent several iterations of training to376

improve the quality of their annotations. In contrast,377

Annotators B and C were instructed to familiarize378

themselves with the annotation guidelines for 1-2379

hours before starting the labeling task, without any380

prior training. The agreement between the anno-381

tators, including the main annotator of the dataset,382

was measured using the pair-wise entity and rela-383

tions micro F1 score, as detailed in Table 2. This384

score was computed by treating one set of anno-385

tations as the ground truth labels and the other as386

predictions. Note that the result is the same re-387

gardless of which annotations were designated as388

ground truth. Although Cohen’s Kappa is usually389

the preferred metric for inter-annotator agreement,390

it is not suitable for the NER/RE task (Deléger391

et al., 2012; Hripcsak and Rothschild, 2005). The392

highest agreement was found with the annotator393

who received additional training. There was also394

greater agreement between the main annotator and395

annotator B as compared to annotator C, likely396

due to the annotator’s technical background and397

familiarity with the NER/RE task. These results398

suggest that the task has a high level of technical399

complexity and that, even with the detailed annota-400

tion guidelines, training of new annotators requires 401

an iterative education process. Furthermore, even 402

with some iteration in annotator training, as was 403

the case for annotator A, the inter-annotator agree- 404

ment indicates significant room for improvement. 405

For this reason, the entire FIRE dataset is labeled 406

by a single annotator who wrote the annotation 407

guidelines and invested significant time and effort 408

to ensure consistency. The consistent labeling of 409

the FIRE dataset is confirmed by the results in sec- 410

tion 4.3, where the F1 scores for trained models are 411

much higher than the figures in Table 2. 412

3.4 Labeling Tool 413

We introduce an open-source, web-based text an- 414

notation tool alongside the FIRE dataset (blind Re- 415

view, 2023). Tailored for entity and relation label- 416

ing, the tool offers features for efficient annotation 417

and error minimization. It supports shortcuts for 418

quick labeling and an optional rules file upload to 419

set constraints on permissible relations between en- 420

tity types, inspired by the work of (Lyu and Chen, 421

2021). For example, in FIRE, a rule might dictate 422

that the ActionSell relation is exclusive to the Com- 423

pany entity type. This ensures accurate annotations 424

by preventing incompatible entity-relation combi- 425

nations. The tool also logs the annotation time for 426

each instance, as detailed in section 2. 427

4 Experimental Results 428

4.1 Models 429

To benchmark the performance of state-of-the- 430

art models on FIRE, two family of models were 431

selected for evaluation: RE-specific LLMs and 432

general-purpose generative (causal) LLMs. RE- 433

specific LLMs are LLMs that were designed specif- 434

ically to solve the NER and RE task, by modifying 435

the architecture of the base model as well as the 436

training procedure. On the other hand, general- 437
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Algorithm 1: A Simple Curriculum Learn-
ing Algorithm
Data: Dataset D, Difficulty metric M ,

Number of tiers N , Number of
fine-tuning epochs E

Result: Trained Model Θ
1 Divide D into N tiers (T1, T2, . . . , TN ) in

increasing order of difficulty based on
metric M ;

2 Dcurrent = ∅;
3 for i = 1 to N do
4 Dcurrent = Dcurrent ∪ Ti;
5 Train on Dcurrent for one epoch;

6 Fine-tune on entire dataset D for E epochs;
7 return Trained Model Θ

purpose causal LLMs are designed with the lan-438

guage modeling objective and have no direct con-439

nection to the RE task. Because of this difference,440

causal LLMs require a larger model size to com-441

pete with the custom designed ones.442

Two prominent joint NER and RE models were443

selected for fine-tuning to evaluate the performance444

on the FIRE dataset: SpERT (Eberts and Ulges,445

2020) and PL-Marker (Ye et al., 2021). SpERT ef-446

fectively applies the Transformer architecture, com-447

plemented by a robust negative sampling strategy.448

It thus serves as a good starting point for evaluation.449

PL-Marker employs a unique marker mechanism450

to mark entity boundaries in sentences. This ap-451

proach enables the model to capture entity-relation452

structures more efficiently. Both models are built453

upon the BERT (Devlin et al., 2019) framework.454

For general purpose generative models, we opted455

for Llama 2 (Touvron et al., 2023) and GPT-456

3.5 (Brown et al., 2020), evaluating them in both457

few-shot and fine-tuned settings.458

Together, these models provide a reasonably459

comprehensive assessment of the FIRE dataset’s460

performance and potential.461

4.2 Setup and Evaluation462

Standard Fine-Tuning SpERT and PL-Marker463

were allotted 24 hours on an NVIDIA GEFORCE464

RTX 2080 Ti GPU for hyper-parameter tuning,465

with results detailed in appendix B. Llama 2 and466

GPT-3.5 were fine-tuned using a specific data for-467

mat (appendix C), without hyper-parameter tuning468

due to computational constraints.469

Few-Shot Prompting For Llama 2 and GPT470

3.5, a custom designed prompt was designed to 471

evaluate the models in a few-shot setting. The 472

prompt includes a definition and description of each 473

relation type. The models are then prompted to 474

extract relations only, i.e. no entity evaluation is 475

performed. Prompt details are in Appendix C. 476

Curriculum Learning In addition to the stan- 477

dard training setup, another experiment was per- 478

formed by training both SpERT and PL-Marker 479

models according to a curriculum determined by 480

the labeling time information. A very simple cur- 481

riculum learning algorithm is used as described in 482

algorithm 1. The training set is first divided into N 483

tiers in increasing order of difficulty according to a 484

metric M . Then, the model is trained successively 485

for one epoch on each tier, as well as all previous 486

tiers. Finally, the model is fine-tuned on the entire 487

dataset for number of epochs E. In our experi- 488

ment, we set N = 10 and E = 20 for both models. 489

A compute budget of 24 hours is again given for 490

both models to search for the best learning rate and 491

batch size. 492

The difficulty metric M was computed as fol- 493

lows: given a sentence’s labeling time t, we con- 494

sider features such as the number of entities nent, 495

the number of relations nrel, and boolean variables 496

indicating the length of the sentence as either short 497

or medium, with large sentences encoded by setting 498

both short and medium variables to zero. Using 499

these features, we fit a simple linear regression 500

model to predict t as: 501

t̂ = β0 + β1 · nent + β2 · nrel (1) 502

+ β3 · short+ β4 ·medium (2) 503

The difficulty metric M is then defined as the 504

normalized residual of the actual and predicted 505

labeling time: 506

M =
t− t̂

max(t)−min(t)
(3) 507

This metric gives us a sense of how much harder 508

(or easier) a sentence is to label compared to what 509

we’d expect based solely on its features. The reason 510

M is not chosen to be the labeling time t is because 511

a sentence with large t is not always “more difficult” 512

to label than a sentence with small t. The difference 513

could be due to the features discussed above, e.g. 514

the sentence with large t could simply contain more 515

entities but is actually easier to label. This is why 516

proper normalization is required to choose M . 517
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Model Evaluation Entity F1 (%) Relation F1 (%)

SpERT
Standard Fine-Tuning 84.63±0.25 67.41±0.92

Curriculum Learning 85.39±0.33 68.11±0.53

PL-Marker
Standard Fine-Tuning 83.78±0.18 67.01±0.67

Curriculum Learning 84.65±0.54 67.67±0.82

Table 3: Performance of the three models on the FIRE test data. Mean and standard deviation (in superscript) are
reported for micro F1 score for both entities and relations.

Evaluation. For the fine-tuning and curricu-518

lum learning experiments of both SpERT and PL-519

Marker, three independent training runs were per-520

formed. The mean and standard deviation of the521

micro F1 score are reported. Llama 2 and GPT 3.5522

are evaluated on a single run only. The exact match523

micro F1 score was used as the evaluation metric524

for relations, i.e. entity boundaries, entity types, as525

well as the relation label must exactly match the526

ground truth labels to be considered correct. We527

use the train/eval/test splits for FIRE as reported in528

section 3.2. All experiments were ran on a single529

NVIDIA GEFORCE RTX 2080 Ti GPU.530

4.3 Results531

Table 3 presents the performance of the RE-specific532

models. SpERT and PL-Marker show similar533

results. In comparison to other NER and RE534

datasets, SpERT’s top F1 score on the ConLL04535

dataset (Roth and tau Yih, 2004), a general-purpose536

dataset with fewer entity and relation types, is com-537

parable to its performance on FIRE. This indicates538

consistent annotations in the FIRE dataset, further539

supported by the models outperforming the inter-540

annotator agreement scores in Table 2.541

Curriculum learning enhanced the performance542

of both SpERT and PL-Marker compared to stan-543

dard training. This confirms our assumption that544

the labeling time is an informative feature that can545

be used to improve the generalization capabilities546

of the models. Note that while we employed a very547

simple curriculum learning algorithm, more ad-548

vanced and sophisticated techniques have been pro-549

posed in the literature that can potentially achieve550

even higher improvements. Nevertheless, our pri-551

mary contribution focuses on the dataset, and a552

thorough evaluation of all curriculum learning tech-553

niques can be explored in future research.554

Table 4 showcases the results for general-555

purpose generative LLMs. Fine-tuning outper-556

forms few-shot learning significantly. GPT-3.5557

surpasses Llama 2, especially when fine-tuned.558

Model Evaluation Relation F1 (%)

Llama 2
Few-Shot 11.10

Fine-Tuned 34.63

GPT 3.5
Few-Shot 15.95

Fine-Tuned 54.50

Table 4: Performance of GPT 3.5 and Llama 2 models
on the FIRE test data. Result is over one run only.

However, these models still lag behind RE-specific 559

models. Our findings are consistent with a recent 560

study (Han et al., 2023) that also identified a signif- 561

icant performance gap between ChatGPT (OpenAI, 562

2023) and state-of-the-art methods, particularly in 563

more complex tasks. This can be explained by mul- 564

tiple factors, mainly the difficulty in doing strict 565

evaluation of generative models which lack a fixed 566

output format. This underscores the need for fur- 567

ther research on using untrained causal LLMs for 568

relation extraction, especially on datasets with di- 569

verse entity and relation types. 570

5 Conclusion 571

In this paper, we introduced FIRE, a dataset care- 572

fully curated for the task of joint named entity and 573

relation extraction in the financial domain. The 574

comprehensive annotation guidelines and the open- 575

source labeling tool accompanying the dataset fur- 576

ther contribute to its robustness and usability. Our 577

evaluations with RE-specific and generative LLMs 578

highlight FIRE’s challenges and potential. We also 579

explored the benefits of incorporating labeling time 580

in training. It is evident that the development of 581

more refined models capable of understanding the 582

complexities of financial domain-specific data is re- 583

quired. Looking forward, we anticipate that FIRE 584

will serve as a valuable resource for researchers 585

and practitioners in the fields of natural language 586

processing, financial analysis, and auditing. 587
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6 Limitations588

The primary limitation of this dataset lies in its589

domain-specific nature; the dataset is curated590

specifically for the financial domain, which may591

limit its applicability and generalization to other592

fields. Additionally, the dataset is sourced solely593

from English language documents, which restricts594

its utility in multi-lingual or cross-lingual studies.595

Furthermore, the dataset is thoroughly annotated596

by a single human who is not a finance domain ex-597

pert nor a linguist. Thus, the inherent subjectivity598

and possible biases or lack of domain-knowledge599

in manual annotation cannot be completely ruled600

out. Finally, the dataset is not meant to be an all-601

encompassing solution. Due to the complex and602

nuanced language often used in financial reports603

and news articles, certain entities and relations may604

not be captured by the existing entity and relation605

categories in the dataset. Finally, all entities in606

FIRE are extracted verbatim from the text. If an607

entity is implied but not explicitly stated, it would608

not be captured in FIRE as well as any relation re-609

lating to it. Future iterations of FIRE would benefit610

from addressing these limitations, expanding both611

its domain knowledge and linguistic diversity.612
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A Distribution of entity and relation types846

in FIRE847

Table 5 breaks down the quantity of each entity848

type in the dataset while Table 6 displays the same849

information but for relations. For a detailed de-850

scription of each entity and relation type, see the851

annotation guidelines document accompanying the852

dataset.853

Number of Entity Mentions 15,334
Average number of entities

per instance
5.29

Amount
of each
entity

Company 22.41%
FinancialEntity 15.60%

Date 15.37%
Designation 8.08%

Money 7.78%
Action 5.57%

Quantity 5.27%
Product 4.39%
Sector 3.90%

Location 3.74%
Person 3.41%

BusinessUnit 2.71%
GeopoliticalEntity 1.70%

Table 5: FIRE Dataset Entity Statistics

B Hyper-parameter Selection 854

For our experiments, we allocated a tuning budget 855

of 24 hours on an NVIDIA GEFORCE RTX 2080 856

Ti GPU for each model to search for the optimal 857

hyper-parameters on the validation set. 858

Table 7 displays the selected hyper-parameters 859

for SpERT and PL-Marker in the standard fine- 860

tuning experiments. 861

Table 8 presents the hyper-parameters for the 862

curriculum learning experiments for SpERT and 863

PL-Marker. To reduce the search space, instead of 864

searching for one learning rate for each data tier, 865

we select a fixed learning rate for tiers 1 to 3, 4 to 6 866

and 7 to 9. Thus we search for only three learning 867

rates for all tiers, in addition to the final learning 868

rate for the whole dataset. 869

C Llama 2 and GPT 3.5 Prompts 870

C.0.1 Few-Shot Learning Prompts 871

For few-shot learning, the following 1-shot prompt 872

was used: 873

Find the relation between the entities 874

given in the context and produce a list of 875

triplets containing two entities and their 876

relations. 877

Only find out the following relations Ac- 878

tionBuy, Actionin, ActionSell, Action- 879

Merge, Actionto, Constituentof , Des- 880

ignation, Employeeof, Locatedin, Pro- 881

ductof, Propertyof, Quantity, Sector, 882
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Number of Relation Mentions 8,366
Average number of relations

per instance
2.92

Amount
of each
relation

Valuein 11.17%
Value 9.98%

Designation 9.95%
Actionto 8.55%
Actionin 6.35%

Propertyof 6.33%
Locatedin 6.06%

Sector 5.76%
Productof 5.71%

Constituentof 5.27%
Employeeof 4.67%

ValueChangeIncreaseby 4.31%
ActionBuy 3.87%

ValueChangeDecreaseby 3.64%
Subsidiaryof 3.16%

Quantity 3.08%
ActionSell 1.66%

ActionMerge 0.40%

Table 6: FIRE Dataset Relation Statistics

Subsidiaryof, Value, ValueChangeDe-883

creaseby, ValueChangeIncreaseby and884

Valuein885

ActionMerge indicate two company or886

organizations enters into merger agree-887

ments to form a single entity.888

ActionBuy represents the action of pur-889

chasing/acquiring a Company, Finan-890

cialEntity, Product, or BusinessUnit by891

a Company or a Person.892

Actionto represents the relation between893

the action entity and the entity on which894

the action has taken.895

Constituentof relation denotes one finan-896

cial entity is part of another financial897

entity.898

Actionin indicates the Date associated899

with an Action entity, signifying the time900

of occurrence of the action.901

ActionSell represents the action of selling902

a Company, FinancialEntity, Product, or903

BusinessUnit by a Company or a Person.904

Employeeof denotes the past, present or905

future employment relationship between906

a Person and a Company.907

Designation indicates the job title or po- 908

sition of a Person, or the Designation 909

of a Company in the financial context, 910

providing information about the role or 911

responsibility of the entity. 912

Locatedin indicates the geographical lo- 913

cation or country associated with an en- 914

tity, specifying the place or region where 915

the entity is located. Money and Quan- 916

tity can be in the place where they were 917

generated, lost, profited, etc. Note that a 918

Company is only Located in a place if it 919

based in that place. 920

Productof indicates a Product is manu- 921

factured, sold, offered, or marketed by 922

a Company, establishing a relationship 923

between the Company and the Product. 924

Propertyof serves as an umbrella rela- 925

tion” that indicates a general association 926

between two entities,mainly representing 927

ownership or part-of/composition rela- 928

tionships. This relation is used to con- 929

necttwo entities when a more specific re- 930

lation is not yet defined. 931

Quantity represents the countable quan- 932

tity a FinancialEntity, BusinessUnit or 933

Product. 934

Sector indicates the economic sector or 935

industry to which a Company belongs, 936

providing information about the broad 937

business area or category of the Com- 938

pany’s operations. 939

Subsidiaryof indicates that a Company is 940

a subsidiary of a parent Company, ei- 941

ther wholly or majority owned. Note 942

that ”brands” are always considered 943

subsidiaries of their parent Company. A 944

highly occurring pattern is a parent com- 945

pany selling its subsidiary company, in 946

which case the Subsidiaryof relation is 947

not annotated. 948

Value represents a non-countable value 949

of a FinancialEntity, BusinessUnit or 950

Product such as a monetary value or a 951

percentage. A Company can also have 952

a Value relation, but only for monetary 953

values such as indicating the net worth 954

of a company or the sale price in an ac- 955

quisition. 956
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Model Learning Rate (NER) Batch Size (NER) Learning Rate (RE) Batch Size (RE)

SpERT — — 5e-5 2
PL-Marker 7e-5 2 4e-6 2

Table 7: Selected hyper-parameters for standard fine-tuning. Note that PL-Marker has a separate training run for its
NER module. Therefore, we search for the learning rate and batch size of this module as well.

Model
Learning Rate

Batch Size
Tier 1-3 Tier 4-6 Tier 7-9 Final

SpERT 8e-6 5e-5 3e-5 5e-5 8
PL-Marker 7e-6 4e-5 4e-5 1e-6 4

Table 8: Hyper-parameters for curriculum learning experiments. Note that for PL-Marker, we apply curriculum
learning on the RE module only. For the NER module, we fix the learning rate to 5e− 5 and the batch size to 4.

ValueChangeDecreaseby indicates the957

decrease in monetary value or quantity958

of a FinancialEntity. An additional more959

rare use-case is the Quantity of a Busi-960

nessUnit decreasing, such as number of961

employees or number of offices.962

ValueChangeIncreaseby indicates the in-963

crease in value or quantity of a Finan-964

cialEntity. An additional more rare use-965

case is the Quantity of a BusinessUnit966

increasing, such as number of employees967

or number of offices.968

Valuein indicates the Date associated969

with a Money or Quantity entity, provid-970

ing information about the specific time971

period to which the Money or Quantity972

value is related.973

Please find few examples below974

Context : Bank of America to Buy Merrill975

Lynch for $50 Billion976

Answer : [[’Bank of America’, ’Mer-977

rill Lynch’, ’ActionBuy’], [’Buy’, ’Mer-978

rill Lynch’, ’Actionto’], [’Merrill Lynch’,979

’$50 Billion’, ’Value’]]980

C.1 Fine-Tuning Prompts981

For fine-tuning, the dataset examples were trans-982

formed to the following prompt which was used to983

train the models:984

Question: Find the relation between the985

entities given in the context and produce986

a list of triplets containing two entities987

and their relations. Only find out the fol-988

lowing relations: ActionBuy, Actionin,989

ActionSell, ActionMerge, Actionto, Con- 990

stituentof, Designation, Employeeof, Lo- 991

catedin, Productof, Propertyof, Quan- 992

tity, Sector, Subsidiaryof, Value, Val- 993

ueChangeDecreaseby, ValueChangeIn- 994

creaseby, and Valuein. 995

Context: Bank of America to Buy Merrill 996

Lynch for $50 Billion 997

Answer: [[’Bank of America’, ’Merrill 998

Lynch’, ’ActionBuy’], [’Buy’, ’Merrill 999

Lynch’, ’Actionto’], [’Merrill Lynch’, 1000

’$50 Billion’, ’Value’]] 1001

13


	Introduction
	Related Work
	FIRE Dataset
	License and Intended Use
	Data Splits and Statistics
	Data Collection and Annotation
	Labeling Tool

	Experimental Results
	Models
	Setup and Evaluation
	Results

	Conclusion
	Limitations
	Distribution of entity and relation types in FIRE
	Hyper-parameter Selection
	Llama 2 and GPT 3.5 Prompts
	Few-Shot Learning Prompts
	Fine-Tuning Prompts


