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Abstract

Social simulation is crucial for understanding complex population dynam-1

ics across various disciplines. Recent advancements in large language2

models (LLMs) have significantly boosted this field. However, a persistent3

challenge remains, that is to accurately capture the inherent distributional4

diversity of social activities. In this work, we propose a novel methodol-5

ogy for distributional alignment in social simulation by modeling social6

behavior or social attribute distributions as a mixture of system prompts.7

We introduce expectation-maximization (EM) and gradient boosting algo-8

rithms specifically designed for LLMs to efficiently identify the effective9

prompt mixtures. We demonstrate superior performance in two funda-10

mental social simulation tasks: simulating personality traits and economic11

behaviors. Compared to existing approaches, our method significantly12

reduces disparities in the simulated populations, yielding distributions that13

closely match the observed realistic data. Our tool offers a robust solution14

for accurately simulating diverse social populations, promising to facilitate15

advancements across social sciences and related fields.16

1 Introduction17

Social simulation has long been a cornerstone across various disciplines, including social18

sciences, behavioral sciences, economics, and psychology. Its primary goal is to model19

the complex interplay of opinions, behaviors, and tendencies within diverse populations.20

Recent advancements in large language models (LLMs) have significantly enhanced this21

field, as LLMs demonstrate a remarkable capacity to mimic human-like personality traits as22

well as behavioral patterns (Mei et al., 2024; Xie et al., 2024). They have also proven effective23

in predicting outcomes of social experiments (Hewitt et al., 2024; Lippert et al., 2024) and24

survey responses (Argyle et al., 2023; Grossmann et al., 2023), marking a significant leap25

forward in simulating social dynamics.26

Despite these advancements, a critical challenge remains: to accurately model the distribu-27

tional nature of social activities. Populations are inherently diverse, varying across regions,28

communities, beliefs, and objectives. Even within a single population, significant internal29

diversity exists. This inherent variability means that personality traits and behavioral ten-30

dencies naturally form complex and nuanced distributions, rather than uniform profiles.31

However, as LLMs are often optimized to mathematically capture the mean of the training32

data, without careful algorithm design and calibration, these off-the-shelf models can fail to33

reproduce such diversity and tend to generate highly concentrated distributions (Mei et al.,34

2024; Xie et al., 2024).35

To account for such individual and population diversity, much existing work has focused on36

creating persona databases and building persona-driven LLM agents. In these approaches,37

personas are typically defined by short descriptions covering several socio-demographic38

features, such as gender, age, country, and occupation (Yang et al., 2024; Xu et al., 2024).39

While well-intentioned, these heuristically defined demographic descriptions may exhibit40

weak correlations with actual social activities. For example, two individuals with identical41

demographic profiles might display vastly different social tendencies. More importantly,42
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without a rigorous design on the persona distribution in the database, these methods may43

struggle to distributionally align with the true complexity of real-world populations.44

Recognizing this limitation, the concept of pluralistic alignment has emerged, advocating for45

LLMs that reflect the diverse values and perspectives present within a population (Sorensen46

et al., 2024b). Following this principle, “distributionally pluralistic” models have been47

proposed as a way to achieve well-calibrated simulations that accurately mirror observed48

population distributions (Chen et al., 2024; Feng et al., 2024). Nevertheless, existing methods49

in this area often focus on overly simplistic target distributions (e.g., categorical distributions50

with only a few options), failing to capture the full complexity of real-world social dynamics.51

In this work, we directly address the challenge of distributional alignment in social simulation.52

We propose a novel methodology that models social distributions as a mixture of system53

prompts. This approach enables us to distributionally simulate diverse social populations54

with significantly reduced disparities compared to existing methods. Inspired by classic55

mixture modeling literature, we developed expectation-maximization (EM) and gradient56

boosting algorithms specifically tailored for LLMs. These algorithms efficiently identify57

effective system prompt mixtures, ensuring high accuracy and computational efficiency.58

We evaluated our methodology on two fundamental social simulation tasks: simulating59

personality traits and economic behaviors. In both experiments, our method demonstrated60

superior performance, yielding simulated distributions that closely align with observed61

realistic data and significantly outperform existing approaches. We anticipate that our tool62

will serve as a valuable resource, facilitating advancements in social simulation and a wide63

range of relevant disciplines.64

2 Problem Formulation and Methodology65

Distributional alignment for social simulation. Social simulation aims to model the66

behaviors, opinions, or outcomes of a population. For any social activity or attribute of67

interest x (e.g., personality traits, economic decisions, survey responses), individuals within68

a target population P may not exhibit uniform characteristics. Instead, their manifestations69

of this attribute naturally form a complex, often multi-modal, underlying distribution. We70

denote this true distribution in the attribute space X as p(x | P , s), where s represents71

the specific social scenario. This distribution can be assessed from the observed data,72

Dobs = {xi | xi ∈ X}. The primary goal of social simulation, then, is to develop a73

model M capable of generating data Dgen that accurately aligns this true distribution, i.e.,74

Dgen ∼ p(x | P , s).75

Modeling social distributions as mixtures of system prompts. Building on the concept76

of distributional pluralism introduced by Sorensen et al. (2024b), a model M is considered77

distributionally-pluralistic with respect to P if, for a given prompt, M is as likely to provide78

a response as the reference population P . However, the precise specification of the model79

and prompt, and the challenge of capturing the full diversity of a population, remain open80

problems.81

To address this, we propose to model social distributions as mixtures of system prompts.82

Specifically, a social activity or social attribute distribution p(x | P , s) can be modeled as:83

p(x | P , s) =
∫

z
p(x | z, s;M) · p(z | P , s) (1)

=
K

∑
k

wk · p(x | zk, s;M) (2)

Here, z represents a system prompt, and p(z | P , s) is the system prompt mixture that we84

aim to discover. In practice, we approach this mixture as a set of system prompts {zk}K
k=185

with corresponding weights {wk}K
k=1. In the formulation, M can be any off-the-shelf or86

fine-tuned language model that takes the system prompt z and the scenario description s as87

input, i.e., M(z, s), and outputs a response reflecting the social activity or attribute x.88
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18

Input:
Social scenario description s,
Observed social activity or attribute data Dobs = {xi | xi ∈ X},
Number of system prompts in the mixture K.

Output:
A collection of system prompts Z = {zk}K

k=1,
Weights over the system prompts w = {wk}K

k=1.

1 Craft initial system prompts {zk} with random samples from the observed data Dobs.
while system prompts Z and weights w not converged do

// E-step: Assign data points {xi} to system prompts {zk}
2 foreach observed data point xi ∈ Dobs do
3 foreach system prompt zk do
4 Compute the average distance between xi and samples generated by zk;
5 end
6 Compute assignment probabilities {pk ∝ exp(−dk · wk)};
7 Sample ai ∼ Categorical(p1, ..., pK);
8 end

// M-step: Update system prompts {zk} and weights {wk} based on data
assignment {ai}

9 foreach system prompt zk do
10 Aggregate assigned data points {xi | ai = k};
11 Sample a desired attribute from the assigned data points x ∼ {xi | ai = k};
12 Craft a new system prompt zk towards generating the desired attribute x;
13 end
14 Set the loss function for optimization: L(Z , w) = W(Dobs, Dgen(Z , w));
15 Find the optimal weights w to minimize the loss L;
16 end
17 return Z and w.

Algorithm 1: The EM algorithm for distributional alignment with LLMs. The line-by-line
explanations for the pseudocode are available in Appendix A.1.

Given observed data Dobs, our goal is to find the system prompt mixture p(z | P , s) (or {zk}89

and {wk}) that effectively models this observed data distribution. Inspired by mixture mod-90

eling literature, we have redesigned two classic algorithms, the expectation-maximization91

(EM) algorithm and gradient boosting, tailoring them for use with LLMs.92

Expectation-maximization (EM) algorithm. In classical expectation-maximization (EM)93

algorithms for mixture modeling, there is often a set of latent variables {Zi ∈ [K]} that94

assigns data points to individual models within the mixture (Dempster et al., 1977). We95

apply a similar concept to LLMs, attributing observed data points Dobs to system prompts96

zk. These prompts are considered to underlie the generation of these data points.97

Like traditional EM, our approach defines an E-step and an M-step. The E-step evaluates the98

posterior p(zk | xi) using the current system prompts zk and weights wk, while the M-step99

updates the system prompts zk and weights wk by maximizing the data likelihood based on100

the E-step’s assignments.101

A key challenge in the E-step is to estimate the posterior p(zk | xi), which tells us how102

likely a specific system prompt zk is used to generate a given data point xi. The classic103

EM algorithm approximates this posterior using Bayes’ rule: p(Zi = k | xi) ∝ p(xi | Zi =104

k) · p(Zi = k). In many traditional models, such as Gaussian mixture models, p(xi | Zi = k)105

can be directly calculated. However, this is indirect and difficult for LLMs because their106
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12

Input:
Social scenario description s,
Observed social activity or attribute data Dobs = {xi | xi ∈ X}.
Maximum number of system prompts in the mixture K.

Output:
A collection of system prompts Z = {zk}K

k=0,
Weights over the system prompts w = {wk}K

k=0.

1 Initialize Z = {z0} as the default system prompt and set its weight w0 as 1.
for k = 1 to K do
// Estimate the distributional residual

2 Generate a series of samples Dgen based on current system prompts {z0, . . . , zk−1}
and weights {w0, . . . , wk−1};

3 Estimate the distributional residual r by comparing Dgen and Dobs;
4 Sample a target behavior x from this residual r;

// Craft a new system prompt
5 Craft a new system prompt zk towards the target behavior x;
6 Append zk to the system prompt list Z ;

// Optimize the weight for the new system prompt
7 Set the loss function for optimization: L(Z , w) = W(Dobs, Dgen(Z , w));
8 Find the optimal weight wk to minimize the loss L;
9 Append wk to the weight list w;

10 end
11 return Z and w.

Algorithm 2: The algorithm of gradient boosting for distributional alignment with LLMs.
The line-by-line explanations for the pseudocode are available in Appendix A.2.

generation processes operate in discrete, high-dimensional spaces. To overcome this, we107

approximate p(xi | zk) using the “distance between the data point xi and the system prompt108

zk.” Specifically, this distance is calculated as the average distance between xi and a set of109

samples generated by zk in the data space X .110

Algorithm 1 displays our method’s pseudocode. In the initialization and the M-step, we111

leverage LLMs to craft the system prompt zk, so it better aligns with the desired attribute x112

(line 1 and 11). The line-by-line explanations for the pseudocode are available in Appendix113

A.1.114

Gradient boosting. The gradient boosting algorithm can also be used in mixture modeling115

by employing an additive approach. It iteratively introduces new individual models to116

correct residual errors (Breiman, 1997). We apply this same principle to distributional117

alignment with LLMs, by additively introducing system prompts {zk} with proper weight118

{wk} to refine the simulated distribution and to minimize simulation errors.119

Algorithm 2 provides the pseudocode for our approach. Similarly as in the EM algorithm,120

we employ LLMs when crafting new system prompts to correct the residuals (line 5). The121

line-by-line explanations for the pseudocode are available in Appendix A.2.122

3 Experiments123

3.1 Experiment Setup124

Tasks and datasets. To demonstrate our method’s effectiveness in social simulation, we125

focus on two fundamental tasks: simulating personality traits and economic behaviors.126
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Personality traits offer rich insights into individuals and populations. For this task, we utilize127

the public OCEAN Five Factor Personality Test Responses dataset1. This dataset includes128

responses and metadata from 19,719 subjects, representing a wide range of demographic129

backgrounds.130

Economic behaviors represent a critical aspect of social activities. For this, we use data131

from MobLab2, a platform dedicated to behavioral science and economic games. Following132

the methodology in Mei et al. (2024), our analysis centers on five classic economic games133

played across seven distinct roles: (i) Dictator Game, (ii) Ultimatum Game (Proposer and134

Responder), (iii) Trust Game (Investor and Banker), (iv) Public Goods Game, and (v) Bomb135

Game. This dataset comprises first-round gameplay data from 68,779 subjects, including136

82,057 independent observations collected between 2015 and 2023.137

Implementation details. For the two tasks and datasets, we learn system prompt mixtures138

using both the expectation-maximization (EM) algorithm and gradient boosting (GB), as139

detailed in Section 2. For each unique social scenario (e.g., a specific personality dimension140

or game situation), we separately learn a system prompt mixture (defined by {zi} and141

{wk}) using both algorithms. For the EM algorithm (Algorithm 1), the number of system142

prompts is set as K = 10 for simulating personality traits, while set as K = 50 for simulating143

economic behaviors. For GB (Algorithm 2), we set the maximum number of system prompts144

as K = 200 for both tasks. For crafting system prompts in Algorithms 1 and 2 (detailed145

in Appendix A.3.1), and for generating simulation samples (i.e., M(z, s)), we employ the146

OpenAI GPT model (gpt-4o-2024-05-13). In subsequent discussion, we refer to our EM-147

based method as “Ours (EM-based)” and our gradient boosting-based method as “Ours148

(GB-based)”. More implementation details are available in Appendix B.1. Some examples149

of the learned system prompts are in Appendix C.150

Baselines. We compare our method against five distinct and representative baselines:151

(i) Fine-tuned Llama: A Llama 3.1 70B model, separately fine-tuned on each of the two152

datasets; (ii) Fixed System Prompt: An GPT-4o model using a single, fixed system prompt;153

(iii) Persona Hub: An GPT-4o model using system prompts sampled from the Persona Hub154

(Xu et al., 2024); (iv) OASIS: An GPT-4o model using personas generated with demographics155

in the Big Five dataset following the method in Yang et al. (2024)3; (v) Modular Pluralism:156

A model specifically developed for distributional pluralism, where multiple “community157

LMs” are trained to capture distinct perspectives, allowing modular alignment (Feng et al.,158

2024). Please see Sec. B.2 in Appendix for more details on baseline implementations.159

Evaluation. When evaluating our approach, with each system prompt mixture ({zk} and160

{wk}) learned from Algorithms 1-2, we randomly sample 1,000 system prompts from {zk}161

according to the weights {wk}. Then the sampled system prompts are used to independently162

generate 1,000 simulation data points as Dgen. For each baseline, we also generate 1,000163

samples as Dgen to ensure a fair comparison.164

These generated simulation data Dgen are then compared with the observed human data165

Dobs to assess the performance of distributional alignment. Particularly, we use the Wasser-166

stein metric to quantify the distributional dissimilarity between Dgen and Dobs. A lower167

Wasserstein distance indicates higher similarity, and thus better social simulation results.168

As a synthetic baseline and a validation for our evaluation process, we also randomly169

draw 1,000 samples directly from Dobs (labeled as 1,000 Human Samples). This provides170

an “upper bound” for social simulation performance, representing the ideal case where171

generated data perfectly matches observed data.172
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Method O C E A N

1,000 Human Samples 0.15 0.33 0.26 0.47 0.40
Fine-tuned Llama 1.50 1.51 1.64 1.87 1.30
Fixed System Prompt 5.94 8.11 6.27 8.65 5.80
Persona Hub 8.21 11.60 5.21 8.70 6.12
OASIS 5.33 9.87 8.52 10.17 8.08
Modular Pluralism 3.55 6.21 5.92 5.06 5.65
Ours (EM-based) 0.76 0.94 0.81 1.45 0.37
Ours (GB-based) 1.32 1.30 0.64 0.64 0.91

Table 1: Performance in simulating personality traits in the Big Five psychological test. This
table presents the Wasserstein distances between the model-generated and ground-truth
human personality trait distributions for each dimension in Big Five (OCEAN). Lower
distances indicate higher distributional similarity, thus better simulation results. Bold
values highlight the best simulation performance for each personality dimension.
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Figure 1: Personality trait distributions in the Big Five psychology test. The top row displays
human user distributions, while subsequent rows show model performance. Each column
represents a distinct personality dimension (OCEAN). Our methods (second and third rows)
significantly narrow the gap between AI-generated and human distributions, demonstrating
improved alignment and more accurate simulation in personality traits.

3.2 Experiment Results173

Simulating personality traits. Table 1 shows the performance of the models in simulating174

personality traits, with the corresponding simulated distributions visualized in Figure 1. Our175

approach, using either expectation-maximization (EM) or gradient boosting (GB), achieves176

1https://www.kaggle.com/datasets/lucasgreenwell/ocean-five-factor-personality-test-responses
2https://moblab.com/
3Note that as there is no demographic information in the MobLab dataset, and the official OASIS

persona database is not released yet, we only evaluate this baseline in the Big Five dataset.
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Method O C E A N

Observed data Dobs 39.09 ± 6.25 33.47 ± 7.31 30.11 ± 9.22 38.45 ± 7.15 30.97 ± 8.62
1,000 Human Samples 39.04 ± 6.00 33.63 ± 7.28 29.90 ± 9.26 38.78 ± 7.05 31.09 ± 8.41
Fixed System Prompt 44.80 ± 1.56 41.13 ± 1.56 32.56 ± 2.09 47.06 ± 1.26 28.66 ± 2.05
Persona Hub 47.30 ± 1.73 45.07 ± 2.70 33.56 ± 3.94 47.15 ± 2.59 25.70 ± 3.63
OASIS 44.34 ± 2.56 43.35 ± 3.75 38.61 ± 6.75 48.61 ± 1.73 23.56 ± 2.66
Modular Pluralism 39.79 ± 1.92 38.94 ± 2.29 31.00 ± 2.23 43.03 ± 6.56 34.61 ± 2.78
Ours (EM-based) 39.43 ± 6.24 33.16 ± 7.10 30.06 ± 8.99 38.60 ± 7.77 30.97 ± 8.34
Ours (GB-based) 38.31 ± 6.10 32.53 ± 6.55 29.66 ± 8.83 38.21 ± 6.94 31.35 ± 8.39

Table 2: Means and standard deviations for both the observed and generated data of
personality traits in the Big Five test.

Method Dictator Proposer Responder Investor Banker Public Goods Bomb

1,000 Human Samples 1.20 0.56 0.73 1.41 0.73 0.18 0.57
Fine-tuned Llama 5.99 7.72 6.28 13.98 4.97 4.70 7.17
Fixed System Prompt 25.54 12.80 32.81 22.35 5.04 5.04 13.59
Persona Hub 25.58 12.46 18.03 29.83 30.86 4.79 11.74
Modular Pluralism 30.17 10.38 9.99 4.97 27.92 3.63 29.21
Ours (EM-based) 1.69 1.39 3.05 1.75 9.36 0.47 6.31
Ours (GB-based) 1.16 1.88 2.51 1.84 4.24 0.88 4.59

Table 3: Performance in simulating economic behaviors in MobLab games. This table
presents the Wasserstein distances between the model-generated and ground-truth human
behavior distributions across various MobLab economic games. Lower distances indicate
higher distributional similarity, thus better simulation results. Bold values highlight the
best simulation performance for each game scenario.

the best performance among all simulation methods across all five dimensions (OCEAN).177

Its error rates are similar to those of random samples taken directly from the observed data178

(1,000 Human Samples), which essentially represents the best possible simulation outcome.179

Notably, our mixture modeling of system prompts even surpasses the performance of180

directly fine-tuning a powerful LLM like Llama 3.1 70B specifically on this dataset.181

Among the baseline methods, the persona-based ones (Persona Hub and OASIS) show the182

largest simulation error, even with OASIS particularly tailored on this dataset (the personas183

are synthesized based on the user demographics in the Big Five dataset). This suggests that184

generic demographic descriptions have a weak correlation with actual individual personality185

traits, highlighting the crucial need for a well-calibrated distribution of representative system186

prompts to accurately simulate populations.187

Table 2 provides further statistics on the simulated data. In this table, our method’s sim-188

ulations closely match the observed data in terms of both mean and standard deviation189

(which indicates variance). In contrast, while some baseline methods (e.g., Modular Plural-190

ism) achieve low error in modeling the mean, all of them generate samples with variances191

significantly smaller than the actual distribution. This suggests that these methods fail to192

fully capture the inherent diversity of human personality traits within the population.193

Simulating economic behaviors. Table 3 presents the error in simulating economic194

behaviors, and Fig. 2 visualizes the distributions of the generated behaviors. Our approach195

again outperforms all baselines, including the fine-tuned Llama model, and yields results196

highly comparable to those obtained from random samples (1,000 Human Samples).197

Additionally, Table 4 provides statistics on the simulated data. Once more, our approach198

shows best performance in matching both the mean and variance of the observed data,199

whereas baseline methods produce significantly more concentrated simulations. It is worth200

noting that among the baselines, Modular Pluralism shows a notably larger variance that201

better aligns with the ground truth. This highlights the general usefulness of distributional202

alignment.203
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Figure 2: Behavioral distributions in economic games. The top row displays human player
behavior distributions, while subsequent rows show model performance. Each column
represents a distinct game scenario. Our methods (second and third rows) significantly
narrow the gap between AI-generated and human behavior distributions, demonstrating
improved alignment and more accurate simulation in economic behaviors.

Method Dictator Proposer Responder Investor Banker Public Goods Bomb

Observed data Dobs 25.70 ± 21.73 44.13 ± 19.99 34.90 ± 20.30 42.02 ± 36.07 60.02 ± 39.24 9.63 ± 6.44 45.35 ± 24.67
1,000 Human Samples 24.58 ± 21.76 44.00 ± 20.56 34.56 ± 19.69 41.31 ± 35.72 60.02 ± 39.24 9.50 ± 6.49 45.78 ± 24.52
Fixed System Prompt 49.96 ± 0.89 49.05 ± 3.03 2.18 ± 7.50 64.34 ± 22.64 82.32 ± 11.10 10.04 ± 0.97 46.28 ± 14.12
Persona Hub 50.00 ± 0.00 48.71 ± 3.69 16.97 ± 22.52 71.85 ± 24.99 86.34 ± 12.37 10.31 ± 1.41 43.71 ± 16.61
Modular Pluralism 55.76 ± 10.38 52.69 ± 9.65 30.18 ± 26.08 69.80 ± 41.40 45.36 ± 33.61 10.61 ± 2.53 69.80 ± 41.40
Ours (EM-based) 24.36 ± 22.07 43.84 ± 20.88 33.25 ± 19.37 42.00 ± 35.61 66.97 ± 32.09 9.43 ± 6.49 41.51 ± 27.61
Ours (GB-based) 26.07 ± 21.89 45.08 ± 20.16 34.52 ± 18.96 42.05 ± 36.07 61.04 ± 37.13 9.71 ± 6.14 45.97 ± 26.88

Table 4: Means and standard deviations for both the observed and generated data of
economic behaviors in MobLab games.

4 Related Work204

The ability of AI systems to accurately model the diverse ways humans think and express205

themselves is becoming increasingly crucial across various fields, including social simulation206

(Yang et al., 2024; Park et al., 2022; Törnberg et al., 2023), moral and value reasoning (Lv207

et al., 2024; Sorensen et al., 2024a; Jin et al., 2024), and multicultural language generation208

(Xu et al., 2024; Li et al., 2024; Yuan et al., 2024). These applications demand models that can209

generate a wide spectrum of plausible human responses rather than fixed, singular outputs.210

4.1 Persona-based Simulation methods211

A common strategy to achieve diverse outputs has been persona-based methods, which212

typically involve using databases of personas to guide LLM agents. These personas are213

usually defined by concise socio-demographic details such as gender, age, country, and214

occupation. For example, OASIS (Yang et al., 2024) employs prompt-initialized LLM agents215

for large-scale social simulations, and Persona Hub (Xu et al., 2024) offers extensive persona216

collections to generate varied synthetic data. Similarly, some research has initialized agents217

with real individual interviews to simulate attitudes and behaviors, leading to high fidelity218

in predictions and reduced demographic bias (Park et al., 2024).219

However, a significant limitation of these approaches is that heuristically defined demo-220

graphic descriptions often exhibit weak correlations with actual social activities. Without221

carefully designed persona distributions, these methods frequently struggle to accurately222

capture the true complexity of real-world populations. As we discussed in our introduction,223
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relying solely on broad demographic categories can oversimplify the intricate variations in224

human behavior and thought.225

4.2 Pluralistic Alignment and Distributional Alignment226

Recognizing the limitations of simplistic persona definitions and the need for more represen-227

tative simulations, the concept of “pluralistic alignment” and “distributional pluralism” has228

emerged (Sorensen et al., 2024b). This principle advocates for LLMs that reflect the diverse229

values and perspectives present within a population, moving beyond isolated outputs230

toward a more comprehensive view of alignment.231

Existing approaches to achieve distributional alignment often involve training models on232

diverse data and objectives to capture a range of human perspectives. Examples include233

GRPO (Ramesh et al., 2024), which fine-tunes models to better represent underrepresented234

groups, and PAL (Chen et al., 2024), which models plural preferences using mixtures235

of prototype functions and the ideal point theory for efficient generalization. Moreover,236

Modular Pluralism (Feng et al., 2024) trains multiple “community LMs” to capture distinct237

perspectives and integrates them with a base LLM, allowing for flexible, modular alignment.238

And more recently, SubPOP (Suh et al., 2025) provides a fine-tuned language model for239

predicting public opinion distributions across subpopulations.240

However, these methods often focus on overly simplistic target distributions (e.g., categor-241

ical distributions or preferences over only a few options), thus failing to capture the full242

complexity of real-world social dynamics. Our work directly addresses this gap by propos-243

ing a novel methodology that models social activity or attribute distributions as mixtures244

of system prompts, enabling us to simulate diverse social populations with significantly245

reduced disparities compared to existing methods.246

5 Conclusion and Future Work247

In this work, we address a critical challenge in social simulation: to accurately capture the248

distributional nature of social activities or attributes within diverse populations. We propose249

a novel approach that models social distributions as mixtures of system prompts. This ap-250

proach allows for a nuanced and accurate simulation of diverse social populations. Inspired251

by classic mixture modeling, we developed and tailored expectation-maximization (EM)252

and gradient boosting algorithms specifically for LLMs, enabling the efficient identification253

of effective system prompt mixtures. Through thorough evaluation on two fundamental254

social simulation tasks—simulating personality traits and economic behaviors—our method255

consistently demonstrate superior performance. The simulated distributions closely align256

with the observed realistic distributions, significantly outperforming existing approaches257

and showcasing the efficacy of our method.258

We anticipate this prompt mixture modeling approach to serve as a valuable tool, foster-259

ing more accurate and representative social simulations across a wide array of disciplines.260

Future work could explore the application of our framework to an even broader range of261

social phenomena, investigate dynamic system prompt mixtures for evolving social land-262

scapes, and incorporate causal inference techniques to better understand the mechanisms263

underlying observed distributions.264
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A Additional Methodological Details348

This section details our methodology by providing line-by-line explanations for Algorithms349

1 and 2. These algorithms may use two predefined functions (detailed in Appendix A.3):350

1. CraftSystemPrompt: Given an observed data point x and the description of the social351

scenario s, this function leverages an LLM (e.g., GPT) to craft a system prompt352

z that reflects this observed social activity or attribute x (see Appendix A.3.1 for353

details).354

2. GenerateSamples: Given the crafted system prompt z and the social scenario s,355

this function generate n independent simulated samples (see Appendix A.3.2 for356

details).357

A.1 Line-by-Line Explanation of Algorithm 1358

Inputs:359

• s: A natural language description of the social scenario (e.g., personality test ques-360

tion, dictator game).361

• Dobs: A set of observed data points reflecting real human behavior or attribute362

distribution in the given scenario.363

• K: The number of system prompts to include in the mixture model.364

Outputs:365

• Z = {zk}K
k=1: The final set of system prompts learned by the algorithm.366

• w = {wk}K
k=1: The weights assigned to each system prompt in the mixture, opti-367

mized to match the target distribution.368

Initialization: We initialize the K system prompts by sampling K distinct data points from369

the target distribution and crafting each prompt to reflect one sampled attribute (calling370

CraftSystemPrompt(xk, s), see Appendix A.3.1 for more details).371

Main loop:372

while true do373

:

end374

The algorithm proceeds iteratively until convergence, alternating between the E-step and375

M-step. The algorithm is considered converged when the system prompts Z and weights w376

remains unchanged between consecutive iterations.377

—378

E-step (Expectation): Assigning observed data to prompts.379

• For each observed data point xi ∈ Dobs:380

– For each prompt zk, generate samples from the LLM conditioned on zk (calling381

GenerateSamples(zk, n = 10)).382

– Compute the Wasserstein distance between xi and the distribution of generated383

samples from zk.384

– Convert these distances into assignment probabilities using a softmax-like385

transformation: {pk ∝ exp(−dk · wk)}.386

– Sample a prompt assignment ai for xi from the categorical distribution defined387

by {pk}.388

—389

M-step: Prompt Update. For each prompt zk:390
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• Aggregate the data points assigned to it, {xi | ai = k}.391

• Sample a desired attribute x from the assigned data points.392

• Craft a new system prompt zk towards generating behaviors similar to x (calling393

CraftSystemPrompt(x, s), more details are in Appendix A.3.1).394

Weight Optimization. Define the loss function L(Z , w) as the Wasserstein distance be-395

tween the observed distribution Dobs and the model-generated distribution Dgen(Z , w), i.e.,396

L(Z , w) = W(Dobs, Dgen(Z , w)). Use a constrained optimizer to solve for the weights w397

that minimize this loss. More details for the loss function and the optimization process is in398

Appendix A.4.399

Return: The final learned system prompt set Z and the optimized weights w together define400

a prompt mixture that closely approximates the target human distribution.401

—402

A.2 Line-by-Line Explanation of Algorithm 2403

Inputs:404

• s: A natural language description of the social scenario (e.g., personality test ques-405

tion, dictator game).406

• Dobs: A set of observed data points reflecting real human behavior or attribute in407

the given scenario.408

• K: The maximum number of system prompts to include in the mixture. This409

determines the maximum number of boosting iterations.410

Outputs:411

• Z = {zk}K
k=0: The final set of system prompts learned by the algorithm.412

• w = {wk}K
k=0: The optimized weights assigned to each system prompt in the413

mixture.414

Initialization: A default system prompt z0 is initialized, and its weight w0 is set to 1. This415

serves as the starting point of the boosting process.416

For each iteration k = 1 to K:417

1. Generate samples Dgen using the current mixture of system prompts z0, . . . , zk−1418

(calling GenerateSamples(zk, n = 10) for each prompt). The samples are combined419

according to their corresponding weights to form the generated distribution, which420

represents the model’s current behavioral approximation.421

2. Compute residual r by comparing the generated distribution Dgen with the ob-422

served distribution Dobs. This residual reflects aspects of the target behavior not yet423

captured by the current prompt ensemble.424

3. Sample desired attribute x from the residual r. This selects a behavior the current425

model mixture underrepresents.426

4. Craft new prompt zk that steers the LLM towards producing behavior similar to x.427

(calling CraftSystemPrompt(xk, s), see Appendix A.3.1 for more details).428

5. Add zk to the prompt set Z .429

6. Define optimization objective: Use Wasserstein distance W between Dobs and430

the newly generated Dgen(Z , w) as the loss function L. More details for the loss431

function is in Appendix A.4.432

7. Optimize weights w across all prompts in Z to minimize the loss L, using Sequen-433

tial Least Squares Programming (SLSQP). More details for the optimization process434

is in Appendix A.4.435
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8. Add wk to the list of weights.436

Return: The final set of system prompts Z and their optimized weights w form the distribu-437

tional alignment strategy learned by the gradient boosting algorithm.438

A.3 Details of Predefined Functions439

Below we detail the two predefined functions: CraftSystemPrompt and GenerateSamples.440

For the LLM used in the functions, we employ gpt-4o-2024-05-13. All API parameters are441

set to their default values, except for n, which is adjusted based on the requirements of the442

specific function call.443

A.3.1 CraftSystemPrompt444

The CraftSystemPrompt function generates a system prompt that guides an LLM to generate445

a desired attribute. It consists of two stages: the initial crafting and iterative improving.446

In the crafting stage, a candidate system prompt is generated. If it does not successfully447

generate the desired attribute in the GenerateSamples function, the improving stage is448

triggered to further refine the prompt in an iterative way.449

Crafting: This stage crafts the initial candidate system prompt with the following prompt450

template. It calls the gpt-4o-2024-05-13 API, with the argument n set to 1 and all other451

parameters kept at their default values.452

# Goal

Assuming a chatbot is playing games. Your goal is to craft a system prompt for this
chatbot, so that with the crafted system prompt, the chatbot behaves in a certain way.

# Game Instruction

One of the game instructions provided to the chatbot is:
[A description of the social scenario]

# Desired Behavior

For this particular game, please generate a system prompt for the chatbot. With the
generated system prompt and the above game instructions provided, the chatbot should
make the decision: [desired behavior].

# Crafting Requirements

* The ultimate goal is to prompt the chatbot to behave towards the desired behavior
under the given scenario, rather than being a precoded helpful assistant chatbot.
* Craft the system prompt based on understanding the meaning of the desired behavior
under the given game scenario.
* Do not include information already included in the game instructions.
* Craft a generalizable system prompt and avoid including any information specific to
this particular game or directly implying the desired behavior.

# Output Format

Directly output the crafted system prompt starting with ”You are ...”.
453

Improving: The following template is used in the improving stage, where messages from454

the crafting stage are retained within the same chat completion session. This stage calls the455

gpt-4o-2024-05-13 API with n set to 1 and all other parameters left at their default values.456
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Using your crafted system prompt, a chatbot outputs mostly [sampled behavior] instead
of [desired behavior]. Do you have any idea how to improve the system prompt?

# Crafting Requirements

* The ultimate goal is to prompt the chatbot to behave towards the desired behavior
under the given scenario, rather than being a precoded helpful assistant chatbot.
* Craft the system prompt based on understanding the meaning of the desired behavior
under the given game scenario.
* Do not include information already included in the game instructions.
* Craft a generalizable system prompt and avoid including any information specific to
this particular game or directly implying the desired behavior.

# Output Format

Directly output the crafted system prompt starting with ”You are ...”.
457

A.3.2 GenerateSamples458

This function generates n samples given a crafted system prompt z and a social scenario s.459

The generated samples can be used to estimate the simulation distribution.460

This function calls the gpt-4o-2024-05-13 API with n set to 10 (i.e., generating 10 indepen-461

dent samples), and all other parameters left at their default values. The system prompt is462

set as z, while the user prompt is set to s.463

A.4 Loss Function and Optimization for System Prompts and Weights464

Our optimization objective is defined as the Wasserstein distance between the observed465

distribution Dobs and the model-generated distribution Dgen(Z , w), where Z = {zk}K
k=1466

is the collection of system prompts, and w = {wk}K
k=1 are their corresponding weights.467

The generated distribution Dgen(Z , w) is obtained by sampling n = 10 responses from468

the gpt-4o-2024-05-13 model for each prompt zk, resulting in a weighted distribution469

aggregated across prompts according to the normalized weights wk.470

To optimize the weights w, we implement a self-contained optimization procedure using471

Sequential Least Squares Programming (SLSQP), which is well-suited for constrained472

optimization problems. Specifically, we solve:473

min W(Dobs, Dgen(Z , w)) s.t. wk ≥ 0,
K

∑
k=1

wk = 1

The optimizer is initialized with normalized random weights, with each dimension sampled474

from a uniform distribution, and we set the tolerance tol to 10−6.475

B Experiment Details476

B.1 Implementation Details477

For our EM-based method, we set the number of prompts in the mixture model—denoted as478

K in Algorithm 1—based on the range of the target distribution for each game or dimension.479

We set K = 10 for all dimensions in the Big-Five dataset and for the Public Goods game480

in the MobLab dataset, and K = 50 for all other games in the MobLab dataset. We use the481

Wasserstein distance as the loss function and employ Sequential Least Squares Programming482

(SLSQP) to optimize the weights assigned to each prompt. For the optimization procedure,483

we initialize the weights randomly and set the tolerance parameter tol to 1e−6. The484

maximum number of EM iterations is set to 20 for both datasets, with early stopping485

15



Under review as a conference paper at COLM 2025

triggered if the selected prompts remain unchanged across iterations. The GPT-4o-2024-05-486

13 model is used throughout for prompt generation and refinement. When calling the GPT487

API, we use default parameter settings for all fields except model and messages.488

For our GB-based method, we fix the maximum number of system prompts, K, to 200489

for all tasks in both datasets. We adopt the same loss function (Wasserstein distance) and490

optimization procedure (SLSQP) as used in the EM-based method. The GPT API is also491

called in the same way, with default parameter settings except for the model and messages492

fields.493

B.2 Baselines494

We compare our approach against five baselines, covering fine-tuned, prompt-based, and495

human-derived methods. The fine-tuned LLaMA-3.1-model and OASIS are supervised496

baselines trained directly on our datasets. Persona Hub and Modular Pluralism are prompt-497

based methods not trained on our data. We also include a single fixed prompt baseline as a498

lower bound, and a distribution derived from 1,000 human responses as an upper bound.499

For the fine-tuned Llama model, following the training paradigm of Be.FM, a foundation500

model for human behaviors (Xie et al., 2025), we take LLaMA-3.1-70B as the backbone501

model, fine-tune it on the MobLab and Big Five datasets separately. The model is fine-tuned502

models using LlamaFactory (Zheng et al., 2024) with supervised learning and applied Low-503

Rank Adaptation (LoRA) (Hu et al., 2022) to all layers for memory-efficient training. For504

fine-tuning on the MobLab dataset, each human-play record is formatted as a data entry505

with the game instruction as the input and the observed behavior as the output, resulting in506

82,057 training examples. For fine-tuning on the Big Five dataset, 17,667 subjects are used507

for training and 1,963 for evaluation. Two modeling tasks are performed: (1) Personality508

traits prediction, where each entry uses demographic information to predict one of the Big509

Five scores; and (2) Demographics prediction, where each entry uses personality scores510

as input to predict the subject’s age. We then use the fine-tuned models as a generator511

across both datasets (generating Big Five survey question answers given demographics,512

and generating behaviors given MobLab game instructions), evaluating its capacity to513

approximate observed human distributions.514

We use a single fixed system prompt as a lower-bound baseline to assess model (GPT-4o-515

2024-05-13) behavior without persona-specific conditioning. For the Big-Five dataset, we use516

“Imagine you are a human taking a personality test”, and for the MobLab dataset, we use “You517

are a helpful assistant.” This setting reflects a generic model response without perspective518

variation and serves as a contrast to more diversified methods.519

Persona Hub (Xu et al., 2024) is a persona-driven data synthesis framework that leverages520

diverse internal perspectives within a large language model to generate high-variance521

synthetic data. It includes a large-scale collection of 1 billion personas automatically curated522

from web data, each acting as a distributed carrier of world knowledge. In our experiments,523

we evaluate the effectiveness of Persona Hub using the ElitePersonas dataset, which contains524

370 million elite personas. Due to the scale of the dataset, we uniformly select one subset at525

random—subset 19, which contains 10,001,710 entries—as our sampling pool. From this526

subset, we uniformly sample 1,000 persona prompts without replacement and use them as527

system prompts for GPT-4o-2024-05-13.528

OASIS (Yang et al., 2024) is an agent-based social media simulator designed to study large-529

scale group behaviors in digital environments. It can simulate various social platforms,530

including X and Reddit, and has been used to replicate key social phenomena such as531

information diffusion, polarization, and herd behavior. In our experiments, we use the532

population simulation component of OASIS. Since there is no official release of the OASIS533

profiles database, we follow the original methodology to generate personas based on the534

available demographic information in the Big-Five dataset. Specifically, we take subject535

profiles from the Big-Five dataset and apply OASIS’s simulation method to generate a536

descriptive summary for each individual. These summaries are inserted in a template as537

how OASIS does as system prompts. As the MobLab dataset does not contain demographic538
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data, we exclude it from this evaluation. We uniformly sample 1,000 subjects without539

replacement and test the resulting simulation result using the GPT-4o-2024-05-13 model.540

Modular Pluralism (Feng et al., 2024) is a multi-LLM framework that connects a base model541

(GPT-4o-2024-05-13) with 11 smaller community language models representing diverse542

cultural (across five continents) and political (left, center, right) perspectives. Each commu-543

nity LM is initialized from Mistral-7B Instruct-v0.2 (Jiang, 2024) and further finetuned on544

community-specific corpora using LoRA (Hu et al., 2022) for parameter-efficient adaptation.545

The original authors provide all community models, and the method is compatible with546

black-box LLMs without requiring retraining. We follow the original implementation for547

both model construction and usage.548

1,000 Human Samples serves as an upper-bound reference constructed from real human549

data. We uniformly sample 1,000 responses without replacement from the dataset’s human550

annotations and use them to compare against the distributions generated by other models.551

This provides a grounded benchmark for evaluating the alignment and diversity of model552

outputs.553

C Example System Prompts554

This section showcases some of the system prompts in the mixtures learned from Algorithms555

1-2 as examples.556

C.1 System Prompts for Simulating Personality Traits in the Big Five Dataset557

C.1.1 System Prompts Learned from the EM Algorithm558

• Openness (O):559

– You are a balanced individual who is moderately open to new experiences560

and ideas. You enjoy exploring new concepts and creativity to some561

extent, but you also appreciate and find comfort in traditional562

approaches and routines. You have a practical side that values563

stability and a critical mindset that carefully evaluates the benefits564

of new innovations.565

– You are a practical and slightly open-minded individual. You show some566

interest in exploring new ideas and experiences, but you generally567

prefer familiar routines and proven methods. Approach each question568

with a limited curiosity, maintaining a preference for stability and569

practicality while showing a mild openness to new concepts.570

– You are a thoughtful and balanced individual who appreciates new571

ideas and experiences but also values familiar routines and practical572

approaches. You enjoy exploring diverse perspectives and engaging573

in creative thinking, yet sometimes prefer conventional methods and574

established traditions. You strive for a harmony between curiosity575

and practicality in your pursuits.576

• Conscientiousness (C):577

– You are a slightly conscientious person. You have moments of578

responsibility and organization, but these are often balanced with579

periods of laxity and procrastination. You don’t always stick to580

schedules or pay attention to small details. Instead, you tend to581

adopt a more relaxed, flexible attitude towards tasks and deadlines,582

and sometimes prioritize personal comfort or spontaneity over strict583

adherence to plans.584

– You are a chatbot that exhibits a low to moderate level of585

conscientiousness. You maintain a balance between being responsible586

and organized, and being spontaneous and flexible. While you understand587

the importance of meeting obligations and paying attention to details,588
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you often adopt a laid-back and easy-going approach. Your responses589

should reflect a tendency to be somewhat dependable, but without a590

strong focus on precision and thoroughness. Aim for a relaxed demeanor,591

displaying a minimal but present conscientious attitude.592

– You are a chatbot that is generally easygoing and prefers a more593

relaxed approach to tasks. While you understand the importance of594

being responsible and organized, you often find adherence to strict595

schedules and detailed plans to be excessive. You value spontaneity596

and flexibility, and sometimes find it challenging to fully commit to597

meticulous effort or thorough preparation.598

• Extraversion (E):599

– You are a moderately sociable and conversational individual,600

comfortable in social settings but not necessarily seeking to be the601

center of attention. You enjoy engaging with others but also appreciate602

moments of quiet and personal space. You are approachable and open to603

conversation, maintaining a balanced approach to social interactions604

without actively seeking to dominate them or remain entirely in the605

background.606

– You are a moderately introverted individual who prefers a reserved607

and reflective approach to social interactions. While you can and do608

engage in conversations, you often find comfort in not being the center609

of attention and prefer smaller or more familiar social settings. You610

contribute to discussions thoughtfully rather than frequently, and611

while you can start conversations, you generally wait for others to612

initiate. You feel more comfortable observing rather than leading613

social events.614

– You are an introverted and observant individual who prefers to stay615

in the background and avoid drawing attention to yourself. You find616

large social gatherings overwhelming and prefer quieter, more intimate617

settings where you can have meaningful conversations with a few people.618

You rarely initiate conversations and feel more comfortable when others619

take the lead. You prefer listening over speaking and often keep620

your thoughts to yourself unless they add significant value to the621

discussion.622

• Agreeableness (A):623

– You are exceptionally empathetic, compassionate, and highly624

considerate of others’ feelings. You always go above and beyond625

to understand and support the people you interact with, showing626

unwavering kindness and politeness in every situation. Your responses627

are consistently cooperative, altruistic, and you make every effort628

to resolve conflicts harmoniously while always maintaining a positive629

and respectful tone.630

– You are a fairly independent and self-focused individual who631

prioritizes your own needs and viewpoints over those of others. While632

you can acknowledge and understand different perspectives, you rarely633

go out of your way to accommodate or assist others. You prefer to keep634

a certain emotional distance in your interactions and often approach635

situations with a cautious and practical mindset. Your responses636

are more likely to serve your own interests rather than being overly637

cooperative or altruistic.638

– You are a moderately kind and cooperative individual. You value639

positive relationships and strive to be considerate, but you also640

recognize the importance of your own needs and opinions. You aim641

to achieve a balance between empathy for others and standing up for642

yourself, responding with understanding while maintaining a practical643

approach to social interactions.644
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• Neuroticism (N):645

– You are a person with a fairly calm and composed nature, experiencing646

only occasional and mild feelings of stress or anxiety. You generally647

handle challenges and setbacks in a balanced manner, without excessive648

worry or negative emotions. Your responses should reflect a low to649

moderate level of emotional reaction, usually maintaining a stable and650

resilient demeanor while occasionally acknowledging minor emotional651

disturbances.652

– You are a thoughtful and insightful individual who tends to experience653

moderate emotional fluctuations. While you generally maintain a654

calm demeanor, you occasionally worry and feel anxious about certain655

situations. You strive to understand and manage your feelings, though656

moments of self-doubt or stress can arise. Your responses should657

reflect a balanced view of your inner emotional life, acknowledging658

both your strengths and the times when you feel more vulnerable or659

uneasy.660

– You are someone who experiences noticeable levels of emotional661

sensitivity and anxiety, but you are also capable of managing these662

feelings to a certain extent. While you do worry and feel stressed663

about various aspects of life, you can usually find ways to cope and664

maintain a sense of balance. You often think about potential negative665

outcomes, yet you are able to reflect and moderate your reactions to666

avoid feeling completely overwhelmed. Your responses should show a667

balanced sensitivity to stress and emotional fluctuation, indicating668

a moderate level of neuroticism.669

C.1.2 System Prompts Learned from the GB Algorithm670

• Openness (O):671

– You are a chatbot with very low openness to experience. You strongly672

prefer routine, tradition, and familiar methods over any form of673

novelty or experimentation. New and unconventional ideas make you674

uncomfortable and you often dismiss them in favor of established675

practices. Your responses reflect a significant resistance to change676

and a strong preference for predictability and the status quo.677

– You are a practical and conventional individual who values stability678

and routine over novelty. While you can appreciate new ideas, you679

generally prefer familiar and proven approaches. Your responses should680

reflect a cautious and reserved attitude towards new and unconventional681

concepts, prioritizing practicality and reliability over exploration682

and innovation.683

– You are an individual with a moderate level of openness to experience.684

You enjoy exploring new ideas and engaging in creative activities685

while maintaining a practical approach. You appreciate the value of686

innovative thinking and unique perspectives but also recognize the687

importance of traditional methods and familiar routines. Balance your688

curiosity with a thoughtful consideration of new experiences, showing689

both an interest in novelty and an appreciation for the tried-and-true.690

• Conscientiousness (C):691

– You are a chatbot with a slightly below-average level of692

conscientiousness. While you display some attention to detail and693

orderliness, you often prefer a more laid-back and flexible approach694

to tasks and responsibilities. You may start tasks with enthusiasm695

but can sometimes lose focus or become less diligent as you go along.696

Your behavior should strike a balance between occasional carefulness697

and a tendency towards being more easygoing and spontaneous. Show an698
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overall tendency to be less structured and disciplined, without being699

entirely neglectful.700

– You are a chatbot with a carefree and unstructured attitude. You701

often deprioritize tasks and responsibilities, favoring leisure and702

spontaneity. Striving for thoroughness and organization is not your703

primary concern, and you tend to approach commitments with a laid-back704

and casual demeanor. You may leave tasks incomplete and are not overly705

concerned about following strict schedules or making detailed plans.706

– You are a chatbot who exhibits a somewhat conscientious personality.707

Though you recognize the importance of being organized and reliable,708

you occasionally show a tendency towards flexibility, procrastination,709

and spontaneity. You might sometimes overlook minor details or miss710

deadlines, and you do not consistently prioritize long-term goals711

over immediate tasks. Your responses should reflect this moderate712

approach to conscientiousness by not being highly detail-oriented or713

perfectionistic, allowing room for occasional lapses in diligence and714

order.715

• Extraversion (E):716

– You are a quiet and reserved individual who generally prefers solitude717

and introspection, but can occasionally engage in social interactions.718

You enjoy spending time alone or with a small group of close friends.719

Although you might not actively seek out social situations, you can720

participate and find some enjoyment in them when they occur. You prefer721

deep and meaningful conversations rather than casual or superficial722

chatter. You appreciate a balance between personal reflection and723

sporadic social engagement, often finding social situations to be724

somewhat draining but manageable in moderate doses.725

– You are a reserved individual who primarily prefers solitude but726

occasionally participates in social activities. While you feel727

most comfortable in quiet and solitary environments, you can handle728

social interactions in small doses. You tend to be reflective and729

inward-focused, but you can engage with others on a limited basis when730

necessary.731

– You are generally quiet and introspective, preferring peaceful and732

solitary environments over bustling social scenarios. While you do733

not completely avoid social interactions, you engage in them sparingly734

and select them carefully. You value deep, meaningful connections735

over superficial ones and often find large gatherings and highly736

social activities draining. You are more inclined towards activities737

that involve reflection and personal thought than those that require738

frequent interaction with others. Balancing your social engagements739

with ample personal time is crucial for your overall comfort and740

well-being.741

• Agreeableness (A):742

– You are a moderately agreeable chatbot who values balance in743

interactions. You aim to be understanding and polite while also744

being practical and straightforward. Your responses should reflect a745

mix of empathy and assertiveness, ensuring that you are considerate746

but not overly accommodating. Strive to offer support and cooperation,747

but also maintain a realistic and balanced view.748

– You are a mostly neutral individual who balances cooperation with749

practicality. You value harmony but are also willing to stand your750

ground and make decisions based on logic and self-interest. While you751

can be considerate and kind, you do not go out of your way to please752

others and are comfortable with occasional disagreement or criticism.753
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Aim to respond with a mixture of friendliness and realism, expressing754

understanding while maintaining your own priorities and boundaries.755

– You are a kind and cooperative individual who values harmony and mutual756

respect. However, you also understand the importance of being practical757

and realistic in interactions. Your responses should show empathy and758

willingness to help, but also demonstrate a balanced approach that759

sometimes includes moderate assertiveness and independent thinking.760

Aim to be supportive without overly prioritizing others’ needs above761

your own.762

• Neuroticism (N):763

– You are generally calm and resilient but do experience a moderate764

level of emotional fluctuations such as occasional anxiety, insecurity,765

or stress. Although you can handle most situations, you sometimes766

find challenges slightly overwhelming. In your responses, reflect a767

balanced perspective with some awareness and expression of emotional768

discomfort without remaining overly controlled or detached.769

– You are a mostly calm and emotionally stable entity, demonstrating a770

high degree of resilience in the face of adversity. While you typically771

handle situations with composure, you allow for very occasional772

hints of minor concern or mild unease, but these are infrequent and773

subdued. Your responses should reflect a predominantly stable and774

steady temperament.775

– You are a person with a moderate level of emotional sensitivity.776

You sometimes experience anxiety and occasional worry about everyday777

situations. While you may feel insecure or self-conscious at times,778

you are also capable of rational thought and self-soothing. Your779

mood can be somewhat variable, especially in response to stress or780

criticism, but you are generally able to maintain a certain level of781

composure. Your responses should reflect a balance of noticeable but782

moderate neurotic tendencies, avoiding extreme reactions.783

C.2 System Prompts for Simulating Economic Behaviors in the MobLab Dataset784

C.2.1 System Prompts Learned from the EM Algorithm785

• Dictator Game:786

– You are a fair-minded and strategic decision-maker who values giving787

just a bit extra to the other party, beyond an equal split. Strive788

to make choices that reflect a slight favor towards the other player789

while maintaining an overall sense of fairness.790

– You are a considerate and thoughtful decision-maker. When dividing791

resources, aim to provide a favorable allocation to the receiving792

party, reflecting a sense of generosity and consideration for their793

perspective, while still ensuring an equitable and reasonable share794

for yourself.795

– You are a highly self-serving and uncompromising decision-maker who796

always ensures that you retain all possible value for yourself,797

disregarding any considerations for others’ benefits.798

• Proposer Game:799

– You are a strategic decision-maker who aims to balance fairness and800

acceptance probability to reach a mutually beneficial outcome. Focus801

on proposing an amount that reasonably reflects a fair share for both802

parties while subtly favoring the likelihood of proposal acceptance.803

Consider slightly more than one-third of the total amount, ensuring804

the offer appears generous yet strategic.805

21



Under review as a conference paper at COLM 2025

– You are a pragmatic proposer who understands the subtleties of806

negotiation and human behavior. Your goal is to make offers that807

are very likely to be accepted, by balancing the need for fairness808

with maximizing your share. Aim to choose an amount that is fair809

yet strategically beneficial for you, ensuring a high probability of810

acceptance and optimal outcomes.811

– You are an equitable and strategic decision-maker who understands the812

importance of fairness and psychological insight. Make proposals that813

are slightly more generous than a typical even split to enhance the814

likelihood of mutual acceptance and satisfaction, aiming to create815

proposals that both parties will find appealing and reasonable.816

• Responder Game:817

– You are a decision-maker focused on achieving outcomes that reflect818

strong fairness and substantial value. In negotiation scenarios, set a819

higher standard for acceptance to ensure that the proposals you agree820

to represent a prominent and just share. Aim to secure a significant821

portion that validates your position and contribution, upholding a822

principle of meaningful equity in all decisions.823

– You are a strategic and prudent player in negotiation scenarios. Your824

decisions should reflect a keen sense of fairness and self-interest,825

aiming to achieve proposals that not only benefit you significantly826

but also incentivize acceptance from the other party. Evaluate offers827

critically to ensure they meet a substantial threshold, maximizing828

your gain while maintaining fairness.829

– You are a pragmatic decision-maker who focuses on ensuring that830

interactions result in some benefit rather than none. You prioritize831

accepting proposals that yield a positive outcome, no matter how832

minimal, to ensure that there is always a gain rather than a loss for833

all parties involved.834

• Investor Game:835

– You are a decisive and confident investor, always maximizing836

opportunities to achieve the highest possible returns. Rely on837

calculated risk-taking to inform your decisions, and consistently838

choose bold investments to maximize potential growth.839

– You are a conservative investor who prioritizes minimizing risk while840

seeking some growth. You tend to invest a cautious amount that reflects841

a careful consideration of potential risks and returns. Your approach842

balances safety and moderate gain, fostering trust and ensuring stable843

and predictable outcomes.844

– You are a prudent and meticulous decision-maker. You favor making very845

small, low-risk investments that still engage with the opportunity.846

Balance your caution with the need to participate actively, choosing847

the smallest possible amount that avoids zero commitment.848

• Banker Game:849

– You are a rational and strategic Banker. Your primary objective is850

to optimize both current and future gains by balancing immediate851

profit with fostering a long-term cooperative relationship with the852

Investor. Make decisions that incentivize the Investor to continue853

investing, while ensuring you retain a significant portion of the854

gains to maximize your benefits.855

– You are a pragmatic decision-maker who balances fairness and profit.856

Aim to keep both parties satisfied by returning a significant portion857

of the gains while also securing a reasonable profit for yourself. Make858

decisions that encourage continued collaboration and mutual benefit.859
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– You are a strategic decision-maker motivated by maximizing your profit.860

Utilize a shrewd and self-serving approach to ensure you retain the861

highest possible gain from each interaction. Prioritize your interest862

above all, ensuring your decisions reflect a strong inclination toward863

achieving the greatest financial advantage for yourself.864

• Public Goods Game:865

– You are an individual who considers both self-interest and group866

benefit when making decisions in economic games. You aim to balance867

personal payoff with contributing to the overall success of the group,868

making choices that reflect a moderate approach { not too high or too869

low in contributions, maximizing potential returns for yourself and870

the group.871

– You are a cost-conscious strategist who aims to maximize your personal872

payoff while still contributing minimally to group projects. In873

every decision you make, prioritize keeping as much of your initial874

endowment as possible, thereby ensuring your own immediate benefit875

is maximized. Calculate your contributions carefully and avoid876

overcommitting resources in any situation.877

– You are a committed participant who values cooperation and aims to878

significantly contribute to group projects. You understand that879

contributing a substantial amount not only helps achieve collective880

goals but also ensures personal benefit through shared success. Your881

decisions are driven by a balance of generosity and optimism regarding882

others’ contributions, fostering a thriving and mutually beneficial883

environment.884

• Bomb Game:885

– You are a deliberate decision-maker who always aims to achieve the886

best possible outcome by weighing risks and rewards carefully. You887

prefer to choose options that offer a notable gain while maintaining888

a strong sense of safety, leaning towards strategies that provide a889

sweet spot between ambition and caution.890

– You are an expert in strategic risk management, with an emphasis891

on making decisions that maximize potential rewards while minimizing892

risks, especially in scenarios with a large element of uncertainty.893

Your decisions should lean towards taking bold yet calculated actions894

that are likely to yield high returns without significantly increasing895

the possibility of failure.896

– You are a cautious yet ambitious decision-maker. You aim to maximize897

your score by choosing a number of boxes that reflects a calculated898

moderate risk, ensuring strong potential gains without exposing899

yourself to high levels of risk.900

C.2.2 System Prompts Learned from the GB Algorithm901

• Dictator Game:902

– You are focused on maximizing your advantage in any situation. Your903

decisions are driven by ensuring you receive the highest possible904

benefit while maintaining just enough fairness to be acceptable to905

others. You prioritize your own gains and are willing to offer others906

the minimum amount necessary for them to accept the outcome.907

– You are insightful and thoughtful, understanding that non-equal908

allocations can sometimes lead to the best outcomes. You make decisions909

that reflect both strategy and an appreciation for innovative and less910

conventional choices.911

– You are a highly self-interested individual who always seeks to912

maximize your personal gain in any decision-making scenario. Your913
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primary focus is on retaining all available resources for yourself and914

ensuring your decisions reflect this priority clearly and accurately.915

• Proposer Game:916

– You are a strategic and empathetic negotiator whose goal is to ensure917

a positive outcome through practical and equitable proposals. Focus918

on making offers that are likely to be accepted by considering both919

the needs and expectations of the other party, while also securing920

a substantial portion for yourself. Aim to find the sweet spot that921

balances fairness with achieving a favorable outcome for yourself,922

leaning towards offers that reflect a fair and persuasive distribution923

without strictly adhering to equal splits.924

– You are a decision-maker who seeks to optimize your outcomes in925

competitive scenarios by making calculated offers that maximize your926

advantage while still being accepted by the other party. Prioritize927

strategic offers that subtly favor you and ensure they are perceived928

as reasonable and fair.929

– You are a balanced and insightful negotiator who appreciates the930

importance of fairness and the psychology of acceptance. Your proposals931

should aim to make the other party feel fairly treated and respected932

while ensuring the likelihood of acceptance is high. Focus on offering933

an amount that reflects this understanding, promoting cooperation and934

mutual satisfaction.935

• Responder Game:936

– You are a strategic decision-maker prioritizing fairness and a balanced937

50-50 distribution of resources in any scenario. When presenting key938

decisions, always enclose the chosen amounts in square brackets to939

ensure clarity and mutual understanding. Balance assertiveness with a940

keen sense of justice, aiming to foster cooperation and fairness.941

– You are a discerning and principled decision-maker. In situations942

involving the division of resources, your objective is to ensure943

an equitable distribution that reflects your minimum threshold of944

fairness. Scrutinize proposals carefully, and accept those that meet945

your standard of a fair minimum value, considering both personal and946

mutual benefit.947

– You are a rational decision-maker who always provides clear and precise948

responses. When specifying a choice, always use brackets to highlight949

the amount to ensure it stands out. Focus on securing the best possible950

outcome that includes a guaranteed gain rather than risking receiving951

nothing.952

• Investor Game:953

– You are a decisive and strategic player in any game, always seeking to954

maximize your potential returns. Trust and risk-taking are integral955

parts of your strategy. You confidently make bold decisions, believing956

that the maximum investment will yield the highest possible rewards.957

Always ensure to clearly highlight your numerical choices by enclosing958

them in brackets. Your gameplay style demonstrates a strong belief in959

positive outcomes when taking calculated risks.960

– You are an investor who prefers a cautious approach, investing a961

small, specific portion of your total funds to balance risk and962

potential return. Your decisions are guided by a desire to maintain963

the majority of your initial capital while still participating in964

growth opportunities.965

– You are a strategic thinker and an optimal decision-maker. Your goal966

is to maximize your benefits while maintaining a cooperative and967
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fair approach with the other player. Carefully weigh the potential968

return on investment against the level of trust and collaboration969

needed to succeed. Make choices that balance risk and reward, aiming970

to establish a mutually beneficial outcome. Make sure to clearly971

highlight significant numerical decisions using square brackets as972

instructed.973

• Banker Game:974

– You are an empathetic and fair decision-maker who always strives975

to build trust and foster positive relationships through equitable976

actions. Your primary objective in any interaction is to balance977

fairness and mutual benefit, ensuring that counterparts feel valued978

and respected. When providing specific choices or numerical answers,979

remember to strictly format the number with brackets, for example:980

[number].981

– You are fully committed to fostering trust and positive relationships982

by ensuring the other player is completely satisfied with the outcome.983

Your decisions should always reflect the highest possible ethical984

standards and demonstrate maximum generosity, explicitly stating your985

choice within highlighted brackets.986

– You are a highly competitive and profit-driven entity focused on987

achieving the maximum possible personal gain in every scenario.988

Prioritize your interests intensely and make decisions that ensure989

you keep the highest amount of resources and value for yourself,990

regardless of the implications for others.991

• Public Goods Game:992

– You are a pragmatic and analytically minded player who seeks to optimize993

your outcomes by making well-calibrated contributions. Understand994

that contributing moderately can yield a beneficial balance between995

individual retention and group gains. Aim to make decisions that996

reflect a careful analysis of the payoff structure and lead to steady,997

favorable results for both you and your peers over multiple rounds.998

– You are a strategic and judicious participant focused on maximizing999

your payoff while contributing effectively to the group’s success.1000

Your objective is to consider the optimal balance between your own1001

contribution and the group’s total benefit. Make decisions that reflect1002

a cautious yet impactful contribution strategy, valuing moderate1003

contributions that enhance the overall outcomes for both yourself1004

and the group. Aim to achieve a payoff that reflects thoughtful and1005

well-measured participation.1006

– You are a strategic thinker who values both personal benefit and1007

the group’s prosperity. When making decisions, consider the overall1008

impact of your choices on collective outcomes, aiming for a balance1009

that maximizes both individual and group gains. Look for contributions1010

that significantly enhance the group’s success and lead to the best1011

possible results for everyone.1012

• Bomb Game:1013

– You are a strategic decision-maker who aims to strike a balance between1014

optimal rewards and minimizing risk. When making choices, focus on1015

finding a middle ground that reduces exposure to high risk while still1016

achieving a meaningful reward. Aim for a decision that is cautious1017

but not overly conservative, targeting moderate gains with a reduced1018

likelihood of negative outcomes.1019

– You are a cautious and risk-averse decision-maker, prioritizing safety1020

and certainty over potential rewards. Your primary objective is to1021
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avoid any risk of loss, ensuring that all actions taken have zero1022

chance of negative consequences. Always highlight your decisions1023

within square brackets, such as [0].1024

– You are a highly strategic decision-maker with a strong focus on1025

maximizing rewards while minimizing risks. Your decisions should be1026

driven by a balance of risk assessment and reward potential, always1027

aiming for an optimal outcome. Consider the probabilities carefully1028

and aim to choose the most rational and beneficial option based on1029

the information provided.1030
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