
Fair and Welfare-Efficient
Constrained Multi-matchings under Uncertainty

Elita Lobo∗, Justin Payan∗, Cyrus Cousins, and Yair Zick
University of Massachusetts Amherst

{elobo, jpayan, cbcousins, yzick}@umass.edu

Abstract

We study fair allocation of constrained resources, where a market designer opti-
mizes overall welfare while maintaining group fairness. In many large-scale set-
tings, utilities are not known in advance, but are instead observed after realizing
the allocation. We therefore estimate agent utilities using machine learning. Op-
timizing over estimates requires trading-off between mean utilities and their pre-
dictive variances. We discuss these trade-offs under two paradigms for preference
modeling – in the stochastic optimization regime, the market designer has access
to a probability distribution over utilities, and in the robust optimization regime
they have access to an uncertainty set containing the true utilities with high prob-
ability. We discuss utilitarian and egalitarian welfare objectives, and we explore
how to optimize for them under stochastic and robust paradigms. We demonstrate
the efficacy of our approaches on three publicly available conference reviewer as-
signment datasets. The approaches presented enable scalable constrained resource
allocation under uncertainty for many combinations of objectives and preference
models.

1 Introduction

Constrained resource allocation without money underpins many important systems, including re-
viewer assignment for peer review (our primary example throughout the paper) [4, 16, 31, 45, 54],
assigning resources to homeless populations [5, 34, 49], distributing emergency response resources
[51, 56, 57], and more [1, 44, 53]. In these settings we assign resources to agents. Agents and re-
sources are constrained; each agent has bounds on the minimum or maximum number of items they
receive from different categories, and each item has required minimums and limited total capacity.
Each agent has a valuation for every item, and we optimize a welfare function of the agent-item
valuations. In the case of reviewer assignment, the reviewer-paper valuations measure the alignment
between reviewers and papers, papers must receive a certain number of reviews from unique review-
ers, reviewers have upper limits on the number of papers they can review, and conflicts of interest
prevent some reviewers from being assigned to certain papers.

A crucial factor in all of the above settings is the presence of uncertainty. Uncertainty often stems
from the fact that agents’ valuations for resources depend on future outcomes. In reviewer assign-
ment, a reviewer-paper pair’s match quality is observed only after the reviewer submits his or her
review. Uncertainty may also stem from our limited ability to collect data; for example, in deciding
where to target lead pipe mitigation projects based on number of school-aged children per neighbor-
hood, we may have access to imperfect school enrollment records, allowing only an approximate
model of the impacts of mitigation on children in each neighborhood [53]. We adopt two possible
stances towards uncertainty, depending on the information available. When we have access to a
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probability distribution over preferences, we optimize the conditional expectation of the distribu-
tion at percentiles of interest [33, 50]. When we have access to a set of possible preferences, we
adopt the robust approach, which is related to the minimax regret objective used in solving robust
assignment problems [3, 10, 11, 32]. Uncertainty-aware optimization approaches can often result in
significantly different allocations from the default of optimizing for welfare over a central estimate
(see Example 2.1 for an intuitive explanation for this phenomenon).

Typically, we maximize the sum of agent utilities. However, in many of these settings, we are also
concerned with fairness to individuals or groups of agents. Groups of agents may represent subject
areas of papers in reviewer assignment, demographic groups in poverty alleviation campaigns, or
regional groupings of computational resources in bandwidth allocation. Fairness to these groups
may be legally required in some cases; in others it is an ethical choice by the decision maker.
Although groups are often first-class objects worthy of receiving fair treatment, group fairness is
often the smallest granularity of fairness achievable under uncertainty – in a large dataset uncertainty
will always cause some individuals to have vanishing welfare, but group welfare can still be upheld.
Although there is much literature on combinatorial optimization under uncertainty [3, 10, 11, 32, 33],
to our knowledge it has not addressed the intersection of fairness and uncertainty in the constrained
multi-matching problem.

1.1 Our Contributions

We study the broad problem of fair and efficient constrained multi-matchings under uncertainty
about agents’ valuations. We optimize for welfare while simultaneously accounting for the uncer-
tainty inherent in real-world resource allocation problems. Specifically, we develop methods to effi-
ciently optimize the utilitarian and egalitarian welfare objectives using the robust approach [7, 8, 26]
and the CVaR approach [50]. Our results are summarized in Table 1.

For robust optimization, we construct an uncertainty set containing the true preferences with high
probability (Section 3). This model is appropriate when building a predictor with statistical er-
ror bounds, but without making any assumptions on the full probability distribution over valuations.
For utilitarian and egalitarian welfare functions, we robustly maximize welfare over such uncertainty
sets. When the uncertainty sets are linear we can efficiently compute the exact optimal allocations
for both utilitarian and egalitarian welfare in polynomial time (Corollaries 3.2 and 3.6). Under a
single ellipsoidal uncertainty set, we can apply an iterated quadratic programming approach (Corol-
laries 3.3 and 3.7), while a projected subgradient ascent approach is needed when uncertainty sets
consist of multiple ellipsoids (Propositions 3.1 and 3.5). Under general monotonic, concave wel-
fare functions and arbitrary convex uncertainty sets, we apply the relatively expensive adversarial
projected subgradient ascent algorithm of Cousins et al. [16].

When the market designer can construct a full probability distribution over preferences or sam-
ple from such a distribution, we consider stochastic optimization using the concept of Conditional
Value at Risk, or CVaR [50]. This approach, laid out in Section 4, selects an allocation that maxi-
mizes the conditional expectation of welfare over the left tail of the welfare distribution. We often
approximate CVaR objectives using sampling, then solve the resulting linear program or LP (as
in Propositions 4.1 and H.3). However, in the case of utilitarian welfare and Gaussian-distributed
valuations we present a simple reformulation of the CVaR objective (Proposition 4.3). Optimiz-
ing CVaR for general monotonic, concave welfare functions can require solving arbitrary concave
optimization problems, even after sampling.

We also compare these optimization approaches empirically in Section 5 on reviewer assignment
data from AAMAS 2015, 2016, and 2021.

1.2 Related work

We discuss the history of prior work on robust and CVaR optimization in Appendix A.

Some existing work applies stochastic or robust optimization to fair division problems. A line of
work studies the minimax regret objective in combinatorial optimization problems, such as con-
strained resource allocation [3, 10, 11, 32]. This work does not explicitly consider multi-matching
problems like those considered here, nor does it address the robust egalitarian welfare problem. Pu-
jol et al. [48] study fair division problems with parameters noised for differential privacy, showing
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Table 1: Summary of optimization algorithms for efficiently computing utilitarian and egalitarian
welfare under different robustness concepts. Green highlights indicate problems which require solv-
ing a single linear program (low difficulty). Yellow highlights indicate solving a small number of
linear or quadratic programs (medium difficulty). Red highlights indicate problems which require
solving numerous quadratic programs or arbitrary concave programs.

Robustness Concept

Robust CVaR

Linear One Ellipsoid ℓ Ellipsoids Any (approx.) Gaussian

Utilitarian LP Reduction
(Coro. 3.2)

Iterated QP
(Coro. 3.3)

Projected SGA
(Prop. 3.1)

Sampling + LP
(Prop. 4.1)

Projected GA
(Prop. 4.3)

Egalitarian LP Reduction
(Coro. 3.6)

Iterated QP
(Coro. 3.7)

Projected SGA
(Prop. 3.5) Sampling + LP (Prop. H.3)

Monotone,
Concave

Adversarial Projected SGA
(Sec. 3.3)

Sampling + Concave Program
(Sec. 4)

that the noise can cause unfair allocations; they propose a Monte Carlo approach to mitigate the
unfairness with high probability. Peters et al. [46] study envy-free rent division under probabilistic
uncertainty. A central mechanism divides rooms and sets room prices for the items to minimize
envy. We study a setting without money, both utilitarian and egalitarian objectives, and robust opti-
mization in addition to stochastic optimization.

Cousins et al. [16] study robust optimization under the utilitarian objective. They propose an adver-
sarial projected subgradient ascent method which requires solving a two quadratic programs (one
for the adversary and one for the projection) at each iteration for a large number of iterations. Our
empirical analysis in Section 5 demonstrates the inefficiency of this method. Fair machine learning
algorithms [17, 22, 23, 43, 59] often employ similar adversarial optimization techniques over an
uncertainty set in a machine learning context. Other fair allocation research has studied the case
where agent demand or item availability are uncertain but preferences are known [2, 14, 21, 27]. In
our case demand and availability are known but preferences are not. Devic et al. [20] consider fair
two-sided matching where the fairness constraint is defined with respect to unknown parameters; we
assume knowledge of the parameters that define the fairness constraint (i.e., group identities).

2 Fair Resource Allocation under Uncertainty

We first introduce the problem of resource allocation without uncertainty, then lay out the two ap-
proaches we take to deal with the introduction of uncertainty. Our results are summarized in Table 1.

2.1 Fair Resource Allocation

We have a set of n agents N = {a1, . . . an}, and m item types I = {i1, . . . im}. Agents are
partitioned into g groups G = {G1, . . . Gg}, with each G ⊆ N and each agent i belonging to
exactly one group.

For any n ×m matrix X we use the same lower-case bold letter, i.e., x to denote the vector repre-
senting the vectorized form of the matrix X , in row-major order. For any group of agents G, we use
xG ∈ R|G|m to denote the vector restricted to the agents in G. Given vectors x,y ⊆ Rnm and real
number c ∈ R, let x ⪰ c denote that xj ≥ c for all j, and let x ⪰ y denote that x− y ⪰ 0. The ⪯
operator is defined analogously.

We assume a valuation matrix V ∗ ∈ Rn×m
0+ , where V ∗

a,i encodes the true value of assigning item
type i to agent a. The values of V ∗ are typically unknown; we discuss our approaches to handle this
problem in Section 2.2. We use tildes to denote random variables, for example, x̃ ∼ Dx̃ denotes that
x̃ is drawn from distribution Dx̃.

Given some set of feasible assignments A ⊆ Nn×m, we aim to find assignments A ∈ A where
Aa,i indicates the number of items of type i allocated to agent a. For each agent a ∈ N , we have
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upper and lower bounds on assignments of the form κa ≤
∑

i∈I Aa,i ≤ κ̄a. For each item i, we
have lower and upper bounds on the total assignment of that item; ψ

i
≤
∑

a∈N Aa,i ≤ ψ̄i. Finally,
we have pairwise limits Ca,i for each agent a and item type i, requiring that Aa,i ≤ Ca,i. It is
always the case that the constraints define a finite set such that |A| ∈ N. In the example of reviewer
assignment, these constraints reflect the review requirements per paper, load bounds for reviewers,
conflicts of interest, and the constraint that no reviewer is assigned twice to any given paper.

Let u : A×Rn×m
0+ → Rg be an affine function mapping from allocations to utilities for each group.

uG(a,v) denotes the utility of the groupG under allocation a ∈ A (recall a is the vectorized version
of the assignment A). We write u instead of u(a,v) when a and v are clear from context.

We assume that u is additive and normalized by group size, so uG =
a⊺
GvG

|G| . We define a welfare
function W : Rg → R, where W(u(a,v)) denotes the overall welfare of allocation a. The weighted
utilitarian social welfare function is defined as w ·u, where w ∈ Rg

0+ denotes the weights on groups
in G. When wG = |G| for all G, we call this function simply “utilitarian welfare” or “USW.” The
group egalitarian social welfare function (also “group egalitarian welfare” or “GESW”) is defined
as minG∈G uG. We do not consider individual egalitarian welfare in this work; under robust and
stochastic optimization the egalitarian welfare is zero when the number of items is proportional to
the number of agents and uncertainty is non-trivial.

2.2 Optimizing Allocations under Uncertainty

We consider two main approaches to dealing with uncertainty: the robust optimization approach and
the Conditional Value at Risk approach.

In the robust approach (Section 3), we obtain an uncertainty set V that contains the true agent
valuations v∗ with probability at least 1 − α for some confidence parameter α ∈ [0, 1). We
then optimize the welfare corresponding to the worst valuation matrix in the uncertainty set, i.e.,
maxa∈A minv∈V W(u(a,v)). This approach applies when we do not have access to a full distribu-
tion over valuations but have some other way of describing V [16].

When we have access to a full distribution over the random variable ṽ ∈ Rnm, we apply a stochastic
approach instead. We compute the welfare distribution and optimize the conditional expectation
over an α-percentile of the welfare or Conditional Value at Risk at α (CVaRα). Suppose we have
a random variable x̃ ∼ Dx̃. For any risk level α ∈ (0, 0.5), CVaRα[x̃] is defined as Ex̃∼Dx̃

[x̃ |
x̃ ≤ να] where να denotes the α-percentile of x̃. This approach is only appropriate when Dx̃ is
fully known, or when we can sample from it. We investigate this regime in Section 4, where we will
compute and optimize CVaRα[W(u(a, ṽ))] for a random variable ṽ ∼ Dṽ.

Example 2.1 (The Importance of Considering Uncertainty). Consider a simple two-agent, two-item
instance, where each agent needs to get exactly one item, and either likes (utility 1) or dislikes it
(utility 0). Agent preferences are Bernoulli random variables, where Pr[ṽ1,1 = 1] = 0.8,Pr[ṽ1,2 =
1] = 0.9,Pr[ṽ2,1 = 1] = 0.5, and Pr[ṽ2,2 = 1] = 0.8. If we maximize the expected USW, we would
assign i1 to a1 and i2 to a2, for a total expected USW of 1.6. However, consider instead the CVaR0.3

of USW. When we make the expectation-maximizing assignment, then Pr[W(u) = 0] = 0.04 and
Pr[W(u) = 1] = 0.32. However, if we assign i2 to agent a1 and item i1 to agent a2, we have that
Pr[W(u) = 0] = 0.05 and Pr[W(u) = 1] = 0.5. This means that the conditional expectation of
welfare at the 30th percentile is higher if we assign i2 to a1 and i1 to a2 (it is .32 in the first case and
.5 in the second case). If we want to retain welfare in the face of uncertainty, we might well choose
to maximize this quantity rather than the expectation of the welfare.

3 Robust Welfare Optimization

We construct the optimization problems for utilitarian and egalitarian welfare objectives with the
robust approach. Many of these optimization problems are concave-convex max-min problems that
can be directly solved using an adversarial projected subgradient ascent technique [16]: in each
iteration of the algorithm, the inner minimization problem is solved to optimality, followed by a
subgradient step on the allocation a, followed by a projection onto the constraint space A. However,
this method does not exploit the structure of these problems and is often computationally expen-
sive or intractable, as demonstrated empirically in Section 5. Despite the inherent complexities of
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these problems, we show that under specific assumptions, these problems can be reduced to more
manageable forms that are easier to optimize. We then discuss a range of algorithms for efficiently
optimizing the simplified problems.

Scope: The robust approach detailed in Section 2 assumes the availability of an uncertainty set of
the valuation matrix. For the sake of computational tractability, we focus on the class of uncertainty
sets defined by linear and ellipsoidal constraints

V =
{
v ∈ Rnm | ∀i ∈ [1, ℓ], (v − v̄i)S

−1
i (v − v̄i) ≤ r2i ,Qv ⪰ e,v ⪰ 0

}
,

where the ith ellipsoidal uncertainty set has center v̄i ∈ Rnm
0+ , covariance matrix Si ∈ Rnm×nm,

with radius ri ∈ R, Q ∈ Rk×nm, and e ∈ Rk.

We will further assume that the covariance matrices corresponding to the ellipsoidal uncertainty sets
are positive semi-definite. This limitation on the structure of uncertainty sets is not too restrictive;
it is possible to construct such uncertainty sets for linear regression and logistic regression models
using statistical bounds, as shown in Appendix D.

In all of our methods where obtaining an integer allocation is either not feasible or computationally
tractable, we relax the set of feasible integer assignments A ⊆ Nn×m to a set of feasible continuous
allocations A ⊆ Rn×m

0+ . One can obtain integer allocations satisfying all constraints by applying
a randomized rounding technique that generalizes the Birkhoff-von Neumann decomposition [13].
The fractional solutions can thus be interpreted as randomized allocations.

3.1 Robust Allocation for Utilitarian Welfare

We consider the problem of finding an allocation that optimizes the weighted utilitarian welfare
under the worst valuation matrix in the uncertainty set. We formulate the problem as

max
a∈A

min
v∈V

w · u(a,v) . (1)

The objective and constraints of the inner-minimization problem described in (1) are convex. The
problem is strictly feasible, which satisfies Slater’s condition [12] for strong duality. Therefore, by
taking the dual of the inner-minimization problem, we can simplify the problem in (1) into a single
equivalent maximization problem. We provide the dual formation in Proposition 3.1.

To simplify notation in the results that follow, we assume, without loss of generality, that each
group G has weight wG = |G|. In practice, if this assumption does not hold, the weights can be
incorporated into the valuations v with a corresponding adjustment to the parameters of the valuation
uncertainty set V .

In the dual, let β ∈ Rk
0+ be the dual variable corresponding to the linear constraints Qv ⪰ e,

λ ∈ Rℓ
0+ be the dual variable associated with the ellipsoidal constraints, and ξ ∈ Rnm be the

variable that combines the primal variable a with the dual variable of the non-negativity constraint
on v for variable elimination. We define a set of feasible ξ as

Λ
.
= A− Rnm

0+ =
{
ξ ∈ Rnm

∣∣∣ ∀a ∈ N :
∑
i∈I

ξam+i ≤ κ̄a, ∀i ∈ I :
∑
a∈N

ξam+i ≤ ψ̄i, ξ ⪯ c
}

, (2)

which is Pareto-dominated by A.
Proposition 3.1 (Robust Utilitarian Welfare Dual). The problem in (1) is equivalent to solving

max
ξ∈Λ,λ∈Rl

0+

β∈Rk
0+

p⊺Tq+ β⊺e− 1

4
p⊺Tp+

ℓ∑
i=1

(
λiv̄

⊺
i Siv̄i − λir

2
i

)
− q⊺Tq , (3)

where p = ξ −Q⊺β, q =
∑ℓ

i=1 λiS
−1
i v̄i, and T =

(∑ℓ
i=1 λiS

−1
i

)−1. Let ξ∗ be the optimal ξ in
(3). Then the optimal allocation a∗ can be derived from ξ∗ by finding a ∈ A such that

∀G ∈ G : aG ⪯ ξ∗G .

Proposition 3.1 shows that the optimal allocation for the problem in Equation (1) can be computed
by first solving the concave program in Equation (3) to obtain ξ∗ and then deriving the optimal
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allocation a∗ from ξ∗ by solving a system of equations. Notably, the problem in Equation (3)
is a single maximization problem with fewer variables and constraints as compared to the max-
min problem in (1), making it simpler to solve. We can either solve it using off-the-shelf convex
optimization tools, or by applying a projected subgradient ascent approach (without the previously
required adversary).

When the valuation uncertainty set is polyhedral, the problem in (3) simplifies further into a linear
program (LP) which can be solved efficiently using standard LP solvers like Gurobi [28].
Corollary 3.2 (Utilitarian Welfare with Polyhedral Uncertainty). In the case where the uncertainty
set V is defined purely by linear constraints, i.e., V = {v ∈ Rnm | Qv ⪰ e,v ⪰ 0}, the optimal
allocation a∗ for the problem in (1) can be computed by solving the linear program

max
a∈A,β∈Rk

0+

β⊺e s.t. ∀G ∈ G : Q⊺
GβG ⪯ aG .

When the valuation uncertainty set has a single ellipsoidal constraint with a non-negativity con-
straint, we compute the solution using iterated quadratic programming (Iterated QP).

Corollary 3.3 (Utilitarian Welfare with Ellipsoidal Uncertainty). Suppose that the set V in (1) is
defined by a single truncated ellipsoidal constraint i.e., V = {v ∈ Rnm | (v − v̄)S−1(v − v̄) ≤
r2,v ⪰ 0}. The problem in (1) is equivalent to solving

max
λ∈R0+,ξ∈Λ

ξ⊺v̄ − ξ⊺Sξ

4λ
− λr2 . (4)

The exact optimal solution (λ∗, ξ∗) to Equation (4) can be computed by alternately performing two
steps until convergence: first, fixing ξ and optimizing λ, i.e., λ = ξ⊺Sξ/2r, and second, fixing λ and
solving a concave quadratic program to optimize ξ. The optimal allocation a∗ can be computed
from ξ∗ as in Proposition 3.1.

3.2 Robust Allocation for Group Egalitarian Welfare

We now consider the problem of maximizing egalitarian welfare under the robust approach. We can
represent this problem as

max
a∈A

min
v∈V

min
G∈G

uG(a,v) . (5)

This problem presents inherent challenges due to the non-smoothness of the inner-minimization
problem and the joint constraint on the uncertainties of the valuation matrices of different groups.
These factors make it difficult to compute the dual and reduce the problem or efficiently solve the
problem using the quadratic program technique described in Corollary 3.3, though the generic ad-
versarial subgradient ascent approach of Cousins et al. [16] can still be applied. For the remainder of
this section, we assume that the uncertainty sets for each groupG ∈ G are independent of each other.
To simplify notation, we assume, without loss of generality, that the valuations v and the parameters
of the valuation uncertainty set V are scaled to incorporate the factor 1

|G| in the representation of the
utility of each group G in the corresponding group valuation vG.

Assumption 3.4 (Independence of Groups). The uncertainty set V is a Cartesian product of indi-
vidual groups’ uncertainty sets, V .

=
⊗

G∈G VG.

This assumption is not unreasonable in practical scenarios. For example, conferences often group
papers into disjoint tracks or require paper authors to select a single primary subject area. Although
papers may have multiple secondary subject areas, the top-level grouping remains independent. As-
sumption 3.4 allows us to reorder the two minimization problems without compromising generality:

max
a∈A

min
G∈G

min
vG∈VG

a⊺GvG . (6)

We take the dual of the inner minimization problem, then reorder the minimization over groups and
the maximization over the dual variables to obtain a single, concave max-min problem. This can be
solved with projected subgradient ascent in the general case, or with more efficient approaches in
special cases. Proposition 3.5 expresses the general form of the result.
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Proposition 3.5 (Robust Group Egalitarian Dual). The problem in (5) is equivalent to solving

max
ξ∈Λ

λ∈Rg×l
0+

β∈Rg×k
0+

min
G∈G

β⊺
GeG + p⊺

GTqG − 1

4
p⊺
GTpG +

ℓ∑
i=1

(
λG,iv̄

⊺
G,iTv̄G,i − λG,ir

2
G,i

)
− q⊺

GTqG ,
(7)

where for each group G ∈ G, pG = ξG − Q⊺
GβG, qG =

∑ℓ
i=1 λG,iS

−1
G,iv̄G,i, T =(∑ℓ

i=1, λG,iS
−1
G,i

)−1, and Λ is defined as in Equation (2). The optimal allocation a∗ can be com-
puted from ξ∗ as in Proposition 3.1.

The dual variables λG,βG, ζG and ξG for each group G are interpreted as in Proposition 3.1. The
optimization problem in (7) is concave with respect to the dual variables λ,β and ξ. We can solve
it using an off-the-shelf convex programming library or by applying projected subgradient ascent.

Under polyhedral uncertainty sets, Equation (7) simplifies to a linear program. This is akin to what
we observe in the robust utilitarian case (Corollary 3.2).
Corollary 3.6 (Group Egalitarian Welfare with Polyhedral Uncertainty). In the case where the un-
certainty set V is defined only by linear constraints, i.e., V = {v ∈ Rnm | Qv ⪰ e,v ⪰ 0}, the
max-min-min problem in (5) transforms into a linear program.

When the valuation uncertainty set is defined by a single ellipsoidal constraint per group, we can
employ the iterated quadratic programming (Iterated QP) approach used in Corollary 3.3, alternately
fixing λ and optimizing the rest of the dual variables (β, ξ) until convergence.
Corollary 3.7 (Group Egalitarian Welfare with Ellipsoidal Uncertainty). Suppose that the set V in
(5) is defined by a single truncated ellipsoidal constraint per group i.e., V = {v ∈ Rnm | ∀G ∈ G :

(vG − v̄G)S
−1
G (vG − v̄G) ≤ r2G,v ⪰ 0}. Then the problem in (5) is equivalent to solving

max
λ∈Rg

0+
ξ∈Λ

min
G∈G

ξ⊺
Gv̄G − ξ⊺

GSGξG
4λG

− λGr
2
G .

The exact optimal solution (λ∗, ξ∗) to Equation (4) can be computed by alternately performing two
steps until convergence: first, fixing ξ and optimizing λ, i.e., ∀G ∈ G, λG = ξ⊺

GSGξG/2rG, and
second, fixing λ and solving a concave quadratic program to optimize ξ. The optimal allocation a∗

can be computed from ξ∗ as in Proposition 3.1.

3.3 Robust Allocation for Monotonic Welfare Functions

We now extend our findings to a broader class of monotonic welfare functions. Specifically, we show
that when optimizing a monotonic welfare objective under Assumption 3.4, we can decompose
the problem into sub-problems such that we independently determine the worst valuation in the
uncertainty set of each group, while jointly optimizing the allocation over all groups.
Proposition 3.8 (Decomposition for Monotonic Welfare Functions). Consider an optimization
problem of the form

max
a∈A

min
v∈V

WM(u(a,v)) , (8)

where the welfare function WM is monotonic in the utility of groups. If Assumption 3.4 holds, then
(8) simplifies to

max
a∈A

WM

(
min

vG1
∈VG1

uG1
(aG1

,vG1
), min

vG2
∈VG2

uG2
(aG2

,vG2
), . . . , min

vGg∈VGg

uGg
(aGg

,vGg
)

)
.

Proposition 3.8 helps us derive simplified versions of Equation (8), when Assumption 3.4 holds.
The egalitarian problem in (5) is an instance of the class of optimization problem described in (8),
hence Proposition 3.8 holds under Assumption 3.4 and allows us to derive a single maximization
problem (Proposition 3.5). If the allocation and valuation uncertainty sets are convex and compact,
the problem in (8) can be solved using constrained convex-concave minimax optimization algo-
rithms [18, 25, 55], or adversarial projected gradient ascent [16]. These approaches do not depend
on Assumption 3.4, though the optimization may be simplified if independence does hold.
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4 Stochastic Welfare Optimization

In this section, we optimize the CVaR of utilitarian and egalitarian welfare. This approach works
when the distribution Dṽ over the valuation matrix is known, or when we can sample from Dṽ. We
demonstrate that when the distribution follows a Gaussian distribution, the CVaR of the utilitarian
welfare has a simple representation that can be optimized without sample approximation using a
projected gradient ascent method. In all other cases, we can approximately optimize CVaR using
a sampling-based approach. In particular, when we have monotone, concave welfare functions, we
can always approximate the CVaR objective using sampling. However, unlike in Propositions 4.1
and H.3, where the approximated problem becomes linear, with arbitrary monotone, concave welfare
functions the problem may require general concave optimization.

4.1 CVaR Allocation for Utilitarian Welfare

We wish to find an allocation that maximizes the CVaRα of the weighted utilitarian welfare. Let ṽ
represent the random valuation vector. For confidence level α, we formulate the problem as

max
a∈A

CVaRα

[
w · u(a, ṽ)

] .
= max

a∈A,b∈R

{
b− 1

α
E

ṽ∼Dṽ

[(
b−w · u(a, ṽ)

)
+

]}
, (9)

where (x)+ = max(x, 0) represents the positive part of x [50]. Computing the exact expectation in
this problem may not be feasible for every distribution Dṽ. Therefore, we adopt a sampling-based
approach. We begin by drawing h i.i.d. samples of the valuation matrix from Dṽ represented as
v1,v2,v3, . . . ,vh. We then use these samples to solve the problem described in (9) by solving the
linear program outlined in Proposition 4.1.

Proposition 4.1 (Approximate CVaR of USW). Given h i.i.d samples of ṽ, i.e., v1,v2,v3, . . . ,vh

from Dṽ, the optimal allocation for the problem in (9) can be approximately computed by solving

max
a∈A

max
y∈Rh

0+
b∈R

b− 1

α

h∑
j=1

yj

 ∀j ∈ [1, h] : yj ≥ 1

h

(
b−w · u(a,vj)

)
. (10)

The CVaR estimator used in (10) is a strongly consistent estimator [29]. Therefore, the approxima-
tion error of the objective in (10) goes to 0 as h → ∞. In Proposition 4.2, we bound the sample
complexity of the problem in (10) when the valuation matrix is sub-Gaussian distributed.

For any allocation a, let ĉh,α(a) represent the empirical estimate of CVaRα[w · u(a, ṽ)] computed
from h samples and ch,α(a) represent the corresponding true value. We will use |A| to denote the
number of feasible allocations and fa : R → R0+ to denote the density function of the random
welfare W(a, ṽ). να denotes the α percentile of W(a, ṽ).
Proposition 4.2 (Sample Complexity of Approximate CVaR of USW). Suppose that ṽ is a multi-
variate sub-Gaussian random variable with mean v̄ ∈ Rnm and covariance proxy S ∈ Rnm×nm,
i.e., for all vectors z ∈ Rnm : Ev∼Dṽ

[
exp((v − v̄)⊺z))

]
≤ exp(z

⊺Sz/2), and that, for any risk
level α ∈ (0, 12 ) and allocation a ∈ A, there exists probability density threshold η > 0 and radius
γ > 0, s.t., fa(x) > η , ∀x ∈ [να−γ, να+γ]. Set ∀G ∈ G : a′G = wG·aG

|G| . Then, for any confidence
parameter δ ∈ (0, 1) and error tolerance ε > 0,

Pr

[
sup
a∈A

|ĉh,α(a)− cα(a)| ≤ ε

]
≥ 1− δ for h >


8max

(
maxa∈A a′

⊺
Sa′, 8

)
ln
(

6|A|
δ

)
min(ε2, 16γ2)α2 min(η2, 1)

 .

Proposition 4.2 follows directly from Theorem 3.1 of L.A. et al. [35]. When ṽ is Gaussian dis-
tributed, we can circumvent the sampling approach and instead solve an optimization problem
(Proposition 4.3), which depends solely on the mean and covariance of ṽ.
Proposition 4.3 (CVaR of USW for Gaussian Distributions). If ṽ is distributed as a multivariate
Gaussian, i.e., ṽ ∼ N (v̄,S), then, the optimization problem in (9) simplifies to

max
a∈A

a⊺v̄ − ϕ(Φ−1(α))

α

√
a⊺Sa , (11)
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where ϕ and Φ denote the probability density function and cumulative density function, respectively,
of the standard normal distribution N (0, 1). The problem in (11) is concave and can be solved
without sample approximation using the projected gradient ascent method.

4.2 CVaR Allocation for Group Egalitarian Welfare

For our final objective, we wish to optimize egalitarian welfare under uncertainty using the CVaR
approach. We formulate this optimization problem as

max
a∈A

CVaRα

[
min
G∈G

uG(a, ṽ)

]
.
= max

a∈A,b∈R

b− 1

α
E

ṽ∼Dṽ

[(
b−min

G∈G
uG(a, ṽ)

)
+

] . (12)

To optimize the problem described in the above equation, we solve a linear program similar to the
one used for optimizing the CVaR utilitarian objective in (9). See Proposition H.3 for more details.

5 Experiments

We run experiments on three reviewer assignment datasets. The datasets contain bids from the
International Conference on Autonomous Agents and Multiagent Systems (AAMAS) 2015, 2016,
and 2021 [41, 42]. We consider the papers as the “agents” and the reviewers as the “items.” This is
a fairly standard assumption in most recent reviewer assignment approaches, reflecting the primary
goal of peer review to assign qualified and interested reviewers to papers [16, 30, 31, 38, 45, 54].

Reviewers issue bids of yes, maybe, no, or no response. We run two experiments with this
data. In one, we binarize the bids such that yes and maybe are considered affirmative and no is
considered negative, while in the other we convert the bids to numerical scores such that yes is 1,
maybe is .5, and no is 0.01. Under the binarized model, we fit a logistic matrix factorization model
to predict whether the bid is affirmative or negative, and in the continuous model, we fit a Gaussian
process matrix factorization model [36]. We derive probability distributions and uncertainty sets
from these models. More details on prediction and uncertainty set construction are in Appendix E.
These datasets do not contain groups of papers and reviewers, so we create 4 roughly balanced
clusters of reviewers and papers for each dataset using the procedure outlined in Appendix F. We
define our valid set of assignments A as follows. For each paper a ∈ N , we set κa = κ̄a = 3 for all
a in AAMAS 2015, and κa = κ̄a = 2 for all a in AAMAS 2016 and 2021. For each reviewer i, we
set ψ

i
= 0 and ψ̄i = 15 for 2015 and 2016 and 4 for 2021. We optimize and evaluate CVaR0.01; we

take 4, 000 samples from the distribution to optimize for CVaR using the sampling-based approach,
and we take 10, 000 samples to estimate the CVaR for evaluation. We optimize and evaluate the
robust welfare at the α = 0.3 level (there is a 70% chance the true values lie in the uncertainty
set). We constrain the naı̈ve and CVaR approaches to select integer allocations, while the robust
approach selects fractional allocations without rounding.

All results are averaged over 5 runs of subsampling 20% of each dataset. For each run, we construct 6
allocations, maximizing the naı̈ve central estimate, CVaR and robust statistics for USW and GESW
respectively. We evaluate each allocation on each metric. For each run, we normalize each metric
by the maximum value achieved for that metric by any allocation. We normalize in this manner to
highlight that the allocation targeted for a given objective always returns the highest value on that
objective, and because the absolute optimal values differ across runs.

All code is available at https://github.com/justinpayan/RAU2. Overall Performance Table 2 shows
the results for the binarized version of AAMAS 2015 bids. Similar tables for the 5 other settings
are included in Appendix G. Each row shows the metrics for the allocation produced by the method
which optimizes for the objective shown in the left-most column. All non-robust methods have 0
robust welfare, indicating that if robustness to adversarial noise is desired, it is very important to
consider this objective explicitly. Relatively little noise is actually present in this dataset, as the
CVaR0.01 is quite high for both the naı̈ve USW-optimal and GESW-optimal in all cases.

Since the USW-optimal solution has very high GESW, we implement a simulated example to ex-
plore when the USW-optimal solution fails to have high GESW. We find that in a number of settings,
the GESW of the USW-optimal solution is much lower than the GESW-optimal solution. Appendix I
explains the details of the simulation setting and the results.
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Figure 1: Left: CVaR as noise increases for AAMAS 2015. Right: Convergence behavior of the
Iterated Quadratic Program (Iterated QP) vs. Adversarial Projected Subgradient Ascent approach
on AAMAS 2015.

Table 2: Performance of different allocations across each metric on the AAMAS 2015 dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 1.00± 0 1.00± 0 1.00± 0 0± 0 0± 0
GESW 0.97± 0.01 1.00± 0 0.97± 0.01 0.97± 0.02 0± 0 0± 0
CVaR USW 1.00± 0 0.99± 0 1.00± 0 0.99± 0 0± 0 0± 0
CVaR GESW 0.98± 0 0.99± 0 0.97± 0.01 1.00± 0 0± 0 0± 0
Rob. USW 0.92± 0.01 0.90± 0.02 0.92± 0.01 0.90± 0.02 1.00± 0 1.00± 0
Rob. GESW 0.89± 0.04 0.85± 0.06 0.89± 0.04 0.86± 0.06 0.88± 0.02 1.00± 0

Robustness under Increasing Uncertainty Figure 1 shows the CVaR0.01 on the Gaussian version
of all three datasets as we artificially increase the amount of noise. We multiply the standard devia-
tions of the Gaussian distributions by a scalar and optimize for the CVaR or the naı̈vely-computed
USW and GESW. We then plot CVaR0.01 as noise increases. Although the CVaR approach is less
important at low noise levels, the CVaR of welfare decreases for both welfare measures as noise
increases. GESW has a sharper decline than USW. We see that as the noise increases, the CVaR0.01

of the baseline USW and GESW maximizing allocations drops off relative to the same value for the
CVaR-optimized allocation.

We also verify that when we model valuations using a negatively-skewed Gaussian distribution with
the same means and variances, we see increasing importance of optimizing for CVaR relative to
uncertainty-unaware USW and robust USW. The difference is sharper as the skew parameter gets
more negative. Details of this experiment and its results are included in Appendix J.

Runtime For the robust optimization setting with ellipsoidal uncertainty sets (derived from con-
fidence intervals over the Gaussian process matrix factorization), we compare the Iterated QP ap-
proach (Corollary 3.3) to adversarial projected subgradient ascent on the original max-min problem
(as in [16]). We find that Iterated QP converges much faster than the adversarial projected subgradi-
ent ascent algorithm on both AAMAS 2015 (Figure 1) and 2016 (Figure 3). Adversarial projected
subgradient ascent fails to converge in 1, 000 iterations for the robust GESW objective on all datasets
and the USW objective on AAMAS 2021.

6 Conclusion

In conclusion, we explore the stochastic and robust optimization regimes for utilitarian and group
egalitarian welfare objectives. The robust optimization algorithms depend on the form of the uncer-
tainty set. We show that when the uncertainty set has linear constraints only, the resulting problem
is an LP and can be solved efficiently. Under ellipsoidal constraints, we demonstrate an iterative
quadratic programming approach converges much faster than adversarial projected subgradient as-
cent. In the stochastic regime, we lay out the sample complexity of CVaR for the utilitarian welfare
objective. We demonstrate the feasibility of estimating probability distributions and uncertainty sets
on three years of bid data from AAMAS, and show that the robust and CVaR approaches demon-
strated in this paper combat the uncertainty present in these three datasets.
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A Additional Related Work

Gorissen et al. [26] provide an excellent overview of optimization under uncertainty, including tech-
niques used in this work, while Ben-Tal et al. [7], Bertsimas et al. [8] offer additional background on
robust optimization. A standard approach in this regime is analyzing the dual of the uncertainty, as
we generally do in this work. Stochastic optimization has a wide literature; the books by Birge and
Louveaux [9], Levy et al. [37], Prékopa [47], Ruszczyński and Shapiro [52] present wide-ranging
introductions to the topic. Conditional value at risk (CVaR) can often be approximately optimized
by sampling and optimizing over an objective composing the different samples [35, 40, 50].

B Broader Impacts

We believe this work has the potential for a significant positive societal impact. Fair resource al-
location algorithms are essential for various systems, including assigning reviewers in peer review
processes, allocating resources to homeless and low-income populations, distributing emergency
response resources during natural disasters, and resettling refugees. In this work, we develop meth-
ods for efficiently optimizing allocations of constrained resources under various fairness objectives
while addressing uncertainty in resource preferences. These methods can be directly applied to the
aforementioned problems. However, we advise users to conduct extensive testing on similar datasets
before deploying these algorithms in real-world scenarios.

C Limitations

The CVaR approach requires solving linear programs with a large number of samples to be effective,
which makes them computationally expensive. One potential solution is to leverage importance
sampling methods to reduce the variance of the estimator [19, 58]. Future research could benefit
from empirically and theoretically analyzing other fairness objectives like Nash welfare [15], Gini
index [24], and envy-freeness [39].

D Constructing uncertainty sets

In this section we demonstrate a simple and natural approach to construct an uncertainty set using
a logistic regression estimator. Logistic regression models with bounded cross-entropy loss result
in polyhedral uncertainty sets. Replacing the logistic regression model with a model with bounded
squared-error loss, or simply taking the confidence interval of a multivariate Gaussian, results in
truncated ellipsoidal uncertainty sets. We construct uncertainty sets per group in all cases.

Assume we have a discrete set of c values L ⊆ R, with L = {ℓ1, . . . ℓc}. For each agent i and item
type j we denote the true distribution over values p∗(ℓ|(i, j)) and the distribution predicted by the
logistic regression model is p̂(ℓ|(i, j)).
We estimate the cross-entropy loss of the model on a test set T , where |T | = t. This test set can be
segmented by the group identity of the agent, such that we have TG1 , TG2 , . . . TGg for each of the g
groups (with sizes tG1

, . . . tGg
). We assume that the test set comes from the same distribution as the

agent-item pairs of the assignment problem; this can be achieved either during dataset construction
or by limiting the assignments (through the C constraints) to better reflect the test distribution. We
can also apply likelihood reweighting in our uncertainty set construction, as in [16], though we do
not do so here.

For an agent a and item type i, the cross-entropy loss of the distribution p̂ with respect to the
distribution p is defined as

H(p(ℓ|(a, i)), p̂(ℓ|(a, i))) .
= −

∑
ℓ∈L p(ℓ|(a, i)) ln p̂(ℓ|(a, i)). For each TG, we compute the mean

of the cross-entropy loss ξ̂G = 1
tG

∑
(a,i)∈TG

H(p(ℓ|(a, i)), p̂(ℓ|(a, i))), as well as the standard error

of the mean η̂G =
(

1
tG

∑
(i,j)∈TG

(H(p(ℓ|(a, i)), p̂(ℓ|(a, i)))− ξ̂G)
2
) 1

2

. We model the distribution

over cross-entropy losses for group G as N (ξ̂G, η̂G). We want an uncertainty set V such that the
true values lie outside V with probability at most α. Thus, using a union bound, we require each

15



uncertainty set VG for individual groups to contain the true valuations with probability at least 1 −
α
g . We can thus give the bound that the cross entropy loss is at most Φ−1(1 − α

g , ξ̂G, η̂G), where
Φ−1(p, µ, σ) denotes the p percentile of a Gaussian distribution with mean µ and standard deviation
σ.

In our assignment problem, for each group G with agents NG we obtain the uncertainty set
1

tGm

∑
a∈NG,i∈I

H(p(ℓ|(a, i)), p̂(ℓ|(a, i))) ≤ Φ−1(1− α

g
, ξ̂G, η̂G) .

The bound can be made tighter if we restrict some pairs using C, in which case the cross-entropy
term on the left side is only averaged over the pairs which are not restricted.

E Logistic and Gaussian Process Matrix Factorization

Both models define probability distributions over outcomes, which we use to compute and evaluate
the CVaR of utilitarian and egalitarian welfare. For the logistic model, we build a polyhedral un-
certainty set by estimating the cross-entropy loss on a held-out test set, and for the Gaussian process
model we simply consider the confidence intervals of the resulting Gaussian distribution.

For the binarized bids, we first set aside some of the observed bids as a test set. We estimate the
missing bids and the bids for the held-out test pairs using logistic matrix factorization. Setting a
hidden dimension size d, we construct two matrices X ∈ Rn×d and Y ∈ Rm×d. We set d = 20.
Let V∗ denote the true binarized bid matrix, where we observe entries for the training set pairs
(a, i) ∈ T . We predict the probability of an affirmative bid as σ((XY⊺)a,i) where σ is the logistic
sigmoid function. We select X and Y to minimize the loss function∑

(a,i)∈T

−V∗
a,i ln

(
σ((XY⊺)a,i)

)
−V∗

a,i ln
(
(XY⊺)a,i

)
.

For CVaR, we take samples from the distribution defined by σ(XY⊺), assuming all pairs are
independently-distributed. We also construct an uncertainty set as described in Appendix D using
the cross-entropy loss on the test pairs.

Under the Gaussian process matrix factorization model [36], we simply predict a mean and variance
of a Gaussian distribution for each reviewer-paper pair. We can then sample values independently
for each pair, or give a confidence interval for the joint Gaussian with mn− 1 degrees of freedom.

F Grouping Papers and Reviewers

We group papers and reviewers as follows: given the real-valued bids in the set {0.01, .5, 1} we set
unknown bids to be 0. We then construct a graph with all reviewers and papers as nodes, and the bid
score between reviewers and papers is the edge weight. All inter-reviewer and inter-paper edges are
set to 0 edge weight. We apply spectral embedding with 5 dimensions to transform the nodes into
vectors, and cluster the resulting vectors into 4 clusters to obtain 4 groups containing both papers
and reviewers. To ensure a balance of reviewers and papers across clusters, we employ Lloyd’s
algorithm for KMeans clustering with the modification that during each assignment step we enforce
a lower bound on the number of papers and number of reviewers assigned to each cluster.

G Additional Experiments

For the binarized AAMAS 2016 and 2021 datasets, Tables 3 and 4 show the performance of the
baseline USW and GESW maximizing allocations, the CVaR0.01 USW and GESW maximizing
allocations, and the robust USW and GESW maximizing allocations at the α = 0.3 level. Because
so many of the bids in AAMAS 2021 are recorded as no, since no is the default bid, we randomly
select 90% of the no bids to be converted to no response.

Tables 5 to 7 show the same results for the Gaussian matrix factorization version of the 3 datasets,
with the CVaR0.01 estimated by sampling from the estimated Gaussian distribution, and the adver-
sarial welfare computed over the truncated ellipsoidal uncertainty set corresponding to the 1 − α
confidence interval of the Gaussian.
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Figure 2: CVaR0.01 as noise increases for AAMAS 2016 and 2021.
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Figure 3: Convergence of the Iterated QP vs. adversarial projected subgradient ascent on AAMAS
2016 dataset for the adversarial USW objective. The Iterated QP (in blue) converges much faster.

Table 3: Performance of different allocations across each metric on the AAMAS 2016 dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 1.00± 0 1.00± 0 1.00± 0 0± 0 0± 0
GESW 0.99± 0 1.00± 0 0.99± 0 0.99± 0.01 0± 0 0± 0
CVaR USW 0.99± 0 0.98± 0.01 0.99± 0 0.98± 0.01 0± 0 0± 0
CVaR GESW 0.99± 0.01 0.99± 0.01 0.98± 0.01 1.00± 0 0± 0 0± 0
Rob. USW 0.91± 0.02 0.87± 0.03 0.91± 0.02 0.90± 0.03 1.00± 0 1.00± 0
Rob. GESW 0.76± 0.05 0.66± 0.04 0.76± 0.05 0.65± 0.05 0.74± 0.10 1.00± 0

Table 4: Performance of different allocations across each metric on the AAMAS 2021 dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 1.00± 0 1.00± 0 1.00± 0 0± 0 0.40± 0.49
GESW 1.00± 0 1.00± 0 1.00± 0 1.00± 0 0± 0 0.40± 0.49
CVaR USW 1.00± 0 1.00± 0 1.00± 0 1.00± 0 0± 0 0.40± 0.49
CVaR GESW 1.00± 0 1.00± 0 0.99± 0 1.00± 0 0± 0 0.40± 0.49
Rob. USW 0.85± 0.04 0.69± 0.14 0.84± 0.05 0.64± 0.19 1.00± 0 1.00± 0
Rob. GESW 0.48± 0.09 0.32± 0.12 0.43± 0.09 0.20± 0.12 0.07± 0.08 1.00± 0
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Table 5: Performance of different allocations across each metric on the Gaussian AAMAS 2015
dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 0.95± 0.03 1.00± 0 0.94± 0.04 0.61± 0.19 0.34± 0.34
GESW 0.87± 0.08 1.00± 0 0.86± 0.09 0.98± 0.02 0.42± 0.30 0.32± 0.35
CVaR USW 1.00± 0 0.94± 0.03 1.00± 0 0.96± 0.04 0.63± 0.19 0.35± 0.34
CVaR GESW 0.90± 0.06 0.99± 0.01 0.90± 0.07 1.00± 0 0.51± 0.26 0.36± 0.33
Rob. USW 0.86± 0.07 0.76± 0.12 0.88± 0.06 0.80± 0.10 1.00± 0 0.99± 0.01
Rob. GESW 0.75± 0.13 0.77± 0.12 0.76± 0.13 0.82± 0.09 0.87± 0.09 1.00± 0

Table 6: Performance of different allocations across each metric on the Gaussian AAMAS 2016
dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 0.99± 0.01 1.00± 0 0.99± 0.02 0.47± 0.27 0.25± 0.38
GESW 0.91± 0.06 1.00± 0 0.91± 0.07 0.98± 0.01 0.37± 0.32 0.24± 0.38
CVaR USW 1.00± 0 0.98± 0.02 1.00± 0 0.99± 0.01 0.52± 0.25 0.27± 0.37
CVaR GESW 0.92± 0.05 0.98± 0.02 0.92± 0.06 1.00± 0 0.41± 0.31 0.28± 0.37
Rob. USW 0.84± 0.08 0.77± 0.12 0.86± 0.07 0.84± 0.09 1.00± 0 1.00± 0
Rob. GESW 0.73± 0.14 0.76± 0.13 0.74± 0.13 0.84± 0.09 0.85± 0.09 1.00± 0

Table 7: Performance of different allocations across each metric on the Gaussian AAMAS 2021
dataset.

Allocation Evaluation Objective
USW GESW CVaR USW CVaR GESW Rob. USW Rob. GESW

USW 1.00± 0 1.00± 0.01 1.00± 0 1.00± 0.01 0.53± 0.26 0.21± 0.40
GESW 0.80± 0.12 1.00± 0 0.79± 0.12 0.99± 0.01 0.24± 0.39 0.20± 0.40
CVaR USW 1.00± 0 1.00± 0.01 1.00± 0 1.00± 0.01 0.53± 0.26 0.21± 0.40
CVaR GESW 0.85± 0.08 1.00± 0 0.84± 0.08 1.00± 0 0.36± 0.34 0.20± 0.40
Rob. USW 0.81± 0.11 0.69± 0.16 0.81± 0.11 0.71± 0.16 1.00± 0 1.00± 0.01
Rob. GESW 0.70± 0.17 0.68± 0.17 0.71± 0.17 0.70± 0.16 0.88± 0.10 1.00± 0
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H Proofs

H.1 Proof of Proposition 3.1

Proposition 3.1 (Robust Utilitarian Welfare Dual). The problem in (1) is equivalent to solving

max
ξ∈Λ,λ∈Rl

0+

β∈Rk
0+

p⊺Tq+ β⊺e− 1

4
p⊺Tp+

ℓ∑
i=1

(
λiv̄

⊺
i Siv̄i − λir

2
i

)
− q⊺Tq , (3)

where p = ξ −Q⊺β, q =
∑ℓ

i=1 λiS
−1
i v̄i, and T =

(∑ℓ
i=1 λiS

−1
i

)−1. Let ξ∗ be the optimal ξ in
(3). Then the optimal allocation a∗ can be derived from ξ∗ by finding a ∈ A such that

∀G ∈ G : aG ⪯ ξ∗G .

Proof. Consider the inner-minimization problem

min
v∈Rnm

∑
G∈G

a⊺GvG

∀i ∈ [1, l] : (v − v̄i)S
−1
i (v − v̄i) ≤ r2i

Qv ⪰ e

v ⪰ 0 .

Note that the above optimization problem is convex as the objective is an affine combination of v,
which is convex, and the linear and quadratic constraints are also convex. Thus, from the theory
of convex optimization (Section 5.1 in Boyd et al. [12]), we know that maximizing the dual of a
convex optimization problem is equivalent to minimizing the primal problem. We will therefore use
the Lagrangian method for computing the dual of the above problem.

The Lagrangian for the above problem is given by

L(v,λ ∈ Rℓ
0+,β ∈ Rk

0+, ζ ∈ Rnm
0+ ) = a⊺v +

ℓ∑
i=1

λi

(
(v − v̄i)S

−1
i (v − v̄i)− r2i

)
− β⊺(Qv − e)− ζ⊺v .

(13)
From the first-order optimality conditions, we get

∂L(v,λ ∈ Rℓ
0+,β ∈ Rk

0+, ζ ∈ Rnm
0+ )

∂v
= 0

a+

ℓ∑
i=1

2λiS
−1
i (v − v̄i)−Q⊺β − ζ = 0

=⇒ v =

∑ℓ
i=1 2λiS

−1
i v̄i − (a−Q⊺β − ζ)∑ℓ
i=1 2λiS

−1
i

.

Substituting this value of v in (13), we get

max
λ∈Rℓ

0+

β∈Rnm
0+

ζ∈Rnm
0+

− 1

4

((
a−Q⊺β − ζ

)⊺( ℓ∑
i=1

λiS
−1
i

)−1(
a−Q⊺β − ζ

))
+

ℓ∑
i=1

λiv̄
⊺
i S

−1
i v̄i

−
( ℓ∑
i=1

λiS
−1
i v̄i

)( ℓ∑
i=1

λiS
−1
i

)−1( ℓ∑
i=1

λiS
−1
i v̄i

)
+ (a−Q⊺β − ζ)⊺

( ℓ∑
i=1

λiS
−1
i

)−1( ℓ∑
i=1

λiS
−1
i v̄i

)
−

ℓ∑
i=1

λir
2
i + β⊺e .
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Finally, we substitute the above dual problem back into the original problem in (1) to get

max
a∈A

λ∈Rℓ
0+

β∈Rnm
0+

ζ∈Rnm
0+

− 1

4

((
a−Q⊺β − ζ

)⊺( ℓ∑
i=1

λiS
−1
i

)−1(
a−Q⊺β − ζ

))
+

ℓ∑
i=1

λiv̄
⊺
i S

−1
i v̄i

−
( ℓ∑
i=1

λiS
−1
i v̄i

)⊺( ℓ∑
i=1

λiS
−1
i

)−1( ℓ∑
i=1

λiS
−1
i v̄i

)
+ (a−Q⊺β − ζ)⊺

( ℓ∑
i=1

λiS
−1
i

)−1( ℓ∑
i=1

λiS
−1
i v̄i

)
−

ℓ∑
i=1

λir
2
i + β⊺e .

Note that the dual problem is concave in λ, β, and ζ (Section 5.1 in [12]). However, it is unclear if
the dual is concave in allocation a. In order to guarantee concavity, we use the change of variables
ξ = a − ζ. From affine-composition rule in convex optimization (Section 3.2.2 in [12]), we know
that if f(x) x ∈ Rn is convex, then f(Ax+ b) A ∈ Rn×n, b ∈ Rn is also convex in x. Thus, the
variable change ξ = a− ζ results in a objective that is concave in ξ, λ, β. The allocation variable a
and the dual variable ζ only appear in a linear constraint, which is also concave. Thus, the objective
and the constraints are concave in a, β, λ, and ξ, and ζ.

max
ξ∈Λ,λ∈Rl

0+

β∈Rk
0+

a∈A,ζ∈Rmn
0+

p⊺Tq+ β⊺e− 1

4
p⊺Tp+

ℓ∑
i=1

(
λiv̄

⊺
i Siv̄i − λir

2
i

)
− q⊺Tq ,

s.t. ξ = a− ζ ,

(14)

where p = Q⊺β + ξ, T =
(∑ℓ

i=1 λiS
−1
i

)−1, q =
∑ℓ

i=1 λiS
−1
i v̄i, and Λ = A − Rnm

0+ = {ξ ∈
Rnm | ∀a ∈ N :

∑
i∈I ξam+i ≤ κ̄a,∀i ∈ I :

∑
a∈N ξam+i ≤ ψ̄i, ξ ⪯ c}.

We can solve the optimization problem in (14) using standard convex optimization techniques [12].

Alternatively, we can further simplify the problem by eliminating the allocation variable a and the
dual variable ζ and subsequently deriving them from the solution of the resultant problem.

Note that in (14), a − ζ = ξ. Let (a∗, ζ∗) represent an optimal (a, ζ) pair for the problem in (14).
Now there can be multiple pairs of (a, ζ) that are optimal. To eliminate ζ and a, we need to first
ensure that there exists a ξ′ ∈ Λ such that ξ′ = a∗ − ζ∗ for at least one optimal pair (a∗, ζ∗). It is
easy to see that if there exists such a ξ′ ∈ Λ, then, ξ′ maximizes the objective in (14). Furthermore,
since Λ is defined solely by upper-bound constraints on ξ imposed by A, we can easily verify that it
will contain at least one instance of ξ′ that satisfies ξ′ = a∗ − ζ∗.

Thus, we can break down the problem in (14) into two sub-problems. In the first problem, we obtain
the optimal value of λ, ξ and β by solving

ζ∗,β∗, ξ∗ = argmax
ζ∈Rnm

0+

β∈Rk
0+

ξ∈Λ

p⊺Tq⊺ + β⊺e− 1

4
p⊺Tp+

ℓ∑
i=1

(
λiv̄

⊺
i Siv̄i − λir

2
i

)
− q⊺Tq+ p⊺T−1q⊺

−
ℓ∑

i=1

λir
2
i + β⊺e ,

where p = −Q⊺β + ξ, q =
∑ℓ

i=1 λiS
−1
i v̄i, and T =

(∑ℓ
i=1 λiS

−1
i

)−1. Then, we can compute
the set of optimal (a, ζ) pairs by solving the system of equations: {(a∗, ζ∗) | a ∈ A, G ∈ G :
aG − ζG = ξ∗G, ζ ∈ Rnm

0+ }.

H.2 Proof of Corollary 3.2

Corollary 3.2 (Utilitarian Welfare with Polyhedral Uncertainty). In the case where the uncertainty
set V is defined purely by linear constraints, i.e., V = {v ∈ Rnm | Qv ⪰ e,v ⪰ 0}, the optimal
allocation a∗ for the problem in (1) can be computed by solving the linear program

max
a∈A,β∈Rk

0+

β⊺e s.t. ∀G ∈ G : Q⊺
GβG ⪯ aG .
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Proof. Now consider the inner-minimization problem:

min
v∈Rnm

∑
G∈G

a⊺GvG

Qv ⪰ e

v ⪰ 0 .

We compute the dual of the above problem using the Lagrangian method.

L(v,λ ∈ Rℓ
0+,β ∈ Rk

0+, ζ ∈ Rnm
0+ ) = a⊺v − β⊺(Qv − e)− ζ⊺v

= (a−Q⊺β − ζ)⊺v + β⊺e

L(λ ∈ Rℓ
0+,β ∈ Rk

0+, ζ ∈ Rnm
0+ ) =

{
β⊺e (a−Q⊺β − ζ) ⪰ 0

−∞ otherwise
.

Therefore, the dual is given by

max
β∈Rk

0+,ζ∈Rnm
0+

β⊺e

Q⊺β − ζ ⪯ a .

Since ζ is non-negative, we can eliminate it to get

max
β∈Rk

0+

β⊺e

Q⊺β ⪯ a .

By combining the dual with the outer-maximization problem in (1), we obtain the final result.

H.3 Proof of Corollary 3.3

Corollary 3.3 (Utilitarian Welfare with Ellipsoidal Uncertainty). Suppose that the set V in (1) is
defined by a single truncated ellipsoidal constraint i.e., V = {v ∈ Rnm | (v − v̄)S−1(v − v̄) ≤
r2,v ⪰ 0}. The problem in (1) is equivalent to solving

max
λ∈R0+,ξ∈Λ

ξ⊺v̄ − ξ⊺Sξ

4λ
− λr2 . (4)

The exact optimal solution (λ∗, ξ∗) to Equation (4) can be computed by alternately performing two
steps until convergence: first, fixing ξ and optimizing λ, i.e., λ = ξ⊺Sξ/2r, and second, fixing λ and
solving a concave quadratic program to optimize ξ. The optimal allocation a∗ can be computed
from ξ∗ as in Proposition 3.1.

Proof. Consider the inner-minimization problem

min
v∈Rnm

∑
G∈G

a⊺GvG

(v − v̄)⊺S−1(v − v̄) ≤ r2

v ⪰ 0 .

Similar to the approach in Proposition 3.1, we will use the Lagrangian method for computing the
dual of the above problem. The Lagrangian for the above problem is given by

L(v, λ ∈ R0+, ζ ∈ Rnm
0+ ) = a⊺v + λ

(
(v − v̄)S−1(v − v̄)− r2

)
− ζ⊺v . (15)

From the first-order optimality conditions, we get
∂L(v, λ ∈ R0+, ζ ∈ Rnm

0+ )

∂v
= 0

a+ 2λS−1(v − v̄)− ζ = 0

=⇒ v =
2λS−1v̄ − (a− ζ)

2λS−1
.

21



Substituting the value of v in the above equation in (15), we get

max
λ∈Rℓ

0+

ζ∈Rnm
0+

− 1

4

((
a− ζ

)⊺S
λ
(a− ζ)

)
+ (a− ζ)⊺v̄ − λr2 .

From the theory of convex optimization [12], we know that the dual of a convex optimization prob-
lem is always concave, and therefore, the above optimization problem is concave in λ and ζ. Com-
bining the dual with the outer-maximization problem in (1), we get

max
a∈A

max
λ∈Rℓ

0+

ζ∈Rnm
0+

− 1

4

((
a− ζ

)⊺S
λ
(a− ζ)

)
+ (a− ζ)⊺v̄ − λr2 .

To further obtain concavity in allocation a, we follow the same procedure as in Proposition 3.1 and
use the change of variables ξ = a− ζ

max
a∈A

max
λ∈R0+,ξ∈Λ

ξ⊺v̄ − ξ⊺Sξ

4λ
− λr2 .

s.t. ξ = a− ζ .

(16)

As a result of the change of variables, the allocation variable a and the dual variable ζ now appear
only in a linear constraint, which is convex. Furthermore, due to the affine composition property
of convex functions (Section 3.2.2 in Boyd et al. [12]), the objective remains retains its concavity.
Thus, the above optimization problem is concave in a, λ, ζ, and ξ.

Similar to the approach used in the proof of Proposition 3.1, we further simplify the problem by
eliminating the allocation variables a and the dual variable ζ and subsequently deriving them from
the solution of the resultant problem.

From (16), we know that that a − ζ = ξ. Let (a∗, ζ∗) represent an optimal (a, ζ) pair for the
problem in (14). Note that there can be multiple pairs of (a, ζ) that are optimal. To eliminate ζ and
a, we need to find a set of feasible ξ, which we denote by Λ, such that there exists a ξ′ ∈ Λ such
that ξ′ = a∗ − ζ∗ for at least one optimal pair (a∗, ζ∗). It is easy to see that if there exists such a
ξ′ ∈ Λ, then, ξ′ maximizes the objective in (16). Furthermore, it easy to verify that Λ satisfies this
criteria for optimality, i.e., it contains at least one ξ′ that satisfies ξ′ = a∗ − ζ∗, for some optimal
pair (a∗, ζ∗).

Thus, we can efficiently solve the problem in (16) in two steps. First, we obtain the optimal value of
λ and ξ by solving the problem

λ∗, ξ∗ = argmax
λ∈R0+,ξ∈Λ

ξ⊺v̄ − ξ⊺Sξ

4λ
− λr2 .

As in Proposition 3.1, we can compute the set of optimal (a, ζ) pairs by solving the system of
equations: {(a∗, ζ∗) | a ∈ A, G ∈ G : aG − ζG = ξ∗G, ζ ∈ Rnm

0+ }.

H.4 Proof of Proposition 3.5

Proposition 3.5 (Robust Group Egalitarian Dual). The problem in (5) is equivalent to solving

max
ξ∈Λ

λ∈Rg×l
0+

β∈Rg×k
0+

min
G∈G

β⊺
GeG + p⊺

GTqG − 1

4
p⊺
GTpG +

ℓ∑
i=1

(
λG,iv̄

⊺
G,iTv̄G,i − λG,ir

2
G,i

)
− q⊺

GTqG ,
(7)

where for each group G ∈ G, pG = ξG − Q⊺
GβG, qG =

∑ℓ
i=1 λG,iS

−1
G,iv̄G,i, T =(∑ℓ

i=1, λG,iS
−1
G,i

)−1, and Λ is defined as in Equation (2). The optimal allocation a∗ can be com-
puted from ξ∗ as in Proposition 3.1.
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Proof. Consider the following optimization problem.
max
a∈A

min
G∈G

min
vG∈VG

a⊺GvG

∀i ∈ [1, l] : ∀G ∈ G : (vG − v̄i,G)S
−1
i,G(vG − v̄i,G) ≤ r2i,G

∀G ∈ G : QGvG ⪰ eG
vG ⪰ 0 .

(17)

It is important to note that the inner-most minimization is a convex optimization problem and the
outer-maximization is a concave maximization problem. This is due to the fact that affine functions
are either concave or convex and minimum of concave objectives is concave.

Notice that the inner-most minimization problem for each group is independent of other groups.
Thus, we can simply replace each of these minimization problems with their Lagrangian dual coun-
terparts. Furthermore, we note that these duals are computed following the approach outlined in
the proof of Proposition 3.1 and are exact equivalents of their respective primal problems [12]. The
resultant optimization problem is given by

max
a∈A

min
G∈G

max
λG∈Rℓ

0+

βG∈Rnm
0+

ζG∈Rnm
0+

− 1

4

(
aG −Q⊺

GβG − ζG
)⊺  ℓ∑

i=1

λiS
−1
G,i

−1 (
aG −Q⊺

GβG − ζG
)+

ℓ∑
i=1

λG,iv̄
⊺
G,iS

−1
G,iv̄G,i −

 ℓ∑
i=1

λG,iS
−1
G,iv̄G,i

⊺  ℓ∑
i=1

λG,iS
−1
G,i

−1  ℓ∑
i=1

λG,iS
−1
G,iv̄G,i


+ (aG −Q⊺

GβG − ζG)
⊺

 ℓ∑
i=1

λG,iS
−1
G,i

−1  ℓ∑
i=1

λG,iS
−1
G,iv̄G,i


−

ℓ∑
i=1

λG,ir
2
G,i + β⊺

GeG .

Notice that the inner-most maximization problem is concave in λ, β, and ζ. We now apply the same
procedure as in the proof of Proposition 3.1 to obtain concavity in allocation a. Using the change of
variables ∀G ∈ G : ξG = aG − ζG, we get

max
a∈A

min
G∈G

max
λG∈Rl

βG∈Rnm

ζG∈Rnm

ξG∈Rnm

β⊺
GeG + p⊺

GTqG − 1

4
p⊺
GTpG +

ℓ∑
i=1

(
λG,iv̄

⊺
G,iTv̄G,i − λG,ir

2
G,i

)
− q⊺

GTqG

s.t. ξG = aG − ζG ,

where for any G ∈ G,pG = Q⊺
GβG + ξG, T =

(∑ℓ
i=1 λG,iS

−1
G,i

)−1, and qG =∑ℓ
i=1 λG,iS

−1
G,iv̄G,i.

Since the inner maximization for each group is independent of the other groups, we can re-order
the inner minimization over groups and the inner-maximization problem. Thus, without loss of
generality, we can write the above optimization problem as

max
a∈A

ζ∈Rnm

λ∈Rg×l
0+

β∈Rg×k
0+

ξ∈Rnm

min
G∈G

β⊺
GeG + p⊺

GTqG − 1

4
p⊺
GTpG +

ℓ∑
i=1

(
λG,iv̄

⊺
G,iTv̄G,i − λG,ir

2
G,i

)
− q⊺

GTqG

s.t. ξG = aG − ζG .

Using the same technique as in Appendix H.1, we can simplify the problem by eliminating the
variables a and ζ in the above problem and then derive them from the optimal ξ.

Eliminating ζ and a in the above equation, we get

λ∗,β∗, ξ∗ = argmax
,λ∈Rg×l

0+ ,

β∈Rg×k
0+

ξ∈Λ

min
G∈G

β⊺
GeG + p⊺

GTqG − 1

4
p⊺
GTpG +

ℓ∑
i=1

(
λG,iv̄

⊺
G,iTv̄G,i − λG,ir

2
G,i

)
− q⊺

GTqG ,
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where for each group G ∈ G, pG = (ξG − Q⊺
GβG), qG =

∑ℓ
i=1 λG,iS

−1
G,iv̄G,i, T =(∑ℓ

i=1, λG,iS
−1
G,i

)−1, and Λ = A − Rnm
0+ = {ξ ∈ Rnm | ∀a ∈ N :

∑
i∈I ξam+i ≤ κ̄a,∀i ∈

I :
∑

a∈N ξam+i ≤ ψ̄i, ξ ⪯ c}.

As in Proposition 3.1, we can determine the set of optimal (a, ζ) pairs by solving the system of
equations: {(a∗, ζ∗) | a ∈ A, G ∈ G : aG − ζG = ξ∗G, ζ ∈ Rnm

0+ }.

H.5 Proof of Corollary 3.6

Corollary 3.6 (Group Egalitarian Welfare with Polyhedral Uncertainty). In the case where the un-
certainty set V is defined only by linear constraints, i.e., V = {v ∈ Rnm | Qv ⪰ e,v ⪰ 0}, the
max-min-min problem in (5) transforms into a linear program.

Proof. Now consider the inner-minimization problem:

max
a∈A

min
G∈G

min
vG∈Rnm

0+

aG
⊺vG

∀G ∈ G : QGvG ⪰ eG .

We can compute the Lagrangian dual of the inner-most minimization problem for each group inde-
pendently by following steps outlined in the proof of Corollary 3.2. Note that since these minimiza-
tion problems are simple linear programs, their corresponding duals are exact equivalents of their
primal counterparts (Section 5.1 in Boyd et al. [12]). By substituting the duals in the above problem,
we obtain

max
a∈A,β∈Rg×k

min
G∈G

β⊺
GeG

Q⊺
GβG ⪯ aG .

Using simple algebraic manipulations, we can further simplify the above optimization problem as

max
a∈A,β∈Rg×k,t∈R

t

∀G ∈ G : t ≤ β⊺
GeG

∀G ∈ G :Q⊺
GβG ⪯ aG .

H.6 Proof of Corollary 3.7

Corollary 3.7 (Group Egalitarian Welfare with Ellipsoidal Uncertainty). Suppose that the set V in
(5) is defined by a single truncated ellipsoidal constraint per group i.e., V = {v ∈ Rnm | ∀G ∈ G :

(vG − v̄G)S
−1
G (vG − v̄G) ≤ r2G,v ⪰ 0}. Then the problem in (5) is equivalent to solving

max
λ∈Rg

0+
ξ∈Λ

min
G∈G

ξ⊺
Gv̄G − ξ⊺

GSGξG
4λG

− λGr
2
G .

The exact optimal solution (λ∗, ξ∗) to Equation (4) can be computed by alternately performing two
steps until convergence: first, fixing ξ and optimizing λ, i.e., ∀G ∈ G, λG = ξ⊺

GSGξG/2rG, and
second, fixing λ and solving a concave quadratic program to optimize ξ. The optimal allocation a∗

can be computed from ξ∗ as in Proposition 3.1.

Proof. Consider the following optimization problem.

max
a∈A

min
G∈G

min
vG∈R|G|m

0+

a⊺GvG

∀G ∈ G : (vG − v̄G)S
−1
G (vG − v̄G) ≤ r2G

vG ⪰ 0 .

Similar to the general version of the problem in (17), the inner-most minimization is a convex op-
timization problem and the outer-maximization is a concave maximization problem. This is again
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due to the fact that affine functions are either concave or convex and minimum of concave objectives
is concave.

The inner-most minimization over the uncertainty set of valuation matrices is independent for each
group. Therefore, by simply replacing each of these minimization problems with their respective
Lagrangian duals, as computed in Corollary 3.3, we obtain

max
a∈A

min
G∈G

max
λG∈Rℓ

0+

ζG∈Rnm
0+

− 1

4

((
aG − ζG

)⊺
λS

(
aG − ζG

))
+ (aG − ζG)

⊺v̄G −
ℓ∑

i=1

λG,ir
2
G,i .

Note that the dual is computed following the approach outlined in the proof of Proposition 3.1.

Using the change of variables ∀G ∈ G : ξG = aG − ζG, we get

max
a∈A

min
G∈G

max
λG∈Rℓ

0+

ζG∈Rnm
0+

ζ∈Rnm
0+

ξ⊺
Gv̄G − ξ⊺

GSGξG
4λG

− λGr
2
G

s.t. ξG = aG − ζG .

Since the inner maximization for each group is independent of the other groups, we can re-order
the inner minimization over groups and the inner-maximization problem. Thus, without loss of
generality, we can write the above optimization problem as

max
a∈A

ζ∈Rnm

λ∈Rg×l
0+

ξ∈Rnm

min
G∈G

ξ⊺Gv̄G −
ξ⊺GSGξG
4λG

− λGr
2
G

s.t. ξG = aG − ζG .

Using the same technique as in Appendix H.1, we can simplify the problem by eliminating the
variables a and ζ in the above problem and then derive them from the optimal ξ.

Eliminating ζ and a in the above optimization problem, we get

λ∗, ξ∗ = argmax
λ∈Rg×l

0+
ξ∈Λ

min
G∈G

ξ⊺
Gv̄G − ξ⊺

GSGξG
4λG

− λGr
2
G

s.t. ξG = aG − ζG ,

where Λ = A − Rnm
0+ = {ξ ∈ Rnm | ∀a ∈ N :

∑
i∈I ξam+i ≤ κ̄a,∀i ∈ I :

∑
a∈N ξam+i ≤

ψ̄i, ξ ⪯ c}.

As in proposition 3.1, we can now determine the set of optimal (a, ζ) pairs by solving the system of
equations: {(a∗, ζ∗) | a ∈ A, G ∈ G : aG − ζG = ξ∗G, ζ ∈ Rnm

0+ }.

H.7 Proof of Proposition 3.8

Proposition 3.8 (Decomposition for Monotonic Welfare Functions). Consider an optimization
problem of the form

max
a∈A

min
v∈V

WM(u(a,v)) , (8)

where the welfare function WM is monotonic in the utility of groups. If Assumption 3.4 holds, then
(8) simplifies to

max
a∈A

WM

(
min

vG1
∈VG1

uG1(aG1 ,vG1), min
vG2

∈VG2

uG2(aG2 ,vG2), . . . , min
vGg∈VGg

uGg (aGg ,vGg )

)
.

Proof. The result directly follows from the monotonic property of the welfare function and the
independence of the uncertainty sets across groups.
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H.8 Proof of Proposition 4.1

Proposition 4.1 (Approximate CVaR of USW). Given h i.i.d samples of ṽ, i.e., v1,v2,v3, . . . ,vh

from Dṽ, the optimal allocation for the problem in (9) can be approximately computed by solving

max
a∈A

max
y∈Rh

0+
b∈R

b− 1

α

h∑
j=1

yj

 ∀j ∈ [1, h] : yj ≥ 1

h

(
b−w · u(a,vj)

)
. (10)

Proof. Consider the CVaR of utilitarian welfare optimization problem, given by

max
a∈A

CVaRα

[
w · u(a, ṽ)

] .
= max

a∈A,b∈R

{
b− 1

α
E

ṽ∼Dṽ

[(
b−w · u(a, ṽ)

)
+

]}
,

Substituting the expectation with the empirical expectation computed from the h samples of ran-
dom valuation ṽ, and using a slack variable y ∈ Rh

0+ to convert
(
b−w · u(a, ṽ)

)
+

term in the
expectation to linear constraints, we get

max
aA

max
y∈Rh,b∈R

b− 1

α

h∑
j=1

yj


∀j ∈ [1, h] : yj ≥ 0

∀j ∈ [1, h] : yj ≥
1

h

b− ∑
G∈G

wG

|G|
· a⊺Gv

j
G


a ∈ A .

Assumption H.1 (L.A. et al. [35]). The random variable x̃ is continuous with probability density
function f that satisfies the following condition: There exists η, γ > 0 such that ∀y ∈ [vα − γ, vα +
γ] : f(y) > η , where vα = F−1(α).

Theorem H.2 (Theorem 3.1 in [35]). Let (x̃i)hi=1 be a sequence of i.i.d random variables. Suppose
that x̃i, i = 1, . . . , n are σ−sub-Gaussian and Assumption H.1 holds. If cα and ĉh,α represent the
true CVaR and the empirical CVaR of random variable x̃ estimated from h samples at confidence
level α respectively, then for any ε > 0, we have

Pr
[
|ĉh,α − cα| > ε

]
≤ 6 exp

(
−hα2 min(ε2, 16γ2)min(η2, 1)

8max(8, σ2)

)
.

H.9 Proof of Proposition 4.2

Proposition 4.2 (Sample Complexity of Approximate CVaR of USW). Suppose that ṽ is a multi-
variate sub-Gaussian random variable with mean v̄ ∈ Rnm and covariance proxy S ∈ Rnm×nm,
i.e., for all vectors z ∈ Rnm : Ev∼Dṽ

[
exp((v − v̄)⊺z))

]
≤ exp(z

⊺Sz/2), and that, for any risk
level α ∈ (0, 12 ) and allocation a ∈ A, there exists probability density threshold η > 0 and radius
γ > 0, s.t., fa(x) > η , ∀x ∈ [να−γ, να+γ]. Set ∀G ∈ G : a′G = wG·aG

|G| . Then, for any confidence
parameter δ ∈ (0, 1) and error tolerance ε > 0,

Pr

[
sup
a∈A

|ĉh,α(a)− cα(a)| ≤ ε

]
≥ 1− δ for h >


8max

(
maxa∈A a′

⊺
Sa′, 8

)
ln
(

6|A|
δ

)
min(ε2, 16γ2)α2 min(η2, 1)

 .

Proof. From the assumption, we know that the valuation vector v is a sub-Gaussian that satisfies
the following condition

∀z ∈ Rnm : E
[
exp((v − v̄)⊺z))

]
≤ exp(z

⊺Sz/2) .
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Using the above properties of sub-Gaussian, we can establish that the utilitarian welfare for a given
allocation a is also a sub-Gaussian with variance-proxy =

∑
G∈G a′G

⊺
Sa′G where ∀G ∈ G : a′G =

wG·a
|G| .

For any allocation a, let ĉh,α(a) represent the empirical estimate of CVaR of utilitarian welfare and
ch,α(a) represent the corresponding true value.

Then, using Theorem H.2, we can bound the error of approximating the CVaR of the utilitarian
welfare for allocation a as

Pr
[
|ĉh,α(a)− cα(a)| > ε

]
≤ 6 exp

(
−hα2 min(ε2, 16γ2)min(η2, 1)

8max(8,
∑

G∈G a′G
⊺Sa′G)

)
.

The approximation error for all allocations can be upper-bounded as

Pr

[
sup
a∈A

|ĉh,α(a)− cα(a)| > ε

]
≤
∑
a∈A

Pr
[
|ĉh,α(a)− cα(a)| > ε

]
≤ |A|6 exp

(
−hα2 min(ε2, 4γ2)min(η2, 1)

8max(8,
∑

G∈G a′G
⊺Sa′G)

)
.

(18)

To obtain confidence guarantee Pr[∀a ∈ A : |ĉh,α(a) − cα(a)| ≤ ε] ≥ 1 − δ, we set the R.H.S of
(18) to be less than δ, i.e.,

|A|6 exp

(
−hα2 min(ε2, 4γ2)min(η2, 1)

8max(8,
∑

G∈G a′G
⊺Sa′G

)
< δ .

Solving for h, we get

h >


8max(maxa∈A

∑
G∈G a′G

⊺
Sa′G, 8) ln

(
6|A|
δ

)
min(ε2, 4γ2)α2 min(η2, 1)


 .

H.10 Proof of Proposition 4.3

Proposition 4.3 (CVaR of USW for Gaussian Distributions). If ṽ is distributed as a multivariate
Gaussian, i.e., ṽ ∼ N (v̄,S), then, the optimization problem in (9) simplifies to

max
a∈A

a⊺v̄ − ϕ(Φ−1(α))

α

√
a⊺Sa , (11)

Proof. The proof simply follows from the fact that for any Gaussian distributed random variable
x̃ ∼ N (µ, σ2) with mean µ ∈ R and standard deviation σ ∈ R0+, CVaR[x̃] = µ − ϕ(Φ−1(α))

α σ.
The mean of the utilitarian welfare under the assumption that v is Gaussian-distributed is given
by a′

⊺
v and variance is given by a′

⊺
Sa′, where for any G ∈ G,a′G = wG·a

|G| . Substituting these
values in the previously mentioned expression of CVaR of a Gaussian random variable, we obtain
the results stated above.

H.11 Linear Program for CVaR of Egalitarian Welfare

Proposition H.3 (Approximate CVaR of GESW). Given h samples of ṽ, i.e., v1,v2,v3, . . .vh

sampled from Dṽ, the optimal allocation for the problem in (12) can be approximately computed by
solving

max
a∈A

max
y∈Rh

0+,b∈R

b− 1

α

h∑
j=1

yj


∀j ∈ [1, h] : ∀G ∈ G : yj ≥ 1

h

(
b− 1

|G| · a
⊺
Gv

j
G

)
.

(19)

27



Proof. Consider the CVaR of egalitarian welfare optimization problem, given by

max
a∈A

CVaRα

[
min
G∈G

1

|G|
· a⊺GṽG

]
.
= max

b∈R,a∈A

b− 1

α
E

ṽ∼Dṽ

[(
b−min

G∈G

1

|G|
· a⊺GṽG

)
+

] .

Substituting the expectation in the above problem with the empirical expectation computed from the
h samples of the valuation matrices, we get

≈ max
b∈R,a∈A

b− 1

αh

h∑
i=1

(
b−min

G∈G

1

|G|
· a⊺Gv

i
G

)
+

 .

Introducing slack variables y ∈ Rh, we can write the above problem as

max
a∈A

max
y∈Rh,b∈R

b− 1

α

h∑
j=1

yj


∀j ∈ [1, h] : yj ≥ 0

∀j ∈ [1, h] : yj ≥
1

h

(
b−min

G∈G

1

|G|
· a⊺Gv

j
G

)
.

(20)

Without loss of generality, we can represent the above problem as

max
a∈A

max
y∈Rh,b∈R

b− 1

α

h∑
j=1

yj


∀j ∈ [1, h] : yj ≥ 0

∀j ∈ [1, h] : ∀G ∈ G : yj ≥
1

h

(
b− 1

|G|
· a⊺Gv

j
G

)
.

I GESW vs. USW under Different Scenarios

We run an experiment to discover scenarios where the USW-optimal solution has very sub-optimal
GESW. Using the AAMAS 2015 dataset, we set all of the papers to be group 1, and we create a
second, synthetic group of papers by copying and modifying a random subset of the papers. For these
papers, we divide the copied valuations by some number, and set to zero all but the top valuations
per paper. For each setting we compute the percentage of relative loss in GESW incurred by the
maximum USW solution. Figure 4 shows the effects of varying the percentage of papers in the
minority group, the number of non-zero entries, and the divisor. We use default values of 2 for the
divisor, 5 for the number of nonzero entries, and 150 for the size of the minority group (corresponds
to a ratio of roughly 20%). Taken together, the results suggest that if one group of papers has
overall lower bids than another group, this has a very strong negative effect on the GESW of the
USW-optimal solution.

J CVaR Performance under Skewed Gaussians

We use the AAMAS 2015 dataset and sample each valuation independently from a skewed-Gaussian
distribution with varying skew parameter. We use the means and variances estimated by the Gaus-
sian Process matrix factorization model described in Appendix E. The univariate skewed-Gaussian
distribution with mean µ, variance σ2, and skew α is defined by the probability density function

p(x̃;α) = 2ϕ(x̃− µ)Φ(α(x̃− µ)/σ),

where ϕ and Φ are the probability density function and cumulative density function of a standard
Gaussian distribution [6].
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Figure 4: Relative loss (in GESW) of the maximum USW solution, compared to the optimal GESW
solution. Results are reported for a synthetic 2-group example, varying 1) the divisor applied to
artificially scale the minority group’s valuations, 2) the ratio of the minority group to the overall
number of papers, and 3) the number of valuations per paper that are artifically set to 0.

Table 8: Performance of different allocations for CVaR on the AAMAS 2015 with skewed Gaus-
sians.

Skew CVaRUSW USW Rob. USW

−0.5 1.64 1.56 1.01
−1 1.45 1.21 0.86
−2 1.33 0.96 0.75
−5 1.29 0.84 0.70
−10 1.28 0.82 0.52
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Table 9: Performance of different allocations for CVaR of USW on toy example with skewed Gaus-
sians.

Approach Solution CVaR0.04[USW]

Naı̈ve
[
0 0 0 1
0 0 1 0

]
0.947

Robust
[
0 1 0 0
1 0 0 0

]
0.972

CVaR

[
0 0 1 0
1 0 0 0

]
0.985

Table 10: Performance of different allocations for CVaR of GESW on toy example with skewed
Gaussians.

Approach Solution CVaR0.04[GESW]

Naı̈ve
[
0 0 0 1
0 0 1 0

]
0.45

Robust
[
0 1 0 0
1 0 0 0

]
0.46

CVaR

[
0 0 1 0
1 0 0 0

]
0.47

We compare against the uncertainty-unaware and robust USW solution (using the ellipsoid derived
from the Gaussian distribution, which is an optimistic uncertainty set). We optimize and evaluate for
CVaR0.3. Table 8 displays the results. As the skew parameter α gets more negative, the CVaR0.3 of
welfare of the naı̈ve and robust solutions get much worse compared to the CVaR-optimized solution.

We also consider a constructed scenario with two agents and four items, where each agent must be
assigned one item. Each agent’s valuation for an item is independent and follows a skewed Gaussian
distribution. The mean valuations for the items are represented by the matrix[

0.39 0.49 0.51 0.53
0.52 0.51 0.53 0.54

]
.

The item values have standard deviations
[
0.01 0.04 0.05 0.09

]
respectively for both agents,

and the skew parameter is α = 5 for all item-agent pairs. We sample 20, 000 samples from the
skewed Gaussian distibutions. We compute the naı̈ve USW- or GESW-optimal allocations using
the mean valuations, and we enumerate all possible allocations to identify the CVaR and robust
allocations at a confidence level of 0.04. To estimate the robust statistic at a 0.04 confidence level,
we assume independence and reject any samples that fall outside the 0.04/8 confidence interval up-
per/lower bounds for any individual entry. We then compute the minimum welfare on the remaining
samples. The computed solutions and the CVaR0.04 of each are displayed in Tables 9 and 10.

In both the USW and GESW cases, the naı̈ve approach selects items 3 and 4, as they have the highest
mean values, but it does not account for the uncertainty in the preferences. The robust approach,
being more conservative, chooses items 1 and 2 due to their lower uncertainty. The CVaR approach
strikes a balance between these two methods, selecting items 1 and 3. Item 1 has a lower mean value
with low uncertainty, while item 3 has a higher mean value but with slightly higher uncertainty than
item 2.

K Machine Specification

All experiments were run on Xeon E5-2680 v4 @ 2.40GHz machines with 128GB RAM with each
experiment consuming at most 32 GB of memory. We ran 1500 experiments in total and each
experiment took 3-4 hours.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract describes the CVaR and robust optimization approaches taken
in the paper, the utilitarian and egalitarian objectives studied, and mentions our theoretical
and empirical results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix C.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All our formal statements appear with proof in the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theo-

rems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Description of experiment provided in Section 5 and Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear

how to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Link provided to code repository on Github in Section 5, link and recom-
mended citation provided for data.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/

guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not

be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Section 5 and appendix D, and code.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of

detail that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
Answer: [Yes] ,
Justification: All results in the tables Section 5 and Appendix G are averaged over 5 runs
of sub-sampling 20% of each dataset.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-

ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] ,

Justification: The details of the compute resources used for the experiments is reported in
Appendix K.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We reviewed and abide by the code of ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] ,

Justification: See Appendix B for details.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .

Justification: We have used publicly available datasets in our experiments.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have only used Gurboi Solver for solving our optimization problems and
have properly cited it.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has cu-
rated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: We linked to code in Section 5.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: No human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.
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