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Abstract

Achieving generalization in neural approaches across different scales and distri-
butions remains a significant challenge for routing problems. A key obstacle is
that neural networks often fail to learn robust principles for identifying universal
patterns and deriving optimal solutions from diverse instances. In this paper, we
first uncover Purity Law, a fundamental structural principle for optimal solutions
of routing problems, defining that edge prevalence grows exponentially with the
sparsity of surrounding vertices. Statistically and theoretically validated across di-
verse instances, Purity Law reveals a consistent bias toward local sparsity in global
optima. Building on this insight, we propose Purity Policy Optimization (PUPO),
a novel training paradigm that explicitly aligns characteristics of neural solutions
with Purity Law during the solution construction process to enhance generalization.
Extensive experiments demonstrate that PUPO can be seamlessly integrated with
popular neural solvers, significantly enhancing their generalization performance
without incurring additional computational overhead during inference. The code is
available at https://github. com/Kejun0627/PUPQO.

1 Introduction

Routing problems, such as Traveling Salesman Problem (TSP) and Vehicle Routing Problem (VRP),
are fundamental combinatorial optimization (CO) problems with broad applications in operations
research and computer science fields, including scheduling [38| 3], circuit compilation [36,|9], and
computational biology [25,[15]. Due to their NP-hard nature, even the most advanced exact solver [2]
could not efficiently find the optimal solution for large-scale instances within a reasonable time
frame. As a result, approximate heuristic algorithms, such as LKH3 [[16 [17] and HGS [42], have
been developed to find near-optima with improved efficiency. However, these approaches still face
significant computational overhead owing to their iterative search processes for each instance.

Deep learning, particularly deep reinforcement learning, holds significant promise for developing fast
and advanced neural routing problem heuristics. Learning-based approaches generally fall into two
categories: methods that learn to construct solutions step by step [4} 24} 26, 18], and learn to search
for better solutions iteratively [30,[7,[11]. Among these, neural constructive methods excel in faster
inference and higher performance, enabling real-time applications. However, they often struggle with
generalization and exhibit limited performance on large-scale or heterogeneous instances.
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The primary challenge behind this weak generalizability lies in the tendency of neural models to
overfit to specific patterns tied to particular training settings. To address this, some approaches have
focused on simplifying the decision space, such as restricting the feasible action set [10, [12]] and
employing divide-and-conquer strategies [22,137,/31]]. While these methods improve the performance,
they inherently reduce the potential optimality of the solutions. More importantly, they lack guidance
from the universal structural properties of routing problems, which prevents neural solvers from
directly learning consistent and applicable patterns across various instances during training.

In this paper, we first explore generalizable structural patterns in routing problems, then leverage
them to guide the learning process of neural solvers. To begin with, we define edge purity order as
a measure of vertex density around edges, where sparser neighborhoods yield lower purity orders.
We reveal Purity Law, a fundamental principle for routing problems stating: the proportion of
different edges in the optimal solution follows a negative exponential law based on their purity orders
across various instances. This indicates that edges with lower purity orders are more prevalent in
optimal solutions, with their frequency increasing exponentially as the order decreases. Purity Law
demonstrates its potential to capture universal structural information in two key ways. First, it is
ubiquitously present in optimal solutions in various instances, underscoring its strong connection to
optimality. Second, the parameters of its negative exponential model remain statistically invariant
across varying instance scales and distributions, proving that the sparsity-driven edge dominance law
is intrinsic rather than data-specific.

Based on the universal presence of Purity Law, we propose PUrity Policy Optimization (PUPO), a
novel training framework that incorporates this generalizable structural information into the policy
optimization process. PUPO guides the solution construction process by encouraging the emergence
of Purity Law. Specifically, it modifies the policy gradient to balance the purity metrics of solutions
at different decision stages. By aligning with Purity Law, PUPO helps models learn consistent
patterns independent of specific instances, thereby improving their ability to generalize to different
distributions and scales, without altering the underlying network architecture. Notably, PUPO can be
easily integrated with a wide range of existing neural solvers. Extensive experiments show that PUPO
significantly enhances the generalization ability of these solvers, without increasing computational
overhead during inference. Our contributions include:

* We identify Purity Law as a fundamental principle that reliably characterizes optima across various
instances, offering a novel perspective to comprehend common structural patterns in routing problems.

* We propose PUPO, a novel training approach that explicitly encourages alignment with Purity Law
during the solution construction process, helping models to learn consistent patterns across instances.

* We demonstrate through extensive experiments that PUPO can be seamlessly integrated with popu-
lar neural routing problem solvers to considerably improve their generalization, without increasing
computational cost during inference.

2 Related Work

According to the way the solutions are generated, neural approaches can488 generally be divided into
two classes: learning to directly construct and learning to iteratively improve solutions. Discussions
on classical neural solvers are provided in Appendix[A] Traditional Neural methods often struggle
with poor generalization [19]. Recently, some works have attempted to improve the generalizability of
neural routing problem solvers. UTSP [35]] applies unsupervised learning by leveraging permutation
properties of TSP, but fails to scale to instances larger than 2000 vertices. HTSP [37] improves
efficiency for large-scale TSP by employing hierarchical reinforcement learning. LEHD [31]] and
GLOP [45] continuously refine solutions through divide-and-conquer strategies via neural models.
Following local reconstruction, SIL [32] proposes self-improved training, utilizing the pseudo-labels
of previous partial solutions, which boosting the scalability of NCO methods. INVIT [10] simplify
the decision space by restricting actions to local neighborhoods, as well as enforcing the invariant
nested view transformer, to improve generalization. ELG [[12] ensembles a global policy and local
policies, whose outputs are aggregated with a pre-fixed rule. The local policies also utilizing k-
nearest neighbors to promote cross-size generalizability. More detailed discussions are provided in
Appendix [A] However, these approaches inherently trade off the optimality of solutions in favor of
generalization. Despite progress, no research has explored universal structural principles of routing
problems to guide neural learning, leaving the challenge of identifying consistent instance patterns
unsolved.



3 Preliminary

3.1 Routing Problems

In this paper, we focus on the Euclidean routing problems in two-dimensional space. Given an
instance, let G = (X, ) represents an undirected graph, X = {x;|1 < ¢ < |X|} is the vertex
set, and € = {e;; = (x4, x;)[1 < 4,5 < |X|} is the edge set, where | X[ is the number of vertices.
In the Euclidean routing problems, G is fully connected and symmetric, with each vertex z; € X
represented by a coordinate (z}, 2?) scaled to the unit square [0, 1]. Each edge e;; € £ is assigned
a visit cost c(x;, ), typically the Euclidean distance between the vertices ; and z;. A feasible
solution 7 = (7q,...,7n) is an index sequence of length NV that satisfies all the constraints. The
objective is to find the optimal one with the minimum total cost among all feasible solutions, where

the total cost of 7 is formulated as follows:

L(T) :C(ITN7IT1)+Z1]',\;2 C(Iﬁ—u'rﬂ)' (1)

The constraints vary according to specific routing problems. For example, in TSP, the constraint is
that feasible solutions are Hamiltonian cycles which visit each vertex exactly once. In CVRP, each
vertex x; has a demand d; to fulfill, and depot node x is introduced for the vehicle to replenish when
it runs out of its capacity. The vehicle is constrained to visit vertices except depot strictly once while
not exceeding capacity limit.

3.2 Policy Learning for Routing Problems

Policy learning is the dominant paradigm in deep reinforcement learning for solving routing problems.
Given an instance X, a feasible solution 7 is autoregressively generated through the neural policy:

N
po(7|X) = pa(r1|X) [ [ po(riel 61, X), ©)
t=2

where 6 are the parameters of the policy network, trained by minimizing the expected total cost:
£(9|X) = ]Epe(‘r\X)[L(T)}' 3)

REINFORCE [44] is the cornerstone of policy-based reinforcement learning methods, which com-
putes the gradient V.L(6|X) in the context of routing problems as the following:

N
Epo(r12) (L(T)—b(X))t;VIngo(Ttlﬁzt—hX) : “

where b(X) is a baseline for variance reduction.

4 Purity Patterns for Generalization

In this section, we first explore the structural patterns closely tied to generalization in optimal
solutions of routing problems. We observe that edges surrounded by sparse vertices consistently
prevail across different instances. To capture this relationship, we propose the concept of purity order,
which quantifies the density of vertices around an edge. Based on this, we uncover the Purity Law, an
empirical phenomenon that reveals a universal structural principle in optimal solutions of routing
problems.

4.1 Purity Order in Routing Problems

We first introduce the concept of purity order to formulate the vertex density around each edge.
Definition 4.1 (Purity Order). The covering set N, and purity order K, of an edge e;; = (;,x;)
are defined as:
Ne(ey) ={z € X | (x;i — )T - (z; — x) < 0}, (52)
Kp(eij) = Kp(wi, 7;5) := [Ne(ei)]- (5b)



Figure 1: Example of edge purity orders with the same length.

Geometrically, the covering set of an edge corresponds to the vertices lying within a circle, whose
diameter is defined by this edge, and the purity order is the cardinality of this set. It is not difficult
to obtain that the computational complexity required to calculate the purity order for all nodes is
O(|X|?). The purity order can reflect the local density of vertices surrounding an edge. A lower purity
order indicates a more sparse and “pure” configuration of vertices around the edge. For convenience,
we refer to an edge with purity order k as a k-order pure edge.

Additionally, we investigate the topological properties of 0-order pure edges with the lowest redun-
dancy (details and proofs shown in Appendix [B). Specifically, we establish the existence of 0-order
pure neighbors for any vertex, laying the groundwork for our optimization paradigm. We then prove
the connectivity of the subgraph formed by 0-order pure edges, indicating that these edges capture
global structural properties. Furthermore, we demonstrate that the polyhedron formed by the 0-order
pure neighbors of any vertex is convex, highlighting its structural integrity and stability. This insight
suggests the potential for efficient computational methods. We also design the purity order for
non-Euclidean problems, which can be referred to Appendix [C]

Intuitive Example Analysis. Measuring vertex redundancy around an edge, purity order can also
capture topological information beyond edge length. Even among edges of equal length, those with
lower purity orders typically exhibit more favorable structural properties. As shown in Fig.[T] consider
two edges, e; and eg, formed with vertices 1 and x5 from vertex z. Despite of the same length,
their purity orders are 4 and 0, respectively. The edge e; passes through a denser region of vertices,
which negatively affects the subsequent connections, making it harder to form a cohesive structure.
In contrast, e;, surrounded by sparser vertices, has minimal negative impact on the underlying
connectivity of others, suggesting more conducive to a well-structured solution. These observations
suggest that solutions with more lower-order pure edges may have a greater potential for optimality.

4.2 Purity Law in Optimal Solutions of Routing Problems

We quantitatively investigate the distribution of purity orders in optimal solutions across various
instance scales and distributions, leading to the concept of the Purity Law.

Purity Law : The distribution of edges in optimal solutions follows a negative exponential
law based on their purity orders across various instances.

To validate the Purity Law, we conduct extensive statistical experiments on instances with varying
scales and distributions. The following discussions focus on TSP, while the Purity Law also exists in
CVRP despite more constraints, with verification and analysis presented in Append. D} Specifically,
we create datasets from 84 instance types with scales ranging from 20 to 1000, sampled from
four classical distributions. The corresponding optimal solutions are computed using the LKH3
algorithm [17]. A detailed description of the dataset is provided in Append. [E]

For each instance type, we calculate the purity order of every edge in the optimal solution and then
statistic the proportion y of edges with a given purity order k, which is defined as:

Z T* r)er* H(K (Ti*77->'k) = k)
y(k)z i 7j)e Np : ) k‘E[O,N—Q], ©)
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Figure 2: Purity Law curves under varying scales and distributions.
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Figure 3: Mean purity order, proportion of O-order pure edges, and average order of non-0-order pure
edges for varying instance.

where N is the length of solution, (7;°,7) is the edge in the optimal solution 7*, and I(-) is the
indicator function. Next, we fit the proportions to a negative exponential function:

logy(k) = —Bk + log «, @)

and present statistics of fitted parameters «, 3, and fitting errors in Table [7/|of Appendix [F And all
detailed fitting results for each instance type are also available in Appendix [[] The remarkably low
mean and variance of fitting errors statistically underscore that the negative exponential law reliably
and universally applies across different instance scales and distributions.

The negative exponential relationship reveals that purity orders of edges and their proportions in the
optimal solution decrease exponentially, confirming our earlier comprehension. To better understand
the decay rate, we visualize the fitted curves for different instance types in Fig. 2} where we plot
the logarithm of y for clarity. As seen in Fig.[2] the coefficient « is invariant for both scales and
distributions, with different curves nearly overlapping at the vertical axis intersection. The decay rate
5 slightly increases with instance scale, indicating that, for larger-scale instances, the proportion of
each purity order decreases more rapidly.

Theorem 4.2. For edge e, assume that K, (ey,) = k is an positive even number, z; € Nc(€ezy)
evenly distributed on both sides of e, and the probability of each node being selected follows a
uniform distribution. Then, the probability of e, being at the optimal solution holds the following
inequality:

KN

Ples, € <
(eay € ToPT] < 24571k + 1)1

®)

For the random Euclidean routing problem, we theoretically prove that under certain conditions,
there is an upper bound about the probability of an edge with purity order k& being at the optimal
solution, which is shown in Theorem 2] The proof of Theorem [.2]can be referred to Appendix
Notably, this upper bound decreases monotonically with increasing k. This means that edges of
higher purity order have a lower probability of forming the optimal solution, consistent with our
findings. Furthermore, the negative exponential form of this upper bound indirectly confirms the
purity law we propose.

4.3 Consistent Dominance of Lowest-order Pure Edges

The rapid decay of the negative exponential function ensures that edges with lower purity orders
dominate the optimal solution, while edges with higher purity orders are seldom present. To concretely



illustrate this property, we calculate the mean purity order, the proportion of 0-order pure edges, and
the average order of non-0-order pure edges in optimal solutions for each instance type. The results,
shown in Fig. [3] highlight the consistent dominance of 0-order pure edges.

The variations in these metrics exhibit a steady trend across different instance scales and distributions,
further reinforcing the universality and stability of the Purity Law. The mean purity order stabilizes
around 0.1, indicating that the optimal tours consistently maintain a quite low level of overall purity
order. Furthermore, the proportion of 0-order pure edges consistently stays around 92%, reflecting
their dominant presence in optimal solutions. This proportion also aligns with the fitting parameter .
For non-0-order pure edges, which have a minimal purity order of 1, the mean purity order remains
around 1.15. This suggests that, even among non-0-order pure edges, low-order pure edges are
predominant, with higher-order pure edges being quite rare. Notably, all these proportions remain
nearly invariant when the instance scale exceeds 300, underscoring the remarkable and dominant
consistency of low-order pure edges. These quantitative characteristics indicate that, compare with
the well-known k-nearest prior, Purity Law can reflect additional structural information. Further
discussions on connection with k-nearest prior are available in Appendix [H]

5 Policy Learning Inspired by Purity Patterns

In standard neural learning for routing problems, the total cost, as defined in Eq. (@), is typically the
only objective for policy optimization. However, relying solely on this reward signal, neural networks
often fail to capture inherent structural patterns present across different instances. Despite efforts to
modify the architecture of policy networks and learning modules in previous research, the absence
of guidance from generalizable structural principles, limits effective learning of universal patterns,
resulting in poor generalization. Fortunately, the widespread and stable presence of purity patterns in
optima presents a promising avenue for improving generalization. Motivated by this, we introduce
two key concepts—purity availability and purity cost—to characterize purity patterns for neural learning.
By incorporating these into the policy training, we propose PUrity Policy Optimization (PUPO) to
encourage alignment with the Purity Law, enhancing generalization in neural solvers.

5.1 Purity Availability and Purity Cost

In the Markov model of routing problems, the state at time ¢ consists of the unvisited vertex set U; and
the current partial solution T, which includes the visited vertex set V;. The action a; corresponds to
the vertex 7; selected for the next visit.

Definition 5.1 (Purity Availability). The purity availability ¢(-) of the unvisited vertex set Uy is
defined as the average minimum available purity order, given by:

> wscu, M0 e, i Kp (i, 75)

U, =
¢( t) |Z/[t| )

1<t<N. 9)

The purity availability ¢ ({;) measures the potential purity order of future edges that can be formed
by the unvisited vertices. We demonstrate that the ¢ is supermodular, meaning the absolute value of
marginal gain in purity availability diminishes as the set /; increases. The proof is in Appendix

Proposition 5.2 (Supermodularity of Purity Availability). The set function ¢ : 2% — R, defined on
subsets of the finite set X, is supermodular. Specifically, for any subsets A C B C X and any vertex
x € X\ B, the following holds:

P(AU{z}) — ¢(A) < @(BU{z}) — ¢(B). (10)

This indicates that, as the solution construction progresses, the absolute value of marginal improve-
ment in purity availability becomes more significant on smaller unvisited sets.

Definition 5.3 (Purity Cost). The purity cost C(Uy, Tr11) for selecting an action Ty1 at time t is
defined as:

{Kp(TtaTtJrl) + ¢Upt1) — ¢(Us), fort <N, (11

Kp(TN,Tl), fort:N.

The purity cost C'(Uy, 7¢+1) includes both the purity order of the new edge formed by 7; and 7441,
and the difference in purity availability before and after the action 7. This formulation captures



both the contribution of action 7,1 to the purity order of the current partial solution and its impact
on the purity potential of the remaining unvisited vertices.

5.2 Policy Optimization with Purity Weightings

To improve generalization, we integrate purity costs into policy optimization process, aligning model
with the Purity Law. This encourages the learning of structural patterns that are consistent across
varying instances. To assess the potential of the current state-action pair in fostering a low-purity
structure for future solution construction, we introduce the purity weighting based on purity costs.

Definition 5.4 (Purity Weightings). Let § be a discount factor. The purity weighting W (Uy, Ty41) is
defined as:

N .
W(Z/{taTH»l) =1+ Z (5J7tC(Z/{j,Tj+1). (12)

j=t
Building on this characterization, we propose the purity policy gradient V L py po (0] X) as follow:

N
Epg(ray | (L(T) = (X)) > W (lhy—1,7)V1og pa(Te|T1:0-1, X) |, (13)

t=2

The complete description of the PUPO framework is presented in Appendix[J} And we also provide
an theoretical analysis on optimization error of PUPO in Appendix [Kl PUPO establishes upon the
REINFORCE algorithm with a POMO baseline, incorporating generalizable purity patterns into the
modified policy gradient. At each stage of the solution construction, PUPO employs a discounted
purity cost that reflects the purity potential of both the current partial solution and the unvisited vertex
set, encouraging the model to favor actions with lower purity orders during training. This approach
helps the model to learn consistent, cross-instance patterns that align with the Purity Law, thereby
enhancing its generalization capability. Notably, PUPO is flexible and can be integrated with various
popular constructive neural solvers, without any alterations to the network architecture. Further
discussion on the derivation process and explanation of PUPO are provided in Appendix [[]

6 Numerical Experiments

To validate the effect of PUPO on enhancing generalization, we compare the performance of both
vanilla policy optimization and PUPO across several state-of-the-art constructive neural solvers.
Additionally, we conduct a comprehensive evaluation of generalization performance and purity
metrics on well-known public datasets.

6.1 Experimental Setups

Dataset. To ensure the adequacy of the experiments, we validate the model’s performance on two
categories of datasets. The randomly generated dataset used in this paper is the same as that in INViT
[LO], which is widely adopted to testify existing DRL approach. The real-world dataset we used is
TSPLIB [39] and CVRPLIB [40]]. More details about dataset we used are presented in Appendix @

Comparison Methods. Although PUPO can be integrated with any DRL-based neural constructive
model, we select four representative SOTA methods with high recognition for our experiments. This
section mainly present the results on two latest and advanced neural solvers ELG [12]] and INViT [10]
We also conduct experiments on two classical neural solvers POMO [26]] and PF [[L8]], whose results
can be seen in Appendix [M] For each method, we conduct training on scales of 50 and 100.

Evaluation Metrics. We report three widely adopted performance metrics to evaluate the general-
izability of each comparison method, including the average total cost of solutions, the average gap
to the optimal solutions, and the average solving time. The gap characterizes the relative difference
between the output solution of neural models and the optimal solution, which is calculated as the
following:

L(Tmodel) _ L(Topt)
L(7ort)

gap = x 100% (14)



We also present three metrics to reflect the ability of the model to perceive purity information: the
average purity order (APO (all) for short), the proportion of 0-order pure edges (Prop-0 (%) for short),
and the average order of non-0-order pure edges (APO (non-0) for short) for each solution.

Experimental Settings. All the numerical experiments are implemented on an NVIDIA GeForce
RTX 3090 GPU with 24 GB of memory, paired with a 12th Gen Intel(R) Core(TM) i9-12900 CPU.
We train each model using the vanilla method and PUPO, respectively. In each training paradigm, we
use the original network architectures and hyper-parameters provided in the source code, without
any modifications to modules. Due to the different magnitude in the policy gradient between the two,
we only adjust the learning rates during PUPO. Details about the learning rates of each model are
available in Appendix [O] All models are trained on random instances from a uniform distribution.

6.2 Generalization Performance Analysis

Table 1: The experimental results of average gap (%) on the randomly generated TSP dataset with
different distributions and scales after training each model using both the vanilla and PUPO methods,
where - means out of memory, bold formatting represents superior results, Blue highlights the relative
decrease ratio (%) in the gap, while Red indicates its relative increase ratio (%).

ELG-50 ELG-100 INVIT-50 INVIT-100
Instance | Vanilla PUPO Vanilla PUPO Vanilla PUPO Vanilla PUPO

U-100 6.60 7.10 17.62 5.86 6.39 19.13 2.14 2.17  11.59 2.61 2.35 19.92
U-1000 20.81 1947 | 640 1795 1749 | 258 7.27 717 [ 143 7.41 6.26 | 1545
U-5000 31.50 26.84 | 1478 | 29.22 23.77 | 18.66 9.41 9.09 337 9.39 8.05 | 14.25
U-10000 - - - - 7.89 7.63 | 3.39 7.51 6.25 | 16.74
C-100 10.05 898 | 10.60 | 11.50 937 | 1845 2.90 286 | 1.55 3.59 322 1023
C-1000 27.14 2413 | 11.09 | 27.06 2113 | 21.90 8.44 8.00 |525 8.37 720 | 1393
C-5000 38.89 3563 | 8.39 40.44  29.29 | 27.58 9.90 945 | 451 9.65 855 [ 11.35
C-10000 - - - - 10.85 10.09 |6.92 | 1047 911 | 13.00
E-100 6.85 7.23 15.64 7.28 7.19 J1.22 2.15 211 223 2.70 241 | 10.88
E-1000 2455 2377 |321 2401  21.57 | 10.16 9.61 9.18 | 439 9.61 8.77 1 8.76
E-5000 35.67 28.88 | 19.03 | 3477 26.26 | 2447 1244 11.65 | 636 | 1145 1041 |9.03
E-10000 - - - 1122 10.61 | 544 | 10.96 9.62 | 1224
1-100 6.66 7.23 1 8.69 6.64 6.60 1 0.56 2.44 238 222 2.77 2.62 1546
1-1000 21.30  20.54 | 3.56 18.62 1852 | 0.57 7.56 7.50 [ 0.70 7.81 690 | 11.65
1-5000 3040 27.64 1 9.07 30.70  24.64 | 19.76 9.20 8.86 | 3.60 9.44 8.96 }5.14
1-10000 - - - - 8.36 7.68 | 8.10 8.27 6.78 | 18.05

Table 2: The experimental results of average gap (%) on the randomly generated CVRP dataset with
different distributions and scales after training each model using both the vanilla and PUPO methods.

ELG-50 ELG-100 INVIT-50 INVIT-100
Instance | Vanilla PUPO Vanilla PUPO Vanilla PUPO Vanilla PUPO
U-50 745 8.15 19.45 8.32 9.09 19.36 4.25 4.58 17.83 4.75 5.06 16.42

U-500 1548 1097 |29.14 8.91 8.84 10.73 10.75 9.83 1855 9.67 837 |13.50
U-5000 22.75 831 | 6347 597 514 | 1385 9.67 726 | 2498 7.90 472 1 40.18
C-50 7.45 7.28 1236 7.40 8.05 18.82 4.50 4.84 1T7.58 4.064 4.97 17.20
C-500 1647 1021 | 37.98 8.82 792 |10.18 9.79 8.93 18.79 9.22 751 | 18.56
C-5000 20.45 872 5736 | 7.10 543 2350 8.49 707 1672 | 7.66 451 | 41.07
E-50 7.58 8.13 17.32 8.57 9.15 16.79 4.56 4.94 18.52 4.88 5.37 19.98
E-500 1586 11.12 | 29.88 9.32 8.68 16.93 10.48 9.82 16.26 9.82 852 | 1327
E-5000 27.10 852 | 68.58 8.26 633 2336 9.64 7.71 | 20.08 8.47 517 139.03
1-50 7.77 8.22 15.85 8.34 8.67 13.94 4.41 4.77 18.26 4.78 5.08 16.29
1-500 1576 1083 | 31.29 8.97 8.83 1 1.53 10.15 9.49 1 6.48 9.34 828 | 1135
1-5000 19.43 7.05 | 63.73 6.01 524 | 1291 8.23 6.87 | 1648 7.35 4.58 | 37.66

Performance on Randomly Generated Dataset. Table [I]and [2] presents the performance on the
randomly generated TSP and CVRP dataset, trained using both the vanilla and PUPO methods. The
experimental results for total cost, statistics of gap and solving time are provided in Appendix [P} It
can be observed that PUPO training enhances the performance across nearly all instance types on
both TSP and CVRP. Notably, the PUPO-trained INViT-100 accomplishes a gap of 4.51% on C-5000
of CVRP, whereas the Vanilla-trained model can only reach a gap of 7.66%.

From the perspective of test scale, PUPO training significantly improves model generalization
performance on larger instances. For example, INViT-100 achieves a 18.05% relative enhancement
on 1-10000 of TSP, 40.18% and 41.07% on U-5000 and C-5000 of CVRP. And ELG-50 shows
significantly 68.58% and 63.73% gain on E-5000 and I-5000 of CVRP. On scales closer to the
training scale, diverse phenomena can be observed. INViT-100 accomplishes an 9.92% uplift on U-
100 of TSP, while most other PUPO-trained solvers experience negative performance changes on the
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Figure 4: The bar chart of relative deviations (%) in solving time between Vanilla- and PUPO-trained
models, where positive values indicate that PUPO-trained models hold shorter solving times.

same scale. This suggests that PUPO may involve in a trade-off, sacrificing accuracy on smaller-scale
instances while learning patterns more suited to larger scales. This trade-off is linked to the implicit
regularization feature of PUPO, which is discussed in the subsequent part. From a distributional
perspective, PUPO leads to positive average relative improvements across all distributions, indicating
an enhancement in generalizability with respect to distributions.

Performance on Real-world Dataset. Table [3] presents the performance on TSPLIB, further
demonstrating that PUPO enhances the generalization ability on real-world data. For example,
PUPO-trained ELG-50 achieves 31.6% relative enhancement on CVRPLIB 501 ~ 1000. Similar to
the experimental results on random datasets, PUPO training leads to better performance on large-scale
instances, but there are still some unimproved instances at small scale.

Table 3: Performance of average gap (%) on TSPLIB and CVRPLIB after training each model using
both the vanilla and PUPO methods.

Instance Vanilla PUPO Vanilla PUPO
ELG-50 ELG-100
TSPLIB 1~100 4.25 4.57 T7.57 491 4.90 10.10

TSPLIB 101~1000 10.81 10.21 | 5.50 9.47 10.16  17.27
TSPLIB 1001~5000 2288 2024 | 1155 | 2345 18.69 | 20.27
CVRPLIB 1~200 9.84 9.52 1332 8.30 8.62 13.81
CVRPLIB 201~500 13.11  11.26 | 14.13 9.73 9.55 4 1.90
CVRPLIB 501~1000 | 16.25 11.12 | 31.60 | 10.18 9.96 12.18
INVIT-50 INViT-100
TSPLIB 1~100 1.71 1.84 T7.78 243 216 | 1091
TSPLIB 101~1000 4.97 4.67 1 6.01 5.60 497 | 11.15
TSPLIB 1001~5000 9.65 849 | 1200 | 932 8.68 1 6.87
CVRPLIB 1~200 8.93 9.00 10.78 8.72 9.57 19.84
CVRPLIB 201~500 1261 1231 | 236 12.05 11.34 | 5.88
CVRPLIB 501~1000 | 13.31 12.59 | 5.45 1231  11.28 | 8.37

6.3 Computational Efficiency Analysis

Figure []illustrates the relative deviations in solving time between Vanilla-trained and PUPO-trained
models on CVRP, where positive values indicate that PUPO-trained models hold shorter solving
times. Following the figure, most of the relative deviations are within 10%, suggesting negligible
differences between the two, even the PUPO-trained models tend to solve faster in most cases. The
possible reason may derive from that PUPO acts as an implicit regularization, which may have a
positive impact on the computation of the model during the forward inference phase. Since PUPO
only provides guidance during the training phase, it does not introduce additional time overhead
during inference. Due to tensorizable computation of PUPO, training time does not increase greatly.

6.4 Learning Mechanisms Analysis

Purity Perception. To further explore the role of PUPO during the training process, Table [ presents
three metrics that evaluate the purity of tours obtained by INViT-100. Numerical results of purity



metrics for all models are available in Appendix [P| The table demonstrates that PUPO-trained models
consistently generate solutions with more outstanding purity.

Table 4: The experimental results of Vanilla- and PUPO-trained model on three purity evaluation
metrics, where bold formatting represents more pure results.

Prop-0 (%) APO (all) APO (non-0)
Vanilla PUPO | Vanilla PUPO | Vanilla PUPO
100 80.02  80.53 0.13 0.12 1.16 1.12

1000 85.46  86.48 0.23 0.19 1.81 1.66
5000 4336 4395 0.31 0.24 2.52 2.10
10000 87.17  88.27 0.54 0.55 4.28 4.86
Uniform 7436  75.23 0.17 0.14 1.44 1.33
Clustered | 73.82  74.65 0.34 0.33 2.76 3.02
Explosion | 7391  74.71 0.48 0.42 3.85 3.64
Implosion | 7391  74.64 0.21 0.20 1.73 1.74

Compared to vanilla training, PUPO enhances the Prop-0 metric across all types, and it lead to
a reduction in the two kinds of APO metric across nearly all types. Notably, the largest average
improvement in Prop-0 occurs at the scale of 10,000, with a 1.1% increase, which also corresponds
to the scale where INViT-100 achieves its most promoted generalization performance. These results
suggest that PUPO facilitates the emergence of Purity Law during training, leading to enhanced
model generalization.

Implicit Regularization. Furthermore, we calculate the sum of the Frobenius norm of the parameter
matrices for each model after different training, as presented in Table[5] It can be observed that PUPO
training reduces the sum of the parameter norms, acting as an implicit regularization mechanism. In
contrast, we also perform explicit regularization training by directly incorporating the sum of the
norms into the reward function, but it does not result in improved generalizability. This suggests that
PUPO effectively mitigates overfitting on the specific training set, encouraging the model to learn
more generalizable structural patterns.

Table 5: The sum of Frobenius norm of the parameter matrices for each model after different training,
where bold formatting represents lower value.

| ELG-50 ELG-100 INViT-50 INViT-100

Vanilla | 336.44 336.24 430.83 429.78
PUPO 335.8 335.67 425.26 425.19

7 Conclusion

In this paper, we reveal Purity Law, a fundamental structural principle for optima of routing problems,
which defines that edge prevalence grows exponentially with the sparsity of surrounding vertices.
And we propose Purity Policy Optimization (PUPO) to explicitly promote alignment with Purity
Law during the solution construction process. Extensive experiments demonstrate that PUPO can be
seamlessly integrated with popular neural solvers, significantly enhancing their generalization perfor-
mance without incurring additional computational overhead during inference. Purity Law provides a
novel perspective on routing problems, revealing a systematic bias toward local sparsity in global
optima validated across diverse instances statistically. While improving large-scale generalization,
maintaining high accuracy for small-scale scenarios is still a limitation PUPO needs to improve. In
future work, we plan to explore more effective training methods for leveraging Purity Law, and design
network architectures that integrate Purity Law to promote the perception to it, thereby achieving
greater generalizability.
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A More Discussion on Related Works.

With the rapid progress in deep learning, various neural approaches to combinatorial optimization
have emerged. Overviews of these methods can be found in Guo et al. [[14] and Bengio et al. [3]].

Classical Neural Solvers. According to the way the solutions are generated, neural approaches can
generally be divided into two classes: learning to directly construct and learning to iteratively improve
solutions. For constructive methods, Vinyals et al. [43]] introduce the Pointer Network, which solves
routing problems end-to-end utilizing Recurrent Neural Networks to encode vertex embeddings,
trained via supervised learning. Kool et al. [24] first introduce the Transformer architecture [41]]
to solve routing problems. Kwon et al. [26] further propose the policy optimization with multiple
optima (POMO), which improves the performance by exploiting solution symmetries. Meanwhile,
some works based on graph learning [21 20]] also show potential to solve routing problems. Pointer-
former [18]] enhances memory efficiency by adopting a reversible residual network in the encoder
and a multi-pointer network in the decoder. For iterative methods, DRL-2opt [7] trains a DRL policy
to select appropriate 2-opt operators for refining solutions. Ma et al. [33]] design dual-aspect collabo-
rative Transformer to learn embeddings for the node and positional features separately, iteratively
solving routing problems. GCN+MCTS [11] integrates graph decomposition and Monte Carlo Tree
Search to handle large-scale instances effectively but time-consuming.

Next, we will supplement more related work on improving generalization of neural routing problem
solvers. AMDKD [6] introduces knowledge distillation to tackle the cross-distribution generalization
concerns in the routing problem. Specifically, it leverages knowledge from teachers trained on
exemplar distributions to yield a generalist student model. Also along with knowledge distillation,
PDAM [46] adopts curriculum learning to train TSP samples in increasing order of their problem
size and progressively distilling high-level knowledge from small models to large models via a
distillation loss. SCA [23]] designs a plugged network to mix scale information into the original
representation vector, which can help the pre-trained model adapt the policy to larger-scale tasks. By
studying adversarial robustness, Geisler [[13]] derives perturbation models for SAT and TSP to enhance
the expressiveness of the model with perturbations. Zhou [47] proposes a generic meta-learning
framework to enhance the ability of the initialized model to fast adapt to new tasks during inference
and conduct extensive experiments on VRPs. Sahil [34] Formalizes solving a CO problem over a given
instance distribution as a separate learning task and investigates meta-learning to optimize the capacity
of the model to adapt to new tasks. Reformulating the Markov Decision Process of the solution
construction in combinatorial optimization problems, BQ-NCO [8] proposes a novel Bisimulation
Quotienting method for generalizable neural solver. GDMF [29] proposes an divide-and-conquer
framework via fusing multi-level feature for large-scale TSP.

B Topological Properties of 0-order Pure Edges

As the class of edges with the lowest degree of redundancy, 0-order pure edges are demonstrated by
the following propositions to possess a series of favorable topological properties.

Proposition B.1. Given an instance X, for any vertex x € X, there exists at least one vertex that
can form a 0-order pure edge with x.

Proof. We prove the proposition by contradiction.

Assume that for any x € X', we choose
y(z) := argmin ||z — y||°.
Since no vertex can form a 0-order pure edge with z, we have that
Ky(z,y(x)) >0, VrelX.

Therefore, there must exist a point z(z) such that
(z = 2(2))" (y(z) = 2(x)) < 0.
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Then we can derive that

lz = ()|
=llz — 2(z) + 2(z) — y(2)|?
=llz = 2(2)|* + [|2(2) = y(@)|* = 2(z - 2(2))" (y(z) — 2(2))
||z = 2(@)I* + 2(2) — y(2)II?
>|lw — z(2)]1%,

which means that the distance between z(z) and x is smaller than the distance between y(x) and x.
Therefore, it contradicts the assumption that y(x) is the nearest neighbor of . O

Proposition B.2. Given an instance X, the subgraph Gy = (X, &) is connected, where &y is the
edge set of all 0-order pure edges.

Proof. We prove the proposition by contradiction.

Suppose the subgraph Gy is not connected. Without loss of generality, assume that G has two
connected components, denoted as F; and F5. Let f; € Fj and fy € F; be such that

dist — dist(Fy, Fy) = min min dist(a, b).
ist(f1, f2) = dist(Fy, F») min min dis (a,b)

Since ey, r, ¢ Go, we have that
K,y(f1,f2) > 0.

Therefore, there must exist a point f3 such that the following inequality holds:

(fi = f3)"(fa— f3) <0,

which means that the distance between f3 and f; is smaller than the distance between f5 and f;.
Regardless of whether f3 € Fy or f3 € Fb, this leads to a contradiction with the assumption that the
distance between f1 and f5 is the shortest distance between F; and Fb.

O

Proposition B.3. Given an instance X, for any vertex x € X, the polyhedron formed by its 0-order
pure neighbors D is convex.

Proof. Consider any three adjacent 0-order pure neighbors A, B, and C' of point X. We have that
/ABC = ZABX + /X BC.

Since A and C' are 0-order pure neighbors of X, it follows that
/ABX,/XBC < g

and thus ZABC < .

Due to the arbitrariness of A, B, and C, the polyhedron formed by its O-order pure neighbors Df is
convex. O

Proposition establishes the existence of O-order pure neighbors for any point, providing a
foundation for subsequent analysis. While proposition [B.2]demonstrates that the subgraph formed by
0-order pure edges possesses overall graph structural properties. And proposition[B.3|describes the
intrinsic topological features of the 0-order neighbor set for any given point. The three propositions
above characterize the mathematical properties of purity order theoretically.
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C Purity Order Form for Non-Euclidean Problems

In non-Euclidean problems, there is no longer direct connectivity between vertices, and the metric
is given a priori by the edge cost matrix. Given G = (V, E), we define purity order K, (e;;) in
non-Euclidean routing problems as follow:

maXo, e M, |£’Lm,| + MaXm;eM; |£j7nj |

Kp(eij) = 5 : (15)

1(ei;) U(&ims ) }» &im,; 18 the shortest path from vertex v; to vy,
Keig)

where M; = {m|argma:cml(&m)S
To understand it intuitively, we first need to find the shortest path starting from the two endpoints,
which does not exceed half the length of the edge and has the largest length, and then define the purity
order of the two end points as the average of the maximum number of nodes in the shortest path. We
take an instance of the non-Euclidean TSP dataset of size 50 in [27] as an example and calculate the
pure order according to the above definition. The purity order distribution is as follows:

D Verification of Purity Law on CVRP

Although different routing problems face distinct constraints, the common goal of VRPs is to
minimize the sum of the total tour cost, which is typically characterized by the spatial relationships
between nodes. The Purity Law describes a universal local structure of spatial relationships, which
are highly relevant to the common goal of VRPs. We also verify the Purity Law on CVRP. Using
the dataset from the original paper of INViT [10]], we computed the proportion (%) of edges with
purity orders 0 ~ 10 in the optima. The result is shown in the tabld6] It can be observed that the
negative exponential law still obviously holds. And lowest-order pure edges still keep dominance in
the optimal solutions, while the concentration is slightly reduced due to capacity constraints.

Table 6: The verification result of Purity Law on CVRP.

CVRP-50 CVRP-500
Purity Order | Uniform  Clustered Explosion Implosion | Uniform  Clustered Explosion Implosion
0 78.3 76.5 78.2 78.4 66.6 65.8 67.3 66.8
1 13.2 12.9 133 13.2 11.3 11.2 11.2 11.3
2 5.5 5.6 5.5 5.3 43 4.4 43 4.4
3 3.1 3.1 3.0 3.1 2.4 2.5 2.3 2.4
4 2.1 22 2.0 2.1 1.6 1.6 1.5 1.6
5 1.5 1.6 1.6 1.5 1.1 1.2 1.1 1.1
6 1.2 1.3 1.3 1.2 0.9 1.0 0.9 0.9
7 1.0 1.0 1.0 1.0 0.7 0.7 0.7 0.7
8 0.9 0.9 0.8 0.9 0.7 0.7 0.6 0.6
9 0.7 0.7 0.7 0.8 0.5 0.6 0.5 0.6
10 0.7 0.6 0.6 0.6 0.5 0.5 0.5 0.5

E Detailed Description of Statistical Dataset

To construct the dataset in statistical experiments, we first generate 21 different scales within the range
of 20 to 1000, with intervals of 50 except 20. For each scale, we consider four widely recognized
classical distributions, which is uniform, cluster, explosion and implosion, resulting in 84 different
instance types totally. For instance types with scales under 500, 256 instances are randomly sampled
to form the dataset, while for those with sizes of 500 or above, the number of instances is reduced
to 128, which is due to the fact that optimal solutions of large-scale instances require an excessive
amount of time. The optimal solutions for all instances are solved by LKH-3 [[16 [17]], which is the
SOTA heuristic capable of producing optimal solutions even for large-scale instances.

F Detailed Fitting Result

The mean and variance of fitted parameters « and 3, along with fitting errors are shown in Table
And the detailed values of the fitting error, o and 3 for each instance type are listed in Table
According to the table, the low mean and variance of the fitting errors demonstrate the reliability and
university of the fitting results across different instance scales and distributions.
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Table 7: Fitting results of the exponential function in Eq. (7).

FITTING ERROR « B
MEAN 2.23E-05 0.92 2.63
VARIANCE 8.45E-10 1.57E-04  1.49E-02

Table 8: The fitting errors, coefficients v and 3 in Sec. [F2]

B

Uniform Clustered Explosion Implosion

Fitting Error @
Uniform  Clustered Explosion Implosion | Uniform Clustered Explosion Implosion

20 | 6.58E-05 245E-04 1.01E-04 5.71E-05 | 0.8860 0.8554 0.8835 0.8872 22514 2.0800 2.2483 2.2630
50 | 542E-05 7.90E-05 3.96E-05 5.05E-05 | 09115 0.8919 0.9027 0.9002 2.5166 2.3295 2.4152 2.3923
100 | 2.41E-05 3.75E-05 1.85E-05  3.61E-05 | 0.9204 0.9124 0.9091 0.9137 2.5974 2.5133 2.4567 2.5286
150 | 2.54E-05 2.57E-05 2.96E-05  1.78E-05 | 0.9236 0.9188 0.9150 09184 2.6410 2.5782 2.5412 2.5681
200 | 2.18E-05 220E-05 2.62E-05 1.63E-05 | 0.9236 0.9221 0.9197 0.9202 2.6384 2.6192 2.6002 2.5887
250 | 1.18E-05 1.35E-05 2.38E-05 242E-05 | 0.9263 0.9245 0.9209 0.9227 2.6568 2.6366 2.6066 2.6337
300 | 1.26E-05 1.49E-05 2.06E-05 2.08E-05 | 0.9259 0.9258 0.9211 0.9224 2.6535 2.6578 2.6057 2.6201
350 | 1.39E-05 1.40E-05 1.61E-05 1.71E-05 | 0.9273 0.9263 0.9236 0.9224 2.6762 2.6621 2.6318 2.6166
400 | 1.33E-05 1.54E-05 1.80E-05  1.05E-05 | 0.9278 0.9280 0.9241 0.9235 2.6814 2.6918 2.6430 2.6206
450 | 1.04E-05 1.12E-05 1.61E-05 1.52E-05 | 0.9280 0.9288 0.9234 0.9260 2.6805 2.6947 2.6289 2.6633
500 | 8.38E-06 1.15E-05 1.18E-05 1.28E-05 | 0.9273 0.9288 0.9256 0.9255 2.6634 2.6936 2.6515 2.6536
550 | 1.04E-05 1.49E-05 1.94E-05 1.31E-05 | 0.9306 0.9298 0.9257 0.9267 2.7190 2.7186 2.6615 2.6673
600 | 7.55E-06 1.08E-05 1.48E-05 1.26E-05 | 0.9294 0.9306 0.9259 0.9275 2.6931 2.7207 2.6591 2.6803
650 | 1.I3E-05 1.37E-05 9.63E-06  1.79E-05 | 0.9297 0.9310 0.9262 0.9263 2.7058 2.7293 2.6535 2.6689
700 | 1.34E-05 1.02E-05 1.40E-05 1.77E-05 | 0.9280 0.9306 0.9277 0.9256 2.6856 2.7175 2.6877 2.6563
750 | 1.22E-05 1.19E-05 1.50E-05  1.26E-05 | 0.9287 0.9308 0.9264 0.9282 2.6959 2.7251 2.6658 2.6930
800 | 1.22E-05 1.29E-05 9.97E-06 1.19E-05 | 0.9294 0.9311 0.9255 0.9273 2.7040 2.7323 2.6459 2.6750
850 | 1.30E-05 1.12E-05 1.80E-05  1.33E-05 | 0.9300 0.9305 0.9276 0.9271 2.7151 2.7184 2.6909 2.6707
900 | 1.33E-05 1.03E-05 1.08E-05  1.46E-05 | 0.9309 0.9316 0.9276 0.9281 2.7296 2.7357 2.6790 2.6906
950 | 1.33E-05 1.38E-05 1.44E-05 1.41E-05 | 0.9299 0.9314 0.9284 0.9277 2.7132 2.7376 2.6951 2.6855
1000 | 1.51E-05 1.21E-05 1.26E-05  1.24E-05 | 0.9310 0.9318 0.9282 0.9289 2.7340 2.7413 2.6890 2.6978

G Proof of the upper bound

Theorem G.1. For edge e, assume that K,(e,,) = k is an positive even number, z; € N.(€4y)
evenly distributed on both sides of e, and the probability of each node being selected follows a
uniform distribution. Then, the probability of e, being at the optimal solution holds the following
inequality:
Plesy € Topr] < M (16)
WO o Tk 1 1)

Proof. Let w,,, denote the Hamilton Path formed by edge e,, and vertices z; € N (e, ). Then, the
following inequality holds:

Plesy € Topr] < Pledges in w,, do not cross|. (17
Next, We will analyze the probability that no edges in w;, cross and obtain an upper bound. We
prove this theorem by induction.

When k = 2, there are z1, z9 € Nc(emy) evenly distributed on both sides of e;,. At this time, there
are six pOSSible cases for Wy (Zla z,Y, 22)’ (225 z,Y, Zl)’ (Zla 22, I, y)’ (Zla 22,Y, I), (l’, 21522, y)?
(y, 21, 22, ). Among them, (21, x,y, 22) and (22, , y, z1) have no edge intersection, so

1 21
Plesy € Topr| < Pledges in wy, do not cross| = 3= 5 0030 (18)
Now, we assume that when K, (e,,) = k, the following equation holds:
Pledges i d ] e (19)
edges in w,,, do not cross| = ———.
£ Y El(k+ 1)

(k' )

It means that among all (k + 1)! combinations of wy,, there are situations where the edges

of wg, do not cross. When K,(e,,) = k + 2, first, there are totally (k + 3)! combinations of

wgy. Next, we consider the non-intersection structure based on case k. For every ( k")l situations
42~
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where the edges of w;, do not cross, consider one side of ey, first. If adding a point still leaves no
intersection, there are g + 1 possible addition positions. Considering both sides symmetrically, there

. 2 . . . .
are (% +1)2 = @ non-intersection cases. Therefore, it can be obtained that

(k2 (k+2)2

Fledges i wry donot cross] = 4k/2(;€14; 3)!4 - 4("€+2)/2Elf (?kQJ)r!!Z) + ! 20)

Hence,
Plesy € Torr] < 4,;_1(]:'_’_1)” (21)
O

H Connection between Purity Law and k-Nearest Prior

The k-nearest prior in routing problems refers to the observation that in optimal solutions, the next
city visited is frequently among the k nearest neighbors of the current city, where k& typically a small
value. Purity Law and the k-nearest prior are both local phenomena that are commonly observed
in optimal solutions of routing problems. However, the Purity Law can reflect more topological
information.

First, the k-nearest neighbor with smaller values of that exhibit good structural quality tend to
have lower purity orders for the edges they form. Second, the purity order reflects local structural
information that the k-nearest prior can not capture. For example, in Fig. [T} both z; and x, are
the 5-NN of z, and they are equivalent under the k-NN metric. However, under the purity order
metric, they are distinguished. The neighbor x; with a lower purity order is a more ideal candidate
for connecting to z compared to x3, due to its more coherent local structure. Thus, Purity Law
not only contains distance information but also incorporates the structural information of the node
distribution around the edges. This richer information carried by Purity Law allows it to contribute
more effectively to generalization.

I Proof of the supermodularity of Purity Availability ¢

Proposition L.1. The set function ¢ : 2% — R defined on the subsets of the finite set X is su-

permodular, that is, for any subset A C B C X and any x € X \ B, the following inequality
holds:

p(AU{z}) — ¢(A) < ¢(BU{z}) — &(B).

Proof. Given subsets U C X and any vy,v2 € X \ U, we prove the equivalent definition of
supermodular functions:

(U U{v1}) + o(UU{v2}) < ¢(U U {v1,v2}) + ¢(U). (22)
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First, we have

Z min Kp(l‘i,l‘j)

= 0]
sty T T+ 0 Kelon i)
(U U{n}) = ji -
R I A
(U UA{va}) = J#i T
w €U wjeUrBi{%l,vz} Kp(wi, 25) + w,-ell%%vz} Ky(vy, ;) + . e?}iurivl} K (vs, ;)
&(U U {v1,v2}) = j#i

|U|+2

By the following relations, we partition U into three parts, denoted as Uy, Uy, Us, respectively.
Uy = {z; | arg myinKp(xi,y) eU}
Uy = {xz; | argmyinKp(xi,y) =1}
Us = {x; | argmyinKp(xi,y) = vy}

Then, we prove that the following expression is non-positive from three parts:

(@(U U{v1}) + o(U U {v2})) = (6(U U {v1,v2}) + ¢(U)).-

Part 1
2 1 1
in K (23, 25) | 77— | 177
2 min Kyl ”““J’LU|+1 <U|+|U+2>}
x; €U
< in K, )( 1 ><o
min Ti, T S
7, ©i€U b P00+ 1) (U] +2)
ZTq 0
Part 2

(<minx]€U Kp(zi, ;)  ming,ev Kp(a:i,a:j)) N (Kp(xi,vl) Kp(:z:i,vl)))

Ul +1 B U] Ul+1 |U[+2

1

minmjeU Kp(zjfUl) minzjeUU{vg} Kp(xjavl))

|
M A

|Ul+1 Ul +2
(_minmjeU Kp(x, ;) K, (x;,v1) ) min,, ey Kp (25, v1)
= \UI(JU] +1) U+ 1)U +2) (U + 1)(JU| +2)
Z (_Kp(ﬂfi,m) +1 Kp(zi,v1) ) ming, ey Kp(2;,v1)
T i(ui+1) U+ D(U] +2) U+ 1)U +2)

1
Ul + D(U] + 2)

=2 37 Kyl vn) + |U] min Ky, 00) = [V2|(U] +2)

;€U
1
< —2|U- in K,(x; U| min K,(x; —|U1|(JU] + 2
1

SO ey 2O -2 <o
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Part 3

8
2™

((mianGU Kp(z;, ;)  ming cy Kp(cvi,acj)> N (Kp(xi,vg) Kp(lfi,ﬂg)))

Ul +1 B U] Ul+1 |U[+2

2

N (minxjeU Kp(zj v2)  ming cyuqo,} Kp(l'j,’l)g))
Ul +1 |U| +2
B Z (_minx].eU Kp(x, ;) Kp(z,v2) ) ming ey Kp(xj,v2)
il \UI(jU] +1) U+ 1)U +2) (IUT+ DU +2)
Z (_ K, (x;,v9) +1 K, (x;,v9) ) ming, ey Kp(z;, va)
T i(ui+1) U+ D(U] +2) U+ 1)U +2)

1
IO T DT ) | 2,2 Koleive) + U] min Koo, ve) = [Ual(U] +2)

Tj €Uy

1
< -2 in K,(x; in K,(z; — 2
1

ST DT (A -2l <0

The gain consists of three parts, each of which is non-positive. Therefore, the overall gain is
non-positive, and the supermodular property is thus proven.

O

J The Whole PUPO Algorithm

The whole algorithm of PUPO is presented in Algorithm[I] PUPO is established upon the REIN-
FORCE with baseline, incorporating Purity Law information into the modified policy gradient. At
different stages of solution construction, PUPO introduces discounted cost information that reflects
the purity potential of the partial solution and the unvisited vertex set, which encourages the model to
take actions with lower purity orders at each step during the training process. This approach helps
the model to learn consistent patterns with the Purity Law prior, an information that is independent
of specific instances, thereby enhancing its generalization ability. Notably, PUPO can be easily
integrated with arbitrary existing constructive neural solvers, without any alterations to network
architecture.

K Theoretical analysis on optimization error of PUPO

Theorem K.1. Assume that for all 0, V?? is B-smooth and bounded V. Suppose the variance is
bounded as follows: E[||VVPe — VVP?||?] < o2 Fort < B(V* — V() /o2, suppose we use a
constant stepsize of ny = 1/, and thereafter, we use ny, = /2/(8T). For all T, we can obtain:

26(V* — V() 202

: (t))12 < -
?%%}IE[HVV [17] < T + T (23)
N _—
where VVP = E, (7 1x) (L(‘r)fb(X))t;W(Ut_l,Tt)Vlogpg(Tthl:t_l,X) , VVpo =

N
S (L(1) = (X)) W (Uy—1, )V log po(Te|T1:4—1, X), and the update rule of gradient ascent al-
t=2

gorithm is 0,11 = 0y + mﬂ.

The proof method is similar to [[1]. And these optimization error theorem confirms that our proposed
algorithm can converge to stationary points.
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Algorithm 1 PUPO Training

Input: number of epochs E, steps per epoch M, batch size B, scale of training instances N,
discount factor ~, learning rate &
Init 9, 68L «— @
forepoch=1,..., Fdo
forstep=1, ..., M do
Vie{l,2,...,B}
s; < Randomlnstance()
7% + SampleRollout(s;, pg)
74BL « GreedyRollout(s;, pgsr)
for time=1,..., N —1do
Ui Ui\ 7
o(Uf) « 3 min Kp(a,b, s;)
aEUJf beUy
b#a

¢WUiy)  o(Uf)

C(Uti’ TtiJrl) <_K:D(Tii7 7—ti+17 Si) +

Uil U
' Xt i
Wi, 1 +J§t7] CU;,711)
end for
L1 . . N .
VL 53 (L) = LrPh)) - (Z Wi Vglogp(7|mi.i-1 si>>
i=1 t=2
0 0+6VL
end for
§BL + UpdateBaseline(6, §51)
end for

(a) =

°
)
()=1
)
e
(b) _ ® =
()=0
@ : the vertex in unvisted vertex set ® : the vertex in current partial tour

Figure 5: Example of two purity potential.

L Further Discussion on Derivation Process and Explanation of PUPO

In this section, We will discuss the derivation process and explanation of PUPO in more detail. For
convenience, W; 1 denotes the shorthand for W (Uy, 7¢41).

Enhancing the purity potential of the unvisited vertex set at each step is essential for learning a
policy with strong generalization capability. For intuitive understanding, we plot a specific example
shown in Fig. [5] In this figure, policy (a) selects myopic local optima in the earlier decision stages.
In the later stages, constrained by the requirement to select vertices only from the unvisited vertex
set, it is forced to connect some "bad" edges with higher purity orders (see red edges). In contrast,
strategy (b) constructs a tour with a higher overall purity level. For solving instances of the same
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type during training, the tour lengths obtained by strategies (a) and (b) may not differ significantly.
However, when generalized to other instances, myopic strategies like (a), which result in poor purity
in the later stages, are more likely to lead to tours of lower quality.

Inspired by supermodularity, we design purity weights to assess the potential purity of states at
each time step for future decision under different policies. We constructed a Purity Availability
metric with supermodular properties to measure the purity potential of the unvisited vertex set. On
one hand, since Purity Availability represents the average minimum available purity order, higher
values indicate that the state will not be able to generate highly pure structures in the future. For
example, in the figure above, the Purity Availability of strategies (a) and (b) at the current state
are 1 and 0, respectively. It means that policy (b) possess ability to construct purer structures in
the future. On the other hand, constrained by the necessity to select nodes only from the unvisited
vertex set, later decision stages often lead to states that are unfavorable for generalization and difficult
to distinguish under tour length metrics. Due to supermodularity, the marginal benefit of Purity
Availability, ¢(Uy;) — &(Us—1), is greater at later stages, making the purity measure in the later
decision phases more significant. Inspired by supermodularity, we designed the purity cost based
on the marginal benefit of state and the purity order of the actions. Furthermore, we designed purity
weights based on the concept of future discounting to comprehensively assess the future purity
potential of intermediate states during policy transitions.

Through analysis of upper and lower bounds and experimental analysis, PUPO encourages the
exploration of higher-quality states under the purity measure. First, we present a pair of upper
and lower bounds for Eq. (12). Since W; > 1, the following inequality holds:

N
Epy(ri2) | L(T) ZVIOgPO(Tt‘letfla X)}

t=2

N
<Epy(rx) | L(T) Z WiV log pg(7e|T1:0-1, X)]

t=2

N N
<Ep,(rx) | L(T) <Z Wt> Z V log pg(7¢|71:0-1, X)] .
L t=2 =2

The left-hand side of the inequality represents the original policy gradient with tour length as the
N
reward, while the right-hand side represents the policy gradient with [ >~ W; | L(7) as the reward.
=2
In this reward, the purity weights act as multiplicative factors on the tour length. It means that the
overall purity of the tour is also incorporated into the reward information. The policy gradient of
PUPO lies between the two, applying each W, to the logarithm of action probabilities at each time
step. This more subtle approach encourages the exploration of strategies that can transition to states
with higher quality under the purity measure.

M Numerical Result on Two Classical Solvers

We also conduct experiments on two classical neural solvers POMO and PF. Table[9] show the results
on random dataset of TSP. It can be observed that PUPO training enhances the performance of four
classical models across nearly all instance types. In particular, AM-100 and PF-100 demonstrate
superior performance across all distributions and scales compared to those trained with the vanilla.
Table [10] also shows the results on TSPLIB, and Table [T1] shows the result on random dataset of
CVREP. It can be observed that for CVRP, PUPO training enhances the performance more significantly.
Although PUPO also enhanced the generalizability of AM and PF, their global perception and
decision modules remain vulnerable, resulting in larger performance gaps as the scale increases. This
observation abstracts us to focus on developing network architectures that incorporate Purity Law in
future work.
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Table 9: The experimental results of average gap (%) on the randomly generated dataset with different
distributions and scales of TSP after training two classical model using both the vanilla and PUPO
methods, where bold formatting represents superior results.

POMO-50 POMO-100 PE-50 PF-100
Instances | Vanilla PUPO | Vanilla PUPO || Vanilla PUPO | Vanilla PUPO
U-100 5.21 5.35 5.07 4.61 4.16 4.31 3.64 3.39
U-1000 35.51 34.01 31.23  30.16 41.00 39.10 30.57 29.93
U-5000 67.99  65.12 80.64 68.42 113.55 104.09 | 80.59 77.53
C-100 7.75 8.03 7.66 6.07 7.67 7.71 7.24 6.90
C-1000 41.14  39.82 37.99  33.84 51.04 49.58 47.50 44.11
C-5000 77.78 7593 | 7637  70.03 137.51 131.61 | 137.15 121.79
E-100 5.01 5.18 5.04 4.71 4.98 5.12 4.74 4.65
E-1000 3557  35.07 32,97  30.20 46.04 45.34 41.60 37.73
E-5000 71.95  66.66 | 74.55 66.33 133.99 129.02 | 120.96 110.16
I-100 5.02 5.17 5.12 4.64 4.71 491 4.49 4.35
1-1000 3738 37.12 3244 3094 46.54 44.83 36.11 34.47
1-5000 78.57 74.05 72.87  66.58 151.37 138.71 | 120.67 103.74

Table 10: Performance of average gap (%) on TSPLIB after training two classical model using both
the vanilla and PUPO methods.

POMO-50 POMO-100 PF-50 PF-100
Vanilla PUPO | Vanilla PUPO || Vanilla PUPO | Vanilla PUPO
1~100 5.82 5.17 4.98 4.48 7.42 8.37 7.82 7.16

101~1000 17.39  16.14 | 14.12  12.17 2596 2477 | 2337  22.68
1001~5000 | 48.41 46.48 | 43.33  40.46 75.57 7258 | 66.05  60.86

Table 11: The experimental results of average gap (%) on the randomly generated dataset with
different distributions and scales of CVRP after training POMO model using both the vanilla and
PUPO methods, where bold formatting represents superior results.

POMO-50 POMO-100
Instance | Vanilla PUPO | Vanilla PUPO
U-50 4.6 5.704 6.146 6.769
U-500 16.379 14.311 | 14.843 13.383
U-5000 | 22.846 16.122 | 20.599 18.067
C-50 5.204 6.346 6.388 6.384
C-500 14997 13.21 | 12.837 12.279
C-5000 | 15.803 11.694 | 13.172 13.376
E-50 4.624 5.851 6.042 6.704
E-500 16.227 14.622 | 14.249 13.525
E-5000 | 22.761 17.148 | 21.638 17.673
1-50 4.57 5.794 6.117 6.911
1-500 15.744 14.239 | 14.033 13.16
1-5000 19.703 14.64 | 16.513 16.214

N Detailed Description of Dataset in Comparative Experiments

To ensure the adequacy of the experiments, we validate the model’s performance on two categories of
datasets. The randomly generated dataset used in this paper is the same as that in INViT [10]], which
is widely adopted to testify existing DRL approach. For TSP, it contains 16 subsets and correspond-
ing (near-)optimal solutions for TSP, including 4 distributions (uniform, clustered, explosion, and
implosion, denoted as U, C, E, I) and 4 scales (100, 1000, 5000 and 10000). For CVRP, it contains
12 subsets and corresponding (near-)optimal solutions for CVRP, including 4 distributions (uniform,
clustered, explosion, and implosion, denoted as U, C, E, I) and 3 scales (50, 500 and 5000).
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The real-world dataset we used is TSPLIB and CVRPLIB. TSPLIB is a well-known TSP library [39]]
that contains 100 instances with various nodes distributions and their optimal solutions. These
instances come from practical applications with scale ranging from 14 to 85,900. In our experiment,
we consider all instances with no more than 10000 nodes. For CVRP, we include all instances in
CVRPLIB Set-X [40], containing 100 instances varying in scale from 100 to 1000.

O Detailed of the Learning Rates of Models

Specifically, for TSP, the learning rates are set to 0.0001, 0.00015, 0.0001, 0.00017, 0.0001, 0.00012,
0.00011, 0.00012 for POMO-50, POMO-100, PF-50, PF-100, ELG-50, ELG-100, INViT-50, and
INVIT-100, respectively. For CVRP, the learning rates are set to 0.0001, 0.00006, 0.0001, 0.0001,
0.00005, 0.0001 for POMO-50, POMO-100, ELG-50, ELG-100, INViT-50, and INViT-100.

P Detailed Experimental Result

Table [I2] shows the training time per epoch with different methods. We can see that the training time
of PUPO does not increase significantly owing to the tensorizable computation.

Table 12: The numerical results of training time (minutes) per epoch during different training.

| POMO-50 POMO-100 INViT-50 INViT-100

Vanilla 3.05 4.49 7.72 15.75
PUPO 5.95 14.20 11.598 21.40

The experimental results of the specific tour length is presented in Table Table|14]illustrates the
solving time of Vanilla-trained and PUPO-trained models on randomly generated dataset. Following
the table, it can be observed that there is almost no difference between Vanilla and PUPO. The
numerical results of purity metrics for all models are presented in Table [I5] Following the table,
PUPO-trained models possess the ability to generate solutions with more outstanding purity. Detailed
results of ELG and INVIiT are provided in Table[T6]to Table [27]

Table 13: The length of tours generated from each model after different training on randomly
generated dataset of TSP.

|  POMO-50 POMO-100 | PF-50 PF-100 \ INVIT-50 INViIT-100

Vanilla PUPO Vanilla PUPO | Vanilla PUPO Vanilla PUPO | Vanilla PUPO Vanilla PUPO
Uniform 100 8.28 8.29 8.27 8.23 8.19 8.21 8.15 8.13 8.03 8.04 8.07 8.05
1000 | 3147 31.12 3047 3022 | 3274 3230 3032 30.17 | 2491 2488 2494 24.67
5000 | 8575 8428 9220 8597 | 109.00 104.18 92.18 90.62 | 55.85 55.69 5584 55.15
10000 - - - - - - - - 79.07 7888 7879  77.87
Clustered 100 5.72 5.73 571 5.63 571 571 5.68 5.67 5.46 5.46 5.50 5.48
1000 19.82  19.65 1939 18.80 | 21.26  21.05 20.78 2030 | 1525 1519 1524 15.07
5000 | 53.06 5250 52.64 50.77 | 70.86 69.10 70.71  66.13 | 32.79 32.66 32773  32.39
10000 - - - - - - - - 4488 4458 4472 4417
Explosion 100 6.86 6.87 6.86 6.83 6.86 6.87 6.84 6.83 6.67 6.66 6.70 6.68
1000 | 21.90 21.84 2147 21.03 | 2350 2336 2272 2210 | 17.67 17.60 17.67 17.53
5000 | 57.30 5581 58.14 5562 | 77.35 7530 7257 69.02 | 37.52 3728 3723 36.88
10000 - - - - - - - - 4328  43.05 43.18 42.66
Implosion 100 7.48 7.49 7.48 7.45 7.45 7.47 743 7.42 7.29 7.29 7.32 7.30
1000 | 27.61 27.57 2663 2633 | 2939 29.04 2728 2695 | 21.64 21.63 21.69 21.51
5000 | 72.59 7124 7128 6846 | 100.18 95.14  86.94 8027 | 4496 4483 4505 44.78
10000 - - - - - - - - 7224 71779 72,17 7118
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Table 14: The solving time for each model with different training methods on randomly generated

dataset of TSP.
\ POMO-50 POMO-100 \ PF-50 PF-100 INVIiT-50 INVIT-100

Vanilla PUPO Vanilla PUPO | Vanilla PUPO Vanilla PUPO | Vanilla PUPO Vanilla PUPO

U-100 0.20 0.22 0.21 0.22 2.02 1.97 1.00 1.02 0.85 0.80 1.07 0.91
U-1000 2.35 2.34 241 2.40 23.67 24.08 13.57 14.18 13.24 12.88 17.83 17.34
U-5000 19.68 19.10  20.00  19.57 | 246.65 246.12 205.14 204.15 | 91.20 89.44  120.07 119.87
U-10000 - - - - - - - - 22499 223.69 288.44 287.11
C-100 0.21 0.21 0.21 0.21 2.08 2.13 0.97 0.98 0.84 0.80 1.04 1.17
C-1000 2.35 2.35 2.44 243 25.28 26.11 14.05 15.28 13.00 12.77 17.57 16.56
C-5000 19.16 1938 1999  19.35 | 275.68 27449 21236 211.68 | 89.48 88.23 118.63 117.31
C-10000 - - - - - - - - 22247 22232 288.67 288.90
E-100 0.21 0.21 0.20 0.22 2.18 2.17 0.97 1.09 0.82 0.83 1.05 0.94
E-1000 2.38 2.36 2.46 2.40 2544 2453 13.94 13.82 12.94 13.05 17.70 17.98
E-5000 19.30  18.67 1998  19.57 | 411.08 411.22 213.01 212.39 | 89.58 89.93 11893 118.34
E-10000 - - - - - - - - 223.24 223.03 288.86 288.32

1-100 0.21 0.20 0.21 0.21 3.02 2.89 1.00 0.97 0.83 0.79 1.05 1.01
1-1000 2.37 2.45 245 2.45 20.84  21.01 14.08 13.99 12.91 12.73 17.60 17.31
1-5000 19.95 19.28  19.84  19.30 | 44575 444.87 186.14 186.05 | 89.92 88.30 118.87 118.69
1-10000 - - - - - - - - 222.56 221.72  289.39 290.99

Table 15: The numerical results of purity evaluation for three models on TSP after different training.

POMO-50 POMO-100
Vanilla Vanilla
Prop-0 (%) APO (all) APO (non-0) Prop-0 (%) APO (all) APO (non-0) | Prop-0 (%) APO (all) APO (non-0) Prop-0(%) APO (all) APO (non-0)
U-100 75.65% 0.15 111 75.29% 0.15 111 76.81% 0.15 112 79.48% 0.14 1.17
U-1000 62.51% 0.64 1.98 64.32% 0.62 1.92 65.67% 0.52 175 67.70% 0.52 1.76
U-5000 24.91% 1.36 2.97 26.39% 1.33 3.05 24.54% 1.50 3.03 26.64% 123 2.74
U-10000 - - - - - - - - - - - -
C-100 70.66% 0.23 1.26 70.13% 0.24 1.28 72.34% 0.24 1.30 75.35% 0.20 1.28
C-1000 59.13% 0.85 2.30 58.29% 0.80 2.19 61.18% 0.77 2.17 62.52% 0.66 1.97
C-5000 23.65% 1.93 3.88 23% 1.64 333 23.58% 1.64 331 24.76% 1.48 3.05
C-10000 - - - - - - - - - - - -
E-100 73.72% 0.17 1.15 74.35% 0.17 1.14 75.24% 0.17 1.17 77.77% 0.17 1.22
E-1000 62.92% 0.69 2.03 61.35% 0.67 2.03 63.32% 0.62 1.89 65.58% 0.57 1.84
E-5000 25.09% 1.53 327 23.99% 1.41 3.06 24.20% 1.55 3.13 26.04% 1.30 2.82
E-10000 - - - - - - - - - - - -
1-100 72.97% 0.19 1.20 73.50% 0.19 119 74.80% 0.19 123 77.27% 0.18 1.26
1-1000 61.52% 0.77 222 60.27% 0.77 2.20 64.14% 0.65 2.01 65.01% 0.62 1.95
1-5000 24.05% 1.93 3.83 23.70% 1.69 341 24.12% 1.65 3.33 25.30% 1.46 3.07
1-10000 - - - - - - - - - - - -
PF-50 PF-100
Vanilla PUPO Vanilla PUPO
Prop-0 (%) APO (all) APO (non-0) Prop-0 (%) APO (all) APO (non-0) ‘ Prop-0 (%) APO (all) APO (non-0) Prop-0 (%) APO (all) APO (non-0)
U-100 77.46% 0.14 1.09 71.571% 0.15 1.10 80.07% 0.12 1.08 80.31% 0.12 1.08
U-1000 59.68% 0.74 2.00 60.73% 0.70 1.94 65.66% 0.56 1.78 66.06% 0.54 175
U-5000 18.66% 2.36 3.92 20.04% 2.14 3.65 23.09% 1.56 294 23.60% 1.49 2.92
U-10000 - - - - - - - - - - - -
C-100 71.41% 0.24 1.27 71.53% 0.25 1.29 72.49% 0.24 1.29 73.64% 0.23 1.28
C-1000 52.39% 1.21 2.67 52.53% 1.17 2.60 54.38% 1.09 2.54 56.51% 0.97 2.37
C-5000 15.08% 4.52 6.54 15.42% 4.06 5.95 16.08% 4.20 6.31 18% 3.13 4.93
C-10000 - - - - - - - - - - - -
E-100 74.92% 0.19 1.16 74.82% 0.18 1.17 76.63% 0.17 1.17 77.34% 0.16 1.16
E-1000 55.35% 0.98 2.33 55.95% 0.98 2.34 57.53% 0.89 221 59.66% 0.81 2.12
E-5000 16.05% 3.52 5.18 16.64% 3.39 5.10 17.60% 3.01 4.62 18.77% 2.73 4.40
E-10000 - - - - - - - - - - - -
1-100 73.76% 0.24 1.30 73.68% 0.24 1.28 75.671% 0.22 1.29 76.24% 0.22 1.29
1-1000 54.17% 1.40 3.09 55.04% 1.42 3.15 59.29% 1.14 2.79 60.07% 1.13 2.81
1-5000 15.18% 8.14 10.81 15.90% 8.46 11.59 17.79% 7.46 10.38 18.88% 6.02 8.88
1-10000 - - - - - - - - - - - -
INVIiT-50 INVIT-100
Vanilla Vanilla
Prop-0 (%) APO (all) APO (non-0) Prop-0 (%) APO (all) APO (non-0) ‘ Prop-0 (%) APO (all) APO (non-0) Prop-0 (%) APO (all) APO (non-0)
U-100 81.52% 0.10 1.05 0.82 0.10 1.04 80.95% 0.11 1.07 0.82 0.10 1.05
U-1000 86% 0.16 1.37 0.86 0.15 1.33 85.80% 0.17 143 0.87 0.14 133
U-5000 43.52% 0.18 1.56 0.44 0.17 1.05 43.38% 0.20 1.61 0.44 0.17 1.48
U-10000 87.39% 0.18 1.55 0.88 0.17 1.50 87.32% 0.20 1.65 0.88 0.16 1.47
C-100 79.78% 0.14 1.18 0.80 0.13 1.17 79.26% 0.16 1.26 0.80 0.14 1.19
C-1000 86.02% 0.22 1.88 0.86 0.19 1.63 85.56% 0.23 1.83 0.87 0.18 1.61
C-5000 43.72% 0.20 1.61 0.44 0.18 1.55 43.32% 0.27 2.20 0.44 0.17 1.52
C-10000 87.40% 0.84 6.91 0.88 0.88 7.34 87.15% 0.71 5.74 0.88 0.87 7.77
E-100 80.56% 0.12 111 0.81 0.12 111 80.09% 0.13 1.15 0.81 0.12 111
E-1000 85.42% 0.30 2.34 0.86 0.28 223 85.09% 0.30 233 0.86 0.26 2.16
E-5000 43.54% 0.42 347 0.44 0.48 4.07 43.40% 0.53 4.33 0.44 0.43 373
E-10000 87% 0.95 7.68 0.87 1.03 8.38 87% 0.97 7.58 0.88 0.88 7.57
1-100 79.98% 0.12 1.12 0.80 0.12 1.12 79.77% 0.14 1.17 0.80 0.13 1.13
1-1000 85.69% 0.19 1.54 0.86 0.18 1.54 85.39% 0.21 1.64 0.86 0.18 1.55
1-5000 43.39% 0.23 1.88 0.44 0.22 1.81 43.33% 0.24 1.92 0.44 0.19 1.66
1-10000 87.34% 0.30 2.47 0.88 0.29 2.39 87.16% 0.27 2.18 0.88 0.30 2.62
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Table 16: Detailed results of ELG-TSP-50 [Vanilla] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.167 8.385 6.599 1.095 13.377 0.019
U-500 1.638 28.051 20.805 16.915 25.198 0.017
U-5000 21.006 67.121 31.496 30.52 32.456 0.009
C-50 0.17 5.838 10.047 3.552 20.179 0.03
C-500 2.027 17.867 27.142 19.898 34.527 0.034
C-5000 19.721 41.468 38.888 35.129 42.994 0.03
E-50 0.169 6.97 6.848 1.456 19.511 0.024
E-500 2.079 20.064 24.554 17.191 32.079 0.036
E-5000 19.915 45.129 35.672 32.112 42.508 0.045
I-50 0.167 7.591 6.655 1.143 14.219 0.021
1-500 1.96 24.401 21.303 17.254 25.035 0.02
1-5000 19.832 53.693 30.403 28.01 32.592 0.018
Table 17: Detailed results of ELG-TSP-50 [PUPO] on random dataset.
Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.163 8.425 7.102 0.73 13.637 0.018
U-500 1.667 27.742 19.474 15.497 22.476 0.015
U-5000 21.34 64.744 26.84 24.991 28.767 0.015
C-50 0.169 5.783 8.982 2.337 17.056 0.026
C-500 2.012 17.461 24.132 18.047 29.298 0.024
C-5000 19.84 40.475 35.625 34.174 38.202 0.016
E-50 0.171 6.996 7.234 0.849 15.83 0.022
E-500 2.139 19.941 23.767 18.862 30.275 0.032
E-5000 19.73 42.989 28.882 26.586 32.44 0.022
I-50 0.172 7.629 7.233 1.79 19.087 0.023
1-500 2 24.238 20.544 16.96 25.203 0.019
1-5000 19.781 52.342 27.644 25.039 30.885 0.021
Table 18: Detailed results of ELG-TSP-100 [Vanilla] on random dataset.
Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.17 8.327 5.859 1.414 10.455 0.017
U-500 1.714 27.389 17.954 15.157 21.448 0.016
U-5000 21.802 65.96 29.223 27.378 30.284 0.011
C-50 0.18 5.912 11.495 35 33.416 0.041
C-500 2.135 17.842 27.057 17.086 53.627 0.059
C-5000 20.303 41.904 40.44 35.008 53.044 0.073
E-50 0.177 6.991 7.277 1.466 32.814 0.037
E-500 2.164 19.952 24.007 15.306 34.444 0.046
E-5000 20.288 44711 34.771 28.244 53.191 0.104
I-50 0.181 7.582 6.639 1.27 53.637 0.037
1-500 2.129 23.869 18.621 13.569 23.293 0.021
1-5000 20.454 53.499 30.701 28.03 37.713 0.04
Table 19: Detailed results of ELG-TSP-100 [PUPO] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.169 8.416 6.394 1.544 11.726 0.018
U-500 1.642 27.513 18.491 15.788 21.281 0.013
U-5000 21.291 63.176 23.769 22.484 24.722 0.008
C-50 0.168 5.803 9.374 3.302 19.165 0.027
C-500 2.028 17.033 21.131 15.879 26.933 0.022
C-5000 19.813 38.576 29.285 27.614 30.616 0.011
E-50 0.17 6.993 7.188 1.913 15.156 0.022
E-500 2.094 19.599 21.568 16.944 27.233 0.025
E-5000 19.835 42.083 26.262 23.14 29.791 0.025
I-50 0.171 7.657 7.602 1.684 16.868 0.023
1-500 1.978 24.035 19.515 14.306 23.205 0.017
1-5000 19.735 51.01 24.636 21.293 28.75 0.031
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Table 20: Detailed results of ELG-VRP-50 [Vanilla] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std

U-50 0.182 10.597 7.446 2.438 15.163 0.024
U-500 1.702 79.532 15.478 10.783 20.443 0.027
U-5000 41.938 729.196 22.753 12.2 31.278 0.069
C-50 0.192 9.228 7.451 1.417 19.272 0.032
C-500 1.788 64.274 16.468 10.468 25.644 0.035
C-5000 31.429 681.954 20.448 14.562 29.403 0.063
E-50 0.189 9.461 7.577 1.767 16.394 0.026
E-500 1.783 60.506 15.855 11.473 26.178 0.032
E-5000 31.684 437.246 27.103 15.508 48.303 0.126
I-50 0.191 10.086 7.766 1.961 19.897 0.028
1-500 1.797 73.173 15.762 10.151 22.652 0.03
1-5000 31.711 700.698 19.427 15.743 28.109 0.051

Table 21: Detailed results of ELG-VRP-50 [PUPO] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std

U-50 0.186 10.665 8.15 2.483 21.006 0.027
U-500 1.694 76.488 10.968 8.122 15.112 0.016
U-5000 31.128 647.568 8.312 7.469 10.66 0.013

C-50 0.189 9.21 7.275 1.289 20.119 0.029
C-500 1.759 60.866 10.214 6.542 15.321 0.02
C-5000 30.684 615.111 8.72 4.76 16.811 0.048

E-50 0.189 9.513 8.132 2.725 17.49 0.027
E-500 1.748 58.13 11.117 8.009 17.598 0.02
E-5000 30.737 373.572 8.516 6.827 11.048 0.018

I-50 0.187 10.127 8.22 2.307 17.804 0.028

1-500 1.767 70.051 10.83 7.665 14.91 0.016
1-5000 30.623 629.346 7.046 4.803 9.885 0.021

Table 22: Detailed results of ELG-VRP-100 [Vanilla] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std

U-50 0.195 10.685 8.315 1.049 19.544 0.028
U-500 1.843 75.079 8.907 6.067 13.065 0.015
U-5000 33.265 631.606 5.969 4.003 8.587 0.018
C-50 0.199 9.22 7.395 1.519 21.493 0.032
C-500 1.856 60.128 8.818 4.944 13.067 0.018
C-5000 31.53 609.493 7.103 5912 8.039 0.01
E-50 0.2 9.547 8.566 2.14 23.925 0.031
E-500 1.865 57.156 9.322 7.064 15.291 0.019
E-5000 31.831 372.201 8.259 6.408 9.693 0.013
I-50 0.201 10.144 8.344 1.643 20.51 0.031
1-500 1.888 68.729 8.97 5.076 14.439 0.017
1-5000 31.839 622.795 6.013 5.351 6.99 0.007

Table 23: Detailed results of ELG-VRP-100 [PUPO] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std

U-50 0.178 10.811 9.093 2.543 22.455 0.031
U-500 1.673 75.034 8.842 6.207 11.874 0.015
U-5000 31.197 626.848 5.142 3.314 7.476 0.016
C-50 0.189 9.359 8.047 1.617 23.159 0.038
C-500 1.757 59.604 7.92 5.273 13.105 0.015
C-5000 30.857 597.049 5.434 2.846 6.627 0.016
E-50 0.19 9.647 9.148 1.991 23.308 0.034
E-500 1.757 56.838 8.676 6.645 12.068 0.015
E-5000 30.796 365.526 6.33 4.875 7.202 0.009
I-50 0.189 10.262 8.673 1.927 23.732 0.036
1-500 1.758 68.808 8.833 6.697 14.897 0.014
1-5000 30911 617.372 5.237 3.594 6.488 0.011
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Table 24: Detailed results of INVIT-VRP-50 [Vanilla] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.836 10.286 4251 0.544 8.944 0.016
U-500 8.903 76.366 10.747 9.049 13.794 0.012
U-5000 137.071 654.376 9.672 8.218 10.969 0.01
C-50 0.74 8.978 4.5 0.718 15.507 0.024
C-500 8.035 60.676 9.786 7.865 11.631 0.008
C-5000 131.165 615.721 8.492 7.421 9.728 0.011
E-50 0.769 9.199 4.555 0.296 11.336 0.018
E-500 8.044 57.801 10.475 7.92 15.046 0.015
E-5000 131.003 376.968 9.641 8.73 10.735 0.009
I-50 0.743 9.775 4.408 0.427 12.283 0.019
1-500 7.756 69.659 10.148 7.872 12.083 0.01
1-5000 128.097 635.588 8.229 7.275 9.21 0.008
Table 25: Detailed results of INVIT-VRP-50 [PUPO] on random dataset.
Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.797 10.329 4.584 0.572 9.606 0.016
U-500 7.909 75.738 9.828 7.848 12.912 0.011
U-5000 128.458 639.748 7.256 6.153 9.235 0.012
C-50 0.789 9.008 4.841 0.553 15.779 0.025
C-500 7.947 60.189 8.926 7.654 11.551 0.009
C-5000 127.466 608.262 7.072 6.281 7.985 0.007
E-50 0.795 9.233 4.943 0.531 10.928 0.019
E-500 8.012 57.44 9.819 7.607 14.179 0.014
E-5000 132.614 370.181 7.705 6.471 9.107 0.012
I-50 0.846 9.819 4.872 0.481 14.009 0.02
1-500 8.1 69.219 9.49 7.007 12.117 0.012
1-5000 130.251 627.491 6.873 6.444 7.233 0.003
Table 26: Detailed results of INVIT-VRP-100 [Vanilla] on random dataset.
Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.778 10.319 475 0.235 10.179 0.017
U-500 7.906 75.658 9.672 8.112 11.936 0.009
U-5000 130.972 643.717 7.896 6.829 9.479 0.01
C-50 0.77 8.989 4.639 1.182 15.259 0.024
C-500 7.903 60.362 9.223 7.537 11.981 0.009
C-5000 126.556 611.67 7.655 7.229 7.876 0.003
E-50 0.777 9.227 4.878 0.587 11.05 0.019
E-500 7.915 57.486 9.82 7.829 12.352 0.01
E-5000 127.763 372.908 8.472 7.441 9.643 0.01
I-50 0.779 9.81 4.782 0.707 13.409 0.021
1-500 7.941 69.15 9.336 7.609 11.371 0.009
1-5000 127.558 630.358 7.353 6.908 7.836 0.004
Table 27: Detailed results of INVIT-VRP-100 [PUPO] on random dataset.

Instance | Mean Time (s) Mean Length Mean Gap (%) Min Gap (%) Max Gap (%) Std
U-50 0.776 10.365 5.055 0.369 9.866 0.017
U-500 7.796 74.755 8.366 7.137 10.577 0.008
U-5000 127.661 625.141 4.723 4.172 5.306 0.005
C-50 0.775 9.017 4.973 0.651 17.35 0.026
C-500 7.754 59.417 7.511 5.883 9.331 0.007
C-5000 127.345 593.798 4511 4.173 4.826 0.003
E-50 0.783 9.27 5.365 0.804 12.195 0.021
E-500 7.903 56.784 8.517 7.271 12.073 0.01
E-5000 127.504 361.641 5.165 4.653 5.629 0.004
I-50 0.793 9.856 5.283 0.473 13.671 0.021
1-500 7.891 68.487 8.276 6.14 10.157 0.008
1-5000 126.872 614.135 4.584 4223 4.953 0.003
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction can accurately reflect the
contributions and scope of our paper, and are supported by theoretical analysis or empirical
results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of the work in the section [7l
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The proof of all the theorems appeared in the main text is provided in the
Appendix [ and B}

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The procedure of our algorithm PUPO is outlined in Algorithm I} with details
provided in Appendix [J]

Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Since we have conducted extensive experiments on several environments and
implemented several algorithms, providing detailed scripts is intricate. The code will be
made available upon acceptance of the article.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In the numerical experiments section of the main text, we present a brief
introduction to experimental settings. More details about the experimental setting can be
found in Appendix [N]and [O]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have reported the variance of fitting results of the exponential function in
tab[7] And we report standard variance of gap at comparative experiments in Appendex [P|

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

31


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have reported the compute resources in the experimental settings part of
section ??.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conducted in this paper adheres to the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This article mainly focuses on theoretical analysis and algorithm design, and
does not directly involve particular applications. Therefore, it does not discuss the potential
societal impacts.

Guidelines:
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11.

12.

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societAal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

» If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work does not involve the release of models or datasets with a high risk of
misuse. Therefore, no special safeguards were required.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets and code libraries used in this work are properly cited. We give
clear credit to the original authors and fully comply with their license terms (e.g., MIT,
CC-BY).

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.
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14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing experiments or research involving
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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