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Abstract

Ensembling neural machine translation (NMT)
models to produce higher-quality translations
than the L individual models has been exten-
sively studied. Recent methods typically em-
ploy a candidate selection block (CSB) and an
encoder-decoder fusion block (FB), requiring
inference across all candidate models, leading
to significant computational overhead, gener-
ally Ω(L). This paper introduces SmartGen,
a reinforcement learning (RL)-based strategy
that improves the CSB by selecting a small,
fixed number of candidates and identifying op-
timal groups to pass to the fusion block for
each input sentence. Furthermore, previously,
the CSB and FB were trained independently,
leading to suboptimal NMT performance. Our
DQN-based SmartGen addresses this by using
feedback from the FB block as a reward during
training. We also resolve a key issue in ear-
lier methods, where candidates were passed to
the FB without modification, by introducing a
Competitive Correction Block (CCB). Finally,
we validate our approach with extensive exper-
iments on English-Hindi translation tasks in
both directions.

1 Introduction

Recent advancements in machine translation have
led to the availability of various open-source neural
machine translation (NMT) models and general-
purpose Large Language Models (LLMs) capable
of translation tasks. However, the performance of
these models depends on the model size and the
quality of the pre-training data. As a result, ensem-
bling methods have become essential for achieving
state-of-the-art performance when low-parameter
models are the only viable option due to resource
constraints.

While traditional ensembling methods often rely
on static weight sharing between models, these
methods are now replaced by more dynamic ap-
proaches that adjust the weights of the compo-

Figure 1: (a)The general strategy of ensembling MT
systems, comprising of a candidate selection block fol-
lowed by a fusion block, (b) Modified approach in this
work.

nent models depending on the specific source sen-
tence and the quality of each candidate transla-
tion produced. A common approach to ensemble
LLMs/MT models is depicted in Figure 1; it com-
prises a candidate selection block (CSB) that se-
lects a subset of candidate translations, potentially
followed by a fusion block (FB), which is com-
monly an encoder-decoder network that combines
the input to produce a (usually) better output trans-
lation.

These approaches, however, require the source
sentence x to be translated by each of the L candi-
date models in the first stage, which the CSB then
takes as input. This significantly increases the time
complexity of the ensembling process, making it
a major drawback, particularly when the inference
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cost of LLMs is a fundamental challenge (Li et al.,
2024; Yuan et al., 2024; Cai et al., 2024). Addition-
ally, our extensive experiments reveal that current
CSB strategies are suboptimal in selecting the best
candidates to pass to the FB (discussed in detail in
Sec.2.2). This motivates us to address the need for
an ensembling method that improves the quality of
translations and deals with the high computational
cost associated with traditional approaches. Specif-
ically, we aim to design a strategy that delivers
superior performance compared to state-of-the-art
methods while reducing the inference time.

Thus, in this paper, we frame the candidate se-
lection task as a reinforcement learning problem
and employ a Deep Q-Network (DQN) block that
efficiently identifies the group of optimal candidate
translations (actions) for every source input sen-
tence (state). Further, through experimental anal-
ysis, we identify that the overall performance of
recent ensembling approaches is often limited by
the worst-performing candidate in the system. To
address this, we introduce a strategic candidate im-
provement method, which significantly enhances
the performance of the fusion block.

Furthermore, the recent work of Lu et al. (2023)
addresses the inference cost issue in current en-
sembling methods. However, their approach is a
selection-based ensembling, while we focus on
generation-based ensembling with the anticipation
that the selected candidates can be further modified
to produce potentially better translations. Our key
contributions can be summarized as follows:

• We introduce SmartGen, a novel strategy that
leverages DQN to dynamically select a subset
of candidate MT models based on the source
sentence, which are then fused in the next step.
This approach significantly reduces the inference
time of the ensembling method by only inferring
from a subset of MT models (Figure 4).

• To enhance translation quality further, we pro-
pose a correction strategy (Sec. 3.2) that se-
lectively improves candidates using rejected
ones. This combined methodology, referred to as
SmartGen++, achieves significant performance
gains with a modest increase in inference cost.

• We demonstrate the effectiveness of the pro-
posed strategy through extensive experiments on
English-to-Hindi and Hindi-to-English transla-
tion tasks, using four publicly available datasets

and a private datasets, evaluated across multiple
metrics.

2 Background and Motivation

2.1 Previous Work

Ensemble Learning and Ranking: Ensemble
learning is a widely used technique that combines
the strengths of individual models to produce im-
proved outputs (Sagi and Rokach, 2018; Jia et al.,
2024). With the recent advancements in large lan-
guage models, ensemble learning has become in-
strumental in employing multiple experts to tackle
complex tasks based on their respective expertise
(Guo et al., 2024). Studies have shown that en-
sembling can be achieved through model weights
(Wan et al., 2024; Goddard et al., 2024) or by com-
bining model outputs. In this context, the recent
mixture of experts (MoE) approach has emerged
as an effective technique for significantly boost-
ing performance by merging outputs from multiple
expert models (Artetxe et al., 2022).

Recent research introduces various selection
methods prior to the fusion step, selecting only
the best candidates from the experts for fusion. Sig-
nificant work has been carried out in the field of
summarization using different techniques such as
training reranking models based on metrics (Ravaut
et al., 2023), employing contrastive learning for ef-
fective ranking (Liu and Liu, 2021), and using pair-
wise ranking to compare candidates (Jiang et al.,
2023). However, there has been limited exploration
of such methods in the task of machine translation
(Hoang et al., 2024a). Moreover, existing work
does not establish a clear connection between the
top-ranked candidates and the final fusion output,
as discussed in detail in Sec. 2.2.
LLM Refinement: As a result of continuous ad-
vancements in LLMs, their reasoning capabilities
have significantly improved. This has prompted
studies on enhancing performance through various
strategic self-correction methods (Pan et al., 2023).
Previous research has investigated self-scoring and
self-correction techniques across various domains
(Liu et al., 2023; Madaan et al., 2023), along with
the development of automated feedback systems
(Xu et al., 2023). In the context of NMT sys-
tems, common approaches include improvements
through several iterations (Chen et al., 2024) and
post-editing strategies for correcting translations
(Raunak et al., 2023). However, self-improvements
in selected candidates in ensembling are yet to be
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explored, as discussed in detail in 3.2.
RL for Ensembling and Model Selection: Sev-
eral notable works have employed reinforcement
learning (RL), particularly multi-armed bandits, for
model selection across various domains. Applica-
tions include load forecasting (Feng and Zhang,
2018), wind-speed prediction (Kosana et al., 2022),
airline pricing (Shukla et al., 2019), and the de-
velopment of online and scalable model selection
strategies (Xie et al., 2021), among others.

2.2 Motivation
Motivation for DQN Block: As discussed, the
tried and tested approach to combine an ensemble
of candidate translations to produce higher qual-
ity translations is by first comparing the candidate
translations and scoring them, before passing the
top K candidates to an encoder-decoder block for
fusion. However, this approach to handling output
translations (y1, y2, . . . , yL) is suboptimal, as the
selection module is trained independently of the
fusion block (Hoang et al., 2024b). Specifically,
the chosen candidates may perform very well indi-
vidually, however, they may not be the best choice
for the fusion block to produce the best results ef-
fectively.

To test our assumption, we conducted an exper-
iment using a pool of 8 MT systems for English-
to-Hindi translation. Then for every sentence in
a chosen test set, we observe by brute force the
optimal triplet (yn1 , yn2 , yn3) of candidate trans-
lations (we choose K = 3 here, in line with the
choice in Jiang et al. (2023)) which leads to achiev-
ing the best performance (in terms of BLEU score)
when passed through the fusion block. In Figure 2,
we compare the number of times various SOTA
ensembling methods select a specific triplet with
the brute-force strategy described earlier, which
determines the optimal triplet every time. The plot
demonstrates that for different sentences in the test
sets, different triplets yield optimal performance,
with no clear preference for any particular subset
across all source sentences. In contrast, SOTA al-
gorithms tend to favor certain triplets, leading to a
gap between the achieved and the achievable per-
formance.

We instead opt to choose a dynamic strategy,
in that it explores the available action space for
possibly better candidate groups. We, therefore,
choose a DQN for action selection strategy and
train it with the help of the reward obtained from
the final translation obtained from the fusion block,

instead of treating it independently.
Motivation for the Competitive Correction
Block: Another crucial observation that we make
is that the performance of the fusion block is lim-
ited by and degrades with the ‘worst’ input can-
didate translation. To verify this, we perform an
experiment where 1) we pass the ‘reference‘ (actual
translation) sentence to the fusion block repeatedly
K times, and compare it with 2) reference transla-
tion + top (K − 1) translations from the candidate
pool. We report the result in Table 1. This simple
experiment demonstrates that even though the se-
lection block successfully manages to pick the best
candidates from the pool, the performance of the fi-
nal translation severely degrades (BLEU decreased
by more than 17 points) depending on the ‘other’
chosen translations.

Candidates BLEU
Reference ×K 85.83

Reference + Top K − 1 BLEU candidates 68.38

Table 1: A comparison of the performance of the refer-
ence sentence repeated K times vs. reference appended
with K − 1 other candidates. The task is carried out for
English to Hindi on a subset of human translated test
set.

This limitation restricts all methods following
the usual process of ensembling (Figure 1), ie., se-
lect and fuse. To mitigate this issue, we introduce a
candidate improvement strategy, which we explain
in detail in Sec. 3.2, which aims to identify and sub-
sequently improve the weak candidate translations
from the set of selected candidates before passing
to the fusion block.

3 Proposed Methodology

In this section, we first present the problem state-
ment and define the necessary notations, followed
by the details of the proposed methodology.
Problem Statement: Given a set of L machine
translation (MT) systems (e.g., NMT systems,
LLMs), denoted as M1,M2, . . . ,ML, the objec-
tive is to translate a source sentence x into a tar-
get language such that the output sentence ŷ has
higher quality than any of the individual candidate
translations (y1, y2, . . . , yL), while minimizing the
computational overhead during inference.

The proposed methodology proceeds through
three main phases: 1) candidate translation selec-
tion via the DQN network, 2) improvement of the
selected translations with the Competitive Can-
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(a) (b)

(c) (d)

Figure 2: A comparative analysis of the distribution of the number of times candidate triplets are chosen in a)
brute-force strategy, b) Pair-Ranker (Jiang et al., 2023), (c) SimCLS (Liu and Liu, 2021), and (d) SummaRanker
(Ravaut et al., 2023)

didate Improvement (CCI) block, and 3) Fusion
of the selected candidates with standard Encoder-
Decoder (Jiang et al., 2023) block. A block dia-
gram of SmartGen(++) is shown in Figure 3. We
present details of these modules in the subsequent
sections.

3.1 Candidate Translation Selection using
DQN Block

Here, we employ a Deep Q-Network (DQN)
(Mnih et al., 2013) to select the group of trans-
lations that we pass to the fusion block. For-
mally, we model the action selection process as
a discounted Markov Decision Process (MDP)
M(S,A,P, r, γ), where S represents the state
space, consisting of all possible embedding vec-
tors of the input sentence x. The action space A is
defined as the set 1, 2, . . . , L. We select the candi-
dates T̂ := yn1 , yn2 , . . . , ynK to pass to the fusion
block by choosing arg, T opKa, Q(s, a). Further,
γ is a discount factor whose value is in the range
[0, 1). The P is a probability transition kernel,
P : S ×A → ∆S , which gives a distribution over
the next state, given the current state and the action.

We use a standard experience replay buffer
(Mnih et al., 2013) to store and resample tuples
⟨s, a, s′, r⟩ for training the DQN network, where
r : S × A → R is a function that assigns a scalar

reward based on the action taken in a given state.
To train the DQN, we use the sacreBLEU (Post,
2018) score (normalized between [0,1]) of the final
output translation ŷ generated by the fusion block.

3.2 Competitive Correction Block (CCB)
Building on the motivation from Section 2.2, we
introduce the Competitive Correction Block (CCB),
designed to selectively enhance the quality of input
translations passed to the fusion block. This strat-
egy can be applied to other ensemble approaches
that rely on a select-and-fuse mechanism, making
it of independent interest for improving final trans-
lation quality. The proposed CCB block consists
of two key components: 1) the reward model and
2) the correction block.
Reward Model (RM): To evaluate the quality of
selected candidates, we develop a Reward Model
(RM) specifically designed to align Large Lan-
guage Models (LLMs) with human preferences,
providing a nuanced reward signal. Traditional re-
ward modeling frameworks (Stiennon et al., 2022;
Ouyang et al., 2022) face limitations due to their
bias towards a single preferred response and their
inability to capture contextual relationships among
multiple similar candidates— a critical factor in
translation tasks where multiple candidates may be
very similar. To address this, we introduce a more
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Figure 3: Detailed block diagram of our proposed methodology. Here DQN+FB represents SmartGen, and
DQN+CCB+FB represents SmartGen++ as explained in text.

comprehensive training methodology that consid-
ers a set of both preferred and rejected responses
for each sample. Specifically, for each input sam-
ple x, we select four preferred responses, denoted
by P (including human preference and the top-3
BLEU candidates), with the remaining candidates
designated as rejected, denoted by R. This ap-
proach ensures a diverse, high-quality ensemble of
responses that reflects the complexity of human
preferences and the contextual relationships be-
tween candidates and reward scores. Thus, we
can write modified RM loss as:

LRM(θ) = − Ex∼D, yp∈P, yr∈R

[
log σ

(
rθ(x, yp)− rθ(x, yr)

)] (1)

where rθ(x, y) is the scalar output of the reward
model for input sample x and target candidates y
with parameters θ, yp and yr represents preferred
and rejected candidates respectively and D is the
dataset used for training. The RM block is used to
evaluate the quality of the selected candidates T̂ ,
and depending on a user-specified ‘margin’, candi-
dates are passed to the correction block, described
next.
Correction Block: The functioning of the Correc-
tion Block (CB) is outlined in Alg. 1. Specifically,
based on the reward margin between the selected
candidates, we aim to enhance their quality using
an LLM G and the set of rejected candidates from
the DQN. We anticipate that by providing candi-
date translations and their respective rewards to G,
the model can generate a new candidate, Î , that
surpasses the current reward of I and the rewards
of the candidates in [L]\T̂ . The exact prompt used
for this process is detailed in the in Figure 7

Algorithm 1: Competitive Correction
Block (CCB)
Terminologies: DQN ranked output (sorted

based on rewards): T̂ , Rewards of T̂ : R
T̂

,
Rejected Candidates by DQN: [L]\T̂ ,
threshold: τ , Enhancer LLM: G,
Candidates of
[L]\T̂ : {c1, c2, c3, ..., cL−K}, Reward of
L\T̂ : {b1, b2, ..., bL−K}

Input: G, τ , T̂ , R
T̂

, [L]\T̂
R

T̂
← {r1, r2, .., rK}

margin← {r1, r1 − r2, ..., rK−1 − rK}
for m in 2 : (K) do

if margin[m] ⩾ τ then
I ← T̂ [m]
RI ← R

T̂
[m]

Î ←
G((I,RI), {(c1:L−K , b1:L−K)}

T̂ ← T̂\I ∪ Î

Output: T̂

4 Experiments

In this section, we present the experiments con-
ducted to evaluate the effectiveness of our pro-
posed methodology, detailing the datasets, base-
lines, setup and key results.

4.1 Datasets

For our experiments, we focus primarily on
English-to-Hindi and Hindi-to-English translation
tasks, using a diverse set of open-source and pri-
vate datasets for training and evaluation. Detailed
dataset statistics can be found in the Appendix in
Table 6. The reward model was trained on a high-
quality, privately collected dataset, and evaluations
were conducted on benchmark datasets such as Flo-
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res (Goyal et al., 2021), WMT-14 (Bojar et al.,
2014), IN22-Gen, and IN22-Conv (Gala et al.,
2023a) along with entertainment-domain private
data.

4.2 Baselines

For candidate translation generation, we utilize
a combination of large language models (LLMs)
such as Llama-3-8B (AI@Meta, 2024), Gemma-
2-9B (Team, 2024), Airavata (Gala et al., 2024),
Gajendra, and state-of-the-art machine translation
models including IndicTrans2 (Gala et al., 2023b),
NLLB200 (Team et al., 2022), m2m100 (Fan et al.,
2020), and mBART (Liu et al., 2020). For reward
model training, we leverage the pre-trained Bloom-
1b7 (Scao et al., 2023). The fusion model is based
on mT5-large (Xue et al., 2021), and mdeberta-
v3-base (He et al., 2021) is used for all baseline
ranking systems. For encoding candidates during
DQN state generation, we employ XLM-RoBERTa
(Conneau et al., 2020). For GPT scoring we have
GPT-4o (OpenAI et al., 2024)

4.3 Evaluations Metrics

We use SacreBLEU (Post, 2018) as the primary
evaluation metric for our experiments. Addition-
ally, we evaluate our models using other popu-
lar machine translation metrics such as chrF++
(Popović, 2015), WMT22-Comet-DA (Rei et al.,
2020) (referred to as Comet).

4.4 Training Details

For training of the baseline rankers (SimCLS (Liu
and Liu, 2021), SummaReranker (Ravaut et al.,
2023), PairRanker (Jiang et al., 2023)), we utilized
the default setting from Jiang et al. (2023). For
DQN training, we implemented a ResNet-based
DQN (Mnih et al., 2013; He et al., 2015) as the
base model. The architecture begins with a lin-
ear layer that maps the input state dimension of
768 to a hidden dimension of 256, followed by
three residual blocks. Each residual block contains
two fully connected layers with ReLU activations
and skip connections to improve gradient flow and
model performance. The network concludes with
an output linear layer that generates Q-values for
the L possible actions. We trained the DQN us-
ing a 10% uniformly sampled subset of the dataset.
The model converged after a few episodes, each
consisting of 1,000 steps. The DQN training was
performed on 1 x NVIDIA H100 80GB GPU, with
convergence time varying between 24 to 48 hours.

Figure 4: Demonstration of Inference Time Complex-
ity/Cost among Rankers with their Ensemble LLMs
Consumption; Reflecting DQN lowest Inference cost
and better than all the baseline on 100 Uniformly Sam-
pled test-set.

For training the fusion block, we employed an mT5-
large model, instructed with the prompt: “Translate
the source text into the target language.”. The fu-
sion block was trained using a configuration of 3
x NVIDIA H100 80GB GPUs. The main hyper-
parameters used in the experiments are shown in
Table 7.

4.5 Results

In our study, we evaluate the performance of our
proposed methodologies, namely SmartGen and
SmartGen++, against a spectrum of ReRanking
baselines and individual expert systems. We also
show results in the case where we directly output
the best candidate selected by the DQN, which
we call DQN(proposed) in Table 3 and 2. This
evaluation is conducted across a range of automatic
metrics including BLEU, Comet, and chrF++. Our
analysis encompasses bidirectional translation
tasks, specifically in English and Hindi, whose
outcomes are detailed in Table 3 and 2.

SmartGen is Fast: In ranking-based ensembling
systems, two types of costs are associated, namely,
1) Ranking cost, which refers to the inference time
taken by the ranker, and 2) NMT systems inference
cost, which is the total time taken by Candidate
NMT systems to generate the translations. From
Figure 4, we observe that: 1) For Ranker Cost, Ran-
dom Selection of Candidates is the fastest, followed
by SimCLS which makes it fastest in baselines, and
then SmartGen, which demonstrates better compu-
tational time compared to other baselines such as
SummaReranker and LLM-Blender. LLM-Blender
is the slowest, taking almost 10 times longer than
any other baselines. 2) For Inference time of NMT
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Category Methods Private data IN22-Conv IN22-Gen FLORES WMT-14

BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++

LLMs / NMTs

LLaMA-3-8B 44.50 83.45 56.38 34.67 86.81 50.57 26.44 82.39 47.10 32.31 85.45 53.45 27.16 82.83 47.43
Gemma-2-9B 58.08 88.89 68.73 43.16 90.41 58.42 39.83 87.94 61.28 43.18 88.92 63.22 37.60 87.54 58.73

Gajendra 31.51 73.44 39.61 24.72 77.99 38.00 23.25 78.90 43.10 25.79 79.24 44.97 21.07 74.89 37.27
Airavata 45.53 81.66 54.32 37.03 85.30 49.88 30.42 82.39 50.24 36.05 83.74 53.93 30.71 81.24 47.80

Indictrans2 60.63 89.43 70.53 46.48 90.69 60.04 46.09 89.06 65.26 51.60 90.39 68.12 43.99 88.61 61.97
m2m100 42.15 81.77 54.42 34.16 84.54 49.09 29.47 82.84 52.35 39.24 86.28 58.73 31.53 82.26 51.59
mBART 47.17 83.98 59.87 37.19 86.81 52.52 32.95 85.78 55.96 37.90 86.65 58.42 32.58 85.05 54.05
nllb200 50.22 86.52 61.62 43.79 90.14 57.88 40.41 88.05 61.02 47.05 89.43 64.74 40.95 87.85 59.55

Analysis Random 48.88 83.89 58.67 38.90 86.73 52.70 34.46 85.27 55.10 39.93 86.49 58.42 34.73 83.99 52.63
Oracle (BLEU) 68.45 90.06 75.87 54.85 91.38 66.38 51.18 89.13 67.40 56.78 90.31 71.02 49.97 88.77 65.70

Rankers

simCLS 56.03 87.21 65.29 39.88 87.78 53.81 39.55 87.14 59.05 43.74 88.48 61.62 39.41 86.63 57.18
summaReranker 55.06 86.73 64.76 38.92 87.76 54.02 35.23 85.81 57.30 40.88 87.64 60.79 35.81 85.15 55.58

PairRanker 58.14 88.43 67.49 44.71 90.30 58.70 41.80 88.22 62.03 47.31 89.49 65.11 41.17 87.96 60.27
DQN (proposed) 61.75 89.59 70.75 45.78 90.51 59.55 43.26 88.67 63.01 48.79 89.90 66.09 42.47 88.40 60.81

Blenders
LLM-Blender 60.13 89.43 70.01 44.72 90.30 58.70 41.76 88.21 61.90 47.25 89.48 65.09 41.12 87.95 60.26

SmartGen 58.34 88.47 68.07 44.59 89.85 58.35 42.82 88.29 62.76 48.50 89.71 65.72 41.78 87.96 60.15
SmartGen++ 62.77 90.09 70.75 45.78 90.51 59.56 43.26 88.67 62.96 48.73 89.89 66.07 42.42 88.39 60.79

Table 2: Performance Metrics of Various Models Across Different Datasets in Translation from Hindi to English

Category Methods Private data IN22-Conv IN22-Gen FLORES WMT-14

BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++ BLEU COMET chrF++

LLMs / NMTs

LLaMA-3-8B 24.08 71.56 39.94 18.71 76.05 35.93 18.77 68.65 38.61 20.63 69.61 39.53 19.52 70.76 37.37
Gemma-2-9B 33.26 79.09 49.34 26.64 82.48 43.34 25.39 70.92 45.66 33.35 77.61 52.72 27.44 77.53 45.70

Gajendra 35.08 80.23 50.05 30.81 83.86 46.57 36.25 79.71 53.68 36.22 80.25 55.39 30.64 80.31 48.40
Airavata 36.68 81.73 53.12 30.72 84.23 46.74 37.83 80.51 55.23 38.12 81.32 57.63 32.15 81.37 50.00

Indictrans2 41.96 82.92 57.46 32.96 85.10 48.93 37.90 80.48 55.83 40.01 81.59 59.63 33.34 81.68 51.39
m2m100 27.34 76.14 43.79 23.75 80.57 40.29 23.86 72.79 43.80 31.81 75.92 50.90 24.67 75.93 42.87
mBART 25.84 76.00 43.36 25.82 81.30 41.42 25.10 76.53 45.94 26.64 76.51 46.30 24.94 76.91 42.81
nllb200 30.60 74.63 44.60 29.95 82.61 45.34 16.11 66.73 36.03 26.98 71.09 45.73 22.29 72.85 39.88

Analysis Random 45.42 83.30 59.41 32.22 84.60 48.07 28.86 77.81 48.85 34.33 80.08 53.75 28.02 79.70 46.35
Oracle (BLEU) 54.41 85.23 66.73 77.31 93.18 85.97 66.61 85.48 76.81 70.31 87.77 83.66 35.41 81.79 52.82

Rankers

simCLS 41.01 82.07 54.79 32.98 84.84 47.88 30.47 75.95 50.00 35.95 80.60 55.24 30.11 80.58 48.10
summaReranker 37.00 79.05 50.50 30.12 82.29 44.91 26.15 74.70 45.38 30.28 76.59 49.40 25.96 77.25 43.84

PairRanker 42.93 82.98 57.36 33.85 85.15 49.14 32.12 78.62 52.29 37.33 81.13 57.11 30.78 81.14 47.42
DQN (proposed) 42.70 82.65 57.03 30.60 83.37 46.22 33.89 77.67 51.48 36.60 80.44 55.65 30.71 79.42 47.91

Blenders
LLM-Blender 49.11 84.52 62.50 34.86 85.67 50.54 30.75 78.69 50.83 36.92 81.41 56.77 29.54 81.02 48.49

SmartGen 48.13 84.12 61.60 33.71 85.29 49.97 32.29 79.10 51.89 37.33 81.16 56.77 29.86 80.57 48.52
SmartGen++ 49.45 84.67 62.83 34.68 85.73 50.66 32.51 79.50 52.48 37.93 81.52 57.52 30.21 81.20 49.20

Table 3: Performance Metrics of Various Models Across Different Datasets in Translation from English to Hindi

systems, SmartGen takes almost 2.31 times more
faster than any of the Rankers and is also 1.26 times
faster than selecting random NMT systems, making
it the fastest among all the systems.
DQN Ranker is the best Trade-off: We judged
our approach against baselines ranking methods for
the bidirectional translation task.
Hindi to English: From Table 2 we infer that our
approach outperforms best baselines i.e PairRanker
by 4.48% on BLEU, 0.60% on Comet and by 2.10%
on chrF++, while against simCLS, we beat it by
11.40% on BLEU, 2.24% on comet and 7.83%
on chrF++, suggesting that our training objectives
were helpful.
English to Hindi: Furthermore, from Table 3 we
can infer that on average across datasets DQN
Ranker have scores of 34.9 (BLEU), 80.71 (Comet)
and 51.65 (chrF++), whereas best baseline Pair-
Rankers performance is 35.41 (BLEU), 80.80
(Comet) and 52.66 (chrF++). we can see that our
DQN ranker scores are almost comparable with
best ranker baseline and with very high computa-
tional efficiency which can be seen in the Figure 5.

Figure 5: A scatter plot showing the tradeoff of various
ensemble methods in terms of quality vs inference cost.

The ranking methods outperformed random selec-
tion, except for summaReranker, which performed
below the mark compared to baselines and even
random selection.
SmartGen is better: We test SmartGen against
LLM-Blender (Jiang et al., 2023) as it is the only
baseline that uses Fusion Block after ranking. For
English to Hindi direction SmartGen outperforms
LLM-Blender very slightly on (0.22) BLEU on an
average across all the test datasets. Moreover for
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Hindi to English we see SmartGen, outperforms
LLM-Blender by 0.21 (BLEU) and is marginally
better in terms of chrF++, on average across all
testsets.

4.6 Ablation Studies
Mitigation of BLEU score inaccuracies due to
contextual matches: The reward model reduces
misleading BLEU evaluations caused by idiomatic
expressions and cultural nuances that inadvertently
match reference translations, leading to false pos-
itives. This is further illustrated in the Figure 6,
demonstrating that how BLEU and reward com-
pares to GPT based scoring system we can infer
that our model’s ability to correct such inaccura-
cies and providing more robust rewarding systems
which can also be used to judge translation quality
as a metrics.
Reward as judge: Using reward as the judge, we
calculated the quality of our translations on Fusion-
based systems. From Table 5 we infer that the
reward for our approaches SmartGen and Smart-
Gen++ is much higher than LLM-Blender, sug-
gesting that having a training objective where the
Ranker and Fusion blocks are inter-dependent re-
sults in better final translation quality.

Figure 6: Demonstration of GPT Score vs. Reward
Score vs. BLEU on curated samples having idiomatic
expressions, cultural nuances and a mixture of colliqual
and formal translations.

Effect of Competitive Correction Block: In both
translation directions, we observed that incorpo-
rating the CCB Block resulted in improved final
translations, as evidenced by the metric scores in
Table 2 and 3, and also increased the reusability of
the generated candidates. Our experiment results
in Table 4 compare the performance of different
LLMs as the enhancer LLM G in the CCB block
(refer to Alg. 1). We present the average BLEU
score for the different LLMs in the two transla-
tion directions after utilizing them as G in the CCB
block. Our findings indicate that the CCB block

generates alternative translations that surpass the
current translation on BLEU score metrics,

LLMs Eng-Hin Hin-Eng
LLaMA-3-8B 28.85 42.29
Gajendra 29.10 42.30
Gemma-2-9B 29.27 42.30
Airavata 29.25 42.28

Table 4: Demonstration of LLMs on average enhance-
ment of candidates with CCB block compared to Smart-
Gen performance, 28.92 BLEU (English to Hindi) and
42.73 (Hindi to English)

Methods BLEU Reward
LLM-Blender 33.01 8.59
SmartGen 33.29 15.35
SmartGen++ 33.83 15.48

Table 5: Comparison of average BLEU and average
reward for translation quality judgement on overall test-
set.

Note: The CCB block, as defined, is independently
valuable. While one could use the Q-values from
the DQN block for correction block admissibility,
employing a separate reward model allows compat-
ibility with various candidate selection criteria. Ad-
ditionally, a user-defined reward model enhances
flexibility for human alignment and domain adap-
tation in the final translation.

5 Conclusion

In this paper, we identified key limitations in cur-
rent state-of-the-art ensembling methods for ma-
chine translation. We successfully framed the can-
didate selection problem as a reinforcement learn-
ing task, leveraging a Deep Q-Network (DQN)
to choose optimal candidates for fusion. This
approach reduces inference costs by using se-
lected candidates and improves translation quality
through DQN’s exploratory capabilities. Addition-
ally, we found that the weakest selected candidate
negatively impacts the overall system performance.
To address this, we implemented a corrective strat-
egy that enhances translation quality at the cost of
increased inference time, which can be of indepen-
dent interest. Our extensive experiments conducted
on benchmark datasets demonstrate that the pro-
posed method yields superior results across various
metrics, resulting in SOTA performance.
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Limitations

One limitation of our work is the fixed value of K
(though small), which we plan to make adaptive
in future research to improve performance further.
Additionally, the criteria for pushing selected can-
didates to the Competitive Correction Block (CCB)
could be refined to enhance both translation quality
and time efficiency.

Ethics Statement

This work introduces a method for ensembling a
pool of NMT systems and LLMs for machine trans-
lation tasks. To test our approach we rely on open-
source models trained on public data, which may
have gender and cultural biases. In our work, we
have cited all the open source models and datasets
used.
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A Additional details on datasets and
methods

A.1 Training and Evaluation Data Statistics

Private Data Open-Source Data
Training Data 98K -

Test Data

- IN22-Conv-1.5K
- IN22Gen-1.02K
- WMT-14-2.51K

2K
- Flores-2.01K

Table 6: Training and Test Data Statistics. The numbers
represent pairs of parallel sentences.

A.2 Hyper-parameters used in DQN training

Hyperparameter Value
Batch Size 128
Steps Batch Size 8
γ 0.99
εstart 0.9
εend 0.05
εdecay 8000
τ 1× 10−3

Target Update 100
Memory Size 50000
Learning Rate 4× 10−5

Episode 30
Moving Average Window 100

Table 7: Hyperparameters for DQN Training

A.3 Prompt used for the CCB block
We mention here that we have used ChatGPT for
language correction and para-phrasing in drafting
the paper.
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Figure 7: An example of a detailed prompt that we provide to the CCB block LLM G along with set of rejected
candidate translations and their corresponding scores.
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