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Abstract
Recent research has explored the constrained001
generation capabilities of Large Language002
Models (LLMs) when explicitly prompted by003
few task-specific requirements. In contrast, we004
introduce Large-Scale Constraint Generation005
(LSCG), a new problem that evaluates whether006
LLMs can parse a large, fine-grained, generic007
list of constraints. To examine the LLMs’ abil-008
ity to handle an increasing number constraints,009
we create a practical instance of LSCG, called010
Words Checker. In Words Checker, we evaluate011
the impact of model characteristics (e.g., size,012
family) and steering techniques (e.g., Simple013
Prompt, Chain of Thought, Best of N) on per-014
formance. In addition, we propose FoCusNet, a015
small and dedicated model that parses the orig-016
inal list of constraints into a smaller subset to017
help the LLM focus on relevant constraints. Ex-018
periments reveal that existing solutions suffer a019
significant performance drop as the number of020
constraints increases, with FoCusNet showing021
at least an 8-13% accuracy boost.022

1 Introduction023

Instructions are prompts or directives, written in024

natural language, that guide the model to perform025

a specific task (Ouyang et al., 2022). The recent lit-026

erature has extensively studied the ability of Large027

Language Models (LLMs) to follow instructions028

requiring complex reasoning (Wang et al., 2023),029

focusing on multiple requirements and for multi-030

ple rounds (He et al., 2024c,b), and even dealing031

with long texts (Bai et al., 2024; Li et al., 2024).032

To address the real-world urgency for controllable033

outputs (Liu et al., 2024a; Hassan et al., 2024),034

researchers have also investigated whether LLMs,035

provided with clear indications of the expected an-036

swer, could support constrained generation (e.g.,037

“the answer must contain exactly N words”) (Sun038

et al., 2023; Yao et al., 2024; Xia et al., 2024).039

In this paper, we take a step further in defining040

instruction-following tasks. In particular, instead041
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Figure 1: FoCusNet significantly outperforms typical
LLM inference methods on the proposed Words Checker
task (DeepSeek-R1-Distill-Llama-8B). Red numbers in-
dicate differences compared to 100-word scenario.

of the few task-specific indications the literature 042

has used so far, we focus on scenarios with a high 043

number of fine-grained but general constraints that 044

the model must respect to generate a valid answer. 045

Consider the example in Fig. 2. The model faces 046

a social task (e.g., “be a good visitor in an Islamic 047

country”), and can access a comprehensive travel 048

guide with generic information on how to achieve 049

the goal (i.e., long list of constraints). Could the 050

LLM, with the sole aid of the generic travel guide 051

and no other explicit instruction, realise that “invit- 052

ing a Muslim for a beer after prayer” (Naous et al., 053

2024) is not a good way to solve the task? 054

We call this new framework Large-Scale Con- 055

straint Generation (LSCG). LSCG examines 056

whether LLMs can replicate humans’ practical in- 057

telligence (Sternberg, 1986), i.e., the ability to inter- 058

pret and adapt to the context. In particular, facing 059

LSCG the model is not tasked to solve complex 060

reasoning problems, but rather i) to consult broad 061

and generic guidelines (e.g., travel guide, but also 062

updated documentation while coding (Wang et al., 063

2024; Deng et al., 2024)), ii) to identify the require- 064

ments relevant for the specific problem, and iii) to 065

apply them to derive a valid solution. 066

As it is currently unclear whether and how 067

LLMs’ capabilities could scale with the hundreds 068
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Concatenate

LLM

“Task: 
How to be a good visitor in an Islamic country?
Constraints:
History and cultural background, How to get there, Landmarks, 
Cultural sites, …, Local customs and etiquette”

a)

b) “Task: 
How to be a good visitor in an Islamic country?
Relevant Constraints:
“Local customs and etiquette”

Figure 2: In LSCG, the model must generate a valid answer while adhering to an input task and a long list
of constraints. In the example, this can be done either by (a) directly interpreting the concatenated task and
constraints or (b) using a FoCusNet to extract relevant constraints. The first approach may lead to inappropriate
responses (e.g., offering beer to a Muslim (Naous et al., 2024)), while the second ensures valid answers.

(if not thousands) of constraints that a travel guide069

or some code documentation could provide, we070

implement a concrete instance of LSCG, Words071

Checker. We design Words Checker as a simple072

problem, not requiring particular reasoning skills,073

to explicitly study how the performance of LLMs074

while solving the task is affected by the number of075

constraints. In Words Checker, the model is given076

as input a list of forbidden words and a sample sen-077

tence. The task is to classify the sentence as valid078

(i.e., does not contain forbidden words) or invalid079

(i.e., contains at least one forbidden word).080

We create different instances of Words Checker081

with increasingly larger lists of forbidden words082

(e.g., 100, 500 and 100). Then, we systemati-083

cally evaluate how features such as model fam-084

ily – Meta’s LLama (Grattafiori et al., 2024) vs.085

Deepseek’s R1 (DeepSeek-AI et al., 2025)), size –086

8B vs. 70B, and Test Steering Strategies (TSS)–087

Simple Prompt, Chain of Thought (Wei et al.,088

2022b; Lightman et al., 2024) and Best of N (Chen089

et al., 2024b; Madaan et al., 2023) affect the results.090

Furthermore, inspired by Retrieval Augmented091

Generation (RAG) (Lewis et al., 2020) and the re-092

cent literature (Cobbe et al., 2021; Shi et al., 2024),093

we propose FoCusNet (Focused Constraints Net),094

a lightweight and customizable model to parse the095

originally large list of constraints into a smaller096

set of constraints relevant to the task, helping the097

LLM to better focus. In Words Checker, FoCus-098

Net is a ∼ 300k parameters model that we train099

to determine whether a set of words is present in100

a sentence. During inference, it preprocesses the101

long list of forbidden words and parses it into a102

smaller set of potential suspects, allowing the LLM103

to focus more effectively on meaningful instances.104

The results of a distilled 8B LLM in Words105

Checker, shown in Fig. 1, are striking: traditional106

Test Steering Strategies, including simple prompt-107

ing, suffer a drastic performance drop – down to 108

∼ 27.8% accuracy. Manual analysis reveals that 109

the model often processes words individually, los- 110

ing focus, and sometimes conflating its reasoning 111

process with the actual task. For example, it may 112

incorrectly assert that a word is present simply be- 113

cause it appears in a self-generated list. Our ap- 114

proach proves the most robust, leveraging the syn- 115

ergy between two models. FoCusNet, trained to 116

detect the presence of words with accuracy 90%, 117

effectively narrows the search space (i.e., average 118

of 30 suspicious words out of 1000). The LLM, 119

in turn, benefits from this reduced scope, filtering 120

out false positives from FoCusNet and improving 121

overall accuracy. In sum, our contributions are: 122

– Large-Scale Constraint Generation: A novel 123

problem to evaluate the ability of current LLMs to 124

automatically parse a large number of constraints 125

and identify the relevant ones. 126

– Words Checker: A practical example of 127

LSCG where the model identifies invalid sentences 128

as the number of forbidden words increases. We 129

systematically experiment 2 models (LLama and 130

R1), 2 model sizes (8B and 70B), and 3 TSS 131

(prompt-based, CoT, Best of N). 132

– FoCusNet: A small dedicated model that 133

works in conjunction with the LLM, helping it to 134

better focus on relevant constraints. 135

– Code and Datasets: To reproduce Words 136

Checker and FoCusNet and help the community 137

benchmarking LSCG. 138

2 Related Work 139

Instruction-Following abilities of LLMs. The 140

challenge of constraining textual generation has 141

been studied since the early days of NLP (Hu et al., 142

2017), but the rise of LLMs has dramatically in- 143

creased expectations beyond merely “producing 144

plausible text” (Brown et al., 2020; Wei et al., 145
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2022a). Modern LLMs are expected to follow146

complex instructions, handle multiple constraints147

across interactions (He et al., 2024c,b), and process148

long texts (Bai et al., 2024; Li et al., 2024). Yet,149

this problem remains unsolved. Studies show that150

LLMs struggle with adherence to rules (Mu et al.,151

2024), format following varies widely across do-152

mains (Xia et al., 2024), open-source models are153

still behind closed source solutions (Wang et al.,154

2023) and smaller models still perform poorly in155

structured tasks (Wang et al., 2025). Most of the156

previous evaluations assume interactive chat-like157

settings, with few clear user instructions specific158

to the required task. In contrast, we contribute to159

this line of research by examining how LLMs per-160

form when given an extensive list of fine-grained161

yet generic requirements to satisfy.162

Instruction Tuning. Given these challenges, in-163

struction tuning might seem like a natural can-164

didate for improving adherence to complex and165

fine-grained constraints. Prior work has high-166

lighted its role in enhancing generalization capa-167

bilities (Chung et al., 2022; Mishra et al., 2022;168

Thoppilan et al., 2022), and even a small set of169

high-quality instructions can lead to performance170

gains (Zhou et al., 2023; Chen et al., 2024a). How-171

ever, despite well-established guidelines for craft-172

ing such instructions (Zhao et al., 2024; He et al.,173

2024a; Zhang et al., 2024), instruction tuning re-174

mains costly and resource-intensive. This makes it175

unsuitable for large-scale applications that require176

customization (Chang et al., 2016; Zhang and Chen,177

2020), continuous knowledge updates (Lewis et al.,178

2020), or, like our example in Fig. 1, cultural adap-179

tation (Adilazuarda et al., 2024; Kotek et al., 2023).180

Instead, we argue that LLMs should, like humans,181

handle unfamiliar constraints by leveraging exter-182

nal knowledge sources while relying on their rea-183

soning abilities to interpret and respond accord-184

ingly. Consequently, we do not employ instruction185

tuning to further specialize our models.186

Test Steering Strategies. Rather than modifying187

a model through instruction tuning, an alternative188

approach is to guide LLM outputs at inference us-189

ing test-time steering strategies. These methods190

enhance rule adherence without the cost and inflex-191

ibility of fine-tuning. Prior research has explored192

various controlled generation techniques to enforce193

constraints (Hu et al., 2018). LLMs have shown194

strong performance with simple interventions like195

Chain-of-Thought (CoT) prompting (Wei et al.,196

2023). However, studies suggest that such methods197

alone may be insufficient for handling fine-grained, 198

hard constraints (Sun et al., 2023). To address 199

this, researchers have investigated best-of-K selec- 200

tion (Nakano et al., 2022; Stiennon et al., 2020), 201

where multiple independent samples are generated, 202

scored, and ranked to select the most suitable out- 203

put. Other approaches include rejection-sampling- 204

based methods (Liu et al., 2024b), reward-model- 205

guided decoding (Yang and Klein, 2021; Deng and 206

Raffel, 2023), and constraint-aware streaming al- 207

gorithms (Krause et al., 2021; Liu et al., 2021). 208

Building on this body of work, we assess the rule- 209

following capabilities of LLMs using various test- 210

time steering strategies. 211

Auxiliary Modules for LLMs. In this paper, we 212

present FoCusNet, a modular support model that 213

enhances LLMs’ ability to follow constraints. Un- 214

like base model modifications, FoCusNet acts as 215

an auxiliary module that identifies and prioritizes 216

relevant constraints, guiding the LLM’s generation 217

process. It provides an intermediate solution be- 218

tween resource-heavy instruction tuning and sim- 219

pler test-time steering methods, which, while more 220

efficient, may struggle with complex tasks. 221

Similar approaches using specialized support 222

models for LLMs have been explored in vari- 223

ous text generation tasks. For example, retrieval- 224

augmented generation (RAG) (Lewis et al., 2020; 225

Shi et al., 2024) improves LLM responses by in- 226

corporating external knowledge, while classifier- 227

based safeguards promote responsible generation 228

(Sharma et al., 2025). Furthermore, researchers 229

have also developed classifier-based content mod- 230

eration systems (Chi et al., 2024; Inan et al., 2023; 231

Rebedea et al., 2023) and output filtering tech- 232

niques to address jailbreak vulnerabilities (Kim 233

et al., 2024), 234

3 Large-Scale Constraint Generation 235

In this Section, we formally define LSCG, relate 236

Test Steering Strategies techniques with LSCG and 237

finally introduce FoCusNet. 238

3.1 Formal Definition 239

In constrained generation, LLMs autoregressively 240

generate an output sequence y according to an input 241

task t and a set of constraints c = {c1, c2, . . . , cC}. 242

LSCG is a specific case of constrained generation 243

characterized by a large number of constraints (i.e., 244

C ≥ 100). We suppose both t, and the constraints 245

ci with i ∈ C to be string-based. Although this 246
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Table 1: Summary of how different steering solutions
produces the final query q = e(t) ∥ p(c).

Test steering Enhance - e(t) Parse - p(c)
Simple Prompt t c1 ∥ c2 ∥ · · · ∥ cC

Chain of Though t ∥ g c1 ∥ c2 ∥ · · · ∥ cC
Best of N t ∥ g y1 ∥ y2 ∥ · · · ∥ yN
FoCusNet t ∥ g fϕ(c)

assumption does not cover the most general case247

(see Sect. 6), it is sufficient to model real-world sce-248

narios such as the travel guide and documentation249

examples of Sect. 1.250

We define the LLM input query: q = e(t) ∥251

p(c), where ∥ is the concatenation. Specifically,252

here e and p are Test Steering Strategies that can253

be applied to improve model performance: e is254

a function that enhance the definition of the task,255

while p helps parsing the constraints. We provide256

more details in the next section.257

We represent the LLM as a function fθ : q → y.258

This means that the LLM generates an answer y as259

y = fθ(q) according to its pre-trained weights θ. A260

model-generated answer y is valid for a given query261

q if it correctly solves the task t while adhering to262

the constraints c.263

3.2 Existing Test Steering Strategies264

Here, we list the most prominent TSS previously265

identified in the literature and examine how they266

apply in our formulation. We provide a summary267

in Tab 1.268

Simple Prompt. As both t and c are text-based,269

a natural approach is to simply concatenate them:270

q = t ∥ c1 ∥ c2 ∥ · · · ∥ cC .271

Chain of Thought (CoT). To enhance the reason-272

ing capabilities of the LLM, we modify t by ap-273

pending a guide phrase g, such as “Think step by274

step”: q = t ∥ g ∥ c1 ∥ c2 ∥ · · · ∥ cC .275

Best of N. Finally, to improve the interpretation276

of the C constraints, we can involve a panel of N277

judges (e.g., independent runs of the model), each278

performing CoT reasoning independently, followed279

by a recap step to produce the final answer. For-280

mally, let yn = fn,θ(t ∥ g ∥ c1 ∥ c2 ∥ · · · ∥ cC)281

denote the answer of the nth judge, where n ∈ N .282

Then, we can aggregate all the responses into a283

refined query: q = t ∥ y1 ∥ y2 ∥ · · · ∥ yN .284

3.3 FoCusNet285

Definition. Here, the goal is to learn an approxi-286

mation of p(c) : c → k to reduce the large set of C287

constraints c to a more compact subset k ∈ K of288

relevant constraints. To do that, we introduce a ded-289

icated model, FoCusNet. Specifically, we define 290

FoCusNet as a function fϕ with learnable parame- 291

ters ϕ, trained on task-specific data to filter relevant 292

constraints. Once trained, FoCusNet applies this 293

filtering as k = fϕ(c), which yields the final query 294

formulation: q = t ∥ g ∥ k ∥. 295

Training FoCusNet. We train FoCusNet to per- 296

form a binary classification task over individual 297

constraints. Specifically, FoCusNet operates on 298

triplets (ĉ, s, l). Here, ĉ = {c1, c2, . . . , cM} is a 299

subset of M constraints from c; s is a text-based 300

instance where the constraint is satisfied or vio- 301

lated, and l ∈ {0, 1} is a label indicating whether 302

the constraint is violated (1) or not (0). For ex- 303

ample, consider Fig. 2. The set of constraints is 304

{c1 =“Respect local customs and etiquette when 305

visiting an Islamic country”}; the instance is s = 306

“Invite a Muslim for a beer”; the corresponding 307

label l is violated (l = 1). 308

Inference with FoCusNet. During inference, Fo- 309

CusNet receives as input the tuple of constraints 310

and task (c, t) and generates a relevance mask, 311

m = {m1,m2, . . . ,mC} with mi ∈ {0, 1} and 312

i ∈ C. The mask determines which constraints are 313

relevant for the task. Applying the mask yields the 314

reduced set: k = {ci | mi = 1, ∀i ∈ C}. 315

As in any alerting system, FoCusNet aims at 316

compromising recall and precision. Ideally, we 317

would like FoCusNet to reduce the number of false 318

positives, i.e., irrelevant constraints mistakenly in- 319

cluded. In fact, a large number of false positives 320

leads to a larger and noisy set k. At the same time, 321

it is essential to minimize false negatives, as exclud- 322

ing relevant constraints could hinder the LLM’s 323

ability to generate valid outputs. 324

4 Methodology 325

In this section, we discuss the engineering of Words 326

Checker and, consequently, FoCusNet’s training. 327

4.1 Words Checker 328

Problem Definition. Words Checker is an instance 329

of LSCG, where an LLM must classify a sentence 330

as valid or invalid based on a dynamically pro- 331

vided list of forbidden words. Formally, given a 332

sentence S = (w1, w2, . . . , wn) and a set of forbid- 333

den words F = {wf1, wf2, . . . , wfm}, the model 334

must determine whether S contains any word mor- 335

phologically related to an element of F . A sentence 336

is classified as invalid if ∃wfi ∈ F such that wfi 337

is a root or morphological variant of any wj ∈ S, 338
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Figure 3: Training pipeline of FoCusNet for Words Checker. The model receives as input a batch of sentences
and words. In Phase 1, FoCusNet uses a frozen pre-trained model to map the input into sentences (circles) and
words (squares) embeddings. Then, in Phase 2, FoCusNet learns to refine the sentence embeddings (fχ) and to
aggregate the words embeddings (fγ , fλ) with a InfoNCE contrastive loss. Eventually, in Phase 3 FoCusNet train
a Random Forest to discriminate positive and negative examples.

and valid otherwise. For example, given the sen-339

tence “The athlete skied a snowy mountain” and340

F = {ski}, the output should be invalid, since341

“skied” is a morphological variant of “ski”. In con-342

trast, for “The bathroom has recently been cleaned”343

and F = {restroom}, the output should be valid,344

as no word in S morphologically relates to “re-345

stroom”.346

Ratio behind Words Checker. We explicitly de-347

sign Words Checker to study the impact of an348

increasing number of forbidden words on LLM349

performance. Therefore, unlike other constrained350

generation problems, this task does not require351

complex reasoning. Instead, we engineer Words352

Checker as a simple problem that an advanced,353

morphologically aware string-matching algorithm –354

without concern for synonyms – could potentially355

solve. In summary, Words Checker serves as an356

in vitro study on LSCG. At the same time, Words357

Checker has practical applications. Consider a sce-358

nario where S is an LLM-generated response y in359

a conversation, and F consists of words the user360

explicitly wants to avoid (e.g., when paraphrasing361

text, for secret keeping, etc.,).362

Testing Dataset. To construct a dataset for Words363

Checker, we use the CommonGen (Lin et al., 2020)364

benchmark, originally designed for traditional con-365

strained text generation. Each entry in Common-366

Gen consists of a sentence and a variable-sized list367

of W words that are morphologically present in it.368

For example, an entry may contain “The athlete369

skied a snowy mountain” with the corresponding370

words [“ski”, “snow”].371

We derive our dataset from two partitions of372

CommonGen, namely the challenge train sample373

and challenge validation sample1. For these parti-374

1The test partitions of CommonGen do not contain refer-
ence sentences.

tions, W ranges from 1 to 4. Given a pool size of 375

candidate forbidden words |F |, we: i) construct a 376

vocabulary from all CommonGen partitions, and ii) 377

iterate over the selected partitions to generate valid 378

and invalid samples. To create an invalid example, 379

we retain W CommonGen words and randomly 380

sample |F | −W additional vocabulary words. For 381

a valid example, we select |F | random words en- 382

suring that none is morphologically present in the 383

sentence. 384

We generate four versions of Words Checker, 385

each containing 1000 sentences, with increasing 386

constraint complexity: F = {10, 100, 500, 1000}. 387

We generate balanced datasets, with approximately 388

equal support for both classes. Notice that the 1000 389

sentences are the same across all scenarios. 390

4.2 FoCusNet for Words Checker 391

Model Description. In the practical scenario of 392

Words Checker, we train FoCusNet to recognize 393

whether a sentence S contains a set of words 394

W = {w1, w2, . . . , wn}. The training pipeline, 395

summarised in Fig. 3, is divided into three phases: 396

Phase 1: We use a frozen pre-trained sentence 397

encoder to obtain the initial embeddings for the 398

sentence (eS) and the words ({ew1 , ew2 , . . . , ewn}). 399

Phase 2 Next, we refine these embeddings 400

through two learnable projection layers. The sen- 401

tence embeddings are refined with a linear layer 402

fχ : eS → êS , where êS is the refined sentence 403

embedding. We aggregate the word embeddings 404

into a single refined embedding eŵ using an atten- 405

tion mechanism (Bahdanau, 2014). Specifically, 406

given the embeddings ew1 , ew2 , . . . , ewN , we com- 407

pute eŵ as: 408

eŵ =

N∑
i=1

fγ(ewi) · fλ(ewi) 409
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Intuitively, we use this aggregation layer and410

focus on more words simultaneously to give the411

model a broader understanding of the context in412

which the words are used. For example, with413

{W1 = “mount”, “ski”} and W2 ={“mount”,414

“lake”}, the model understands that “mount” be-415

longs to both winter- and spring-like scenarios.416

We train the layers χ, γ, and λ using the In-417

foNCE loss (Oord et al., 2018), which encourages418

higher cosine similarities for sentences and words419

that appear in the same set W . Specifically, two420

sentences S1 and S2 from the same batch are con-421

sidered positive examples if they share the same422

set of words, and negative otherwise.423

Phase 3: After training the encoder and projec-424

tion layers, we concatenate the refined sentence425

embedding êS and the word embedding eŵ into a426

final embedding ef = êS ∥ eŵ. This concatenated427

embedding is then fed into a Random Forest classi-428

fier, which determines whether the words encoded429

in eŵ appear in the sentence S or not.430

The last two phases of the training pipeline draw431

inspiration from the Supervised Contrastive Loss432

paper (Khosla et al., 2020), and are designed to433

learn high-quality embeddings.434

Training Dataset. To train FoCusNet, we use435

the remaining train and validation partitions from436

CommonGen. Since more than 80% of the sen-437

tences contain a list of three specific words, we438

apply synthetic augmentation to the dataset. Given439

a sentence (e.g., "The athlete skied a snowy moun-440

tain") with three contained words (e.g.,“athlete”,441

“ski”, “mountain”), we randomly select subsets of442

one (e.g.,“mountain”) or two words (e.g.,“athlete”,443

“ski”). The original sentence remains a valid pos-444

itive sample for each subset. This enhancement445

allows the model to learn from training examples446

with varying numbers of words contained, enhanc-447

ing its generalizability. As we further discuss in448

Sect.6, note that such augmentations, which exploit449

logical dependencies, are not specific to this task450

but generalise across various fields. For example,451

returning to the example in Fig.2, adopting the ap-452

propriate behaviour (e.g., “inviting a Muslim for453

tea rather than beer”) not only aligns with the task454

“How to be a good visitor” but is also consistent455

with “How to effectively socialize” and “How to456

spend quality time with locals while travelling”.457

Eventually, the final dataset contains ∼ 220k la-458

belled examples of sentences and contained words.459

5 Experiments 460

In this section, we present the results of traditional 461

Test Steering Strategies and FoCusNet in Words 462

Checker. While we provide some qualitative in- 463

sights, our primary focus is on reporting quantita- 464

tive metrics (e.g., accuracy, precision, and recall). 465

A more detailed qualitative analysis, including an 466

examination of specific model responses, can be 467

found in Appendix A. 468

5.1 Experiments Settings 469

LLMs Inference. To deploy the LLMs in our 470

Words Checker experiments, we use SGLang2, 471

an open-source framework that facilitates effi- 472

cient model downloading and deployment. Specif- 473

ically, we select four models from SGLang’s 474

library: Meta-Llama-3.3-8B-Instruct and Meta- 475

Llama-3.3-70B-Instruct from the LLaMA fam- 476

ily (Grattafiori et al., 2024), as well as the more re- 477

cent DeepSeek-R1-Distill-Llama-8B and DeepSeek- 478

R1-Distill-Llama-70B from DeepSeek (DeepSeek- 479

AI et al., 2025). The deployment of the 70B models 480

required four NVIDIA RTX A6000 GPUs, whereas 481

the 8B models ran efficiently on a single A6000 482

GPU. When prompting the models, we set the tem- 483

perature t to 0.2 for the Simple Prompt strategy and 484

increase it to 0.4 for more sophisticated TSS. The 485

exact prompts used are provided in Appendix A. 486

When using the Best of N strategy, we set N=3. 487

Training FoCusNet. For the contrastive loss 488

training of FoCusNet, we perform a hyper- 489

parameter search using 4-fold cross-validation 490

(K = 4), ensuring that all examples sharing 491

the same word list are assigned to the same 492

fold to prevent data leakage. We explore em- 493

bedding sizes {64, 128, 256, 512}, learning rates 494

{1e−4, 2.5e−4, 5e−4}, and InfoNCE loss tempera- 495

tures {0.05, 0.1, 0.2}, training for 30 epochs. The 496

best configuration, determined by averaging valida- 497

tion results, consists of an embedding size of 128, 498

a learning rate of 2.5e−4, a temperature of 0.05, 499

and 24 training epochs, using all-mpnet-base-v23 500

as the pre-trained encoder. After selecting the best 501

encoder, we train a random forest where each sen- 502

tence is paired with a positive (words contained in 503

the sentence) and a negative example (words not 504

contained). A hyperparameter search yields an op- 505

timal configuration of 200 trees, a maximum depth 506

2https://docs.sglang.ai/index.html
3https://huggingface.co/sentence-transformers/

all-mpnet-base-v2
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Table 2: Results of a DeepSeek-R1-Distill-Llama-8B model using different Test Steering Strategies as the number
of forbidden words |F | increases. The proposed FoCusNet significantly outperforms other TSS methods.

Test Steering Strategies |F |: 100 |F |: 500 |F |: 1000
Acc. Rec. Prec. Acc. Rec. Prec. Acc. Rec. Prec.

Simple Prompt 86.99 97.25 81.01 70.51 87.62 66.33 62.14 82.98 57.52
Chain of Thought 87.70 94.16 83.88 68.20 87.12 63.03 59.90 78.34 56.83

Best of 3 85.60 94.16 80.94 62.70 83.30 58.81 58.40 80.16 55.46
FoCusNet 87.50 79.18 95.76 79.30 81.69 77.78 72.80 84.01 68.26

of 10, and a minimum of three samples per leaf.507

Metrics. Since Words Checker is a standard binary508

classification problem, we evaluate performance509

using accuracy (overall correctness), precision (the510

proportion of predicted positive sentences that ac-511

tually contain at least one forbidden word), and512

recall (the proportion of actual positive sentences513

correctly identified). Additionally, for invalid sen-514

tences, we assess the model’s parsing ability. To do515

so, we introduce parsing precision and parsing re-516

call. For example, given the sentence “The athlete517

skied the snowy mountain,” the set of forbidden518

words {snow, mountain, ski}, and the model’s pre-519

diction {snow, ski, sun, fun}, the parsing recall is520

0.66 (2 out of 3 correct words retrieved), while the521

parsing precision is 0.5 (2 out of 4 predicted words522

are correct).523

5.2 Results524

Is Words Checker challenging?. We assess the525

effectiveness of a simple prompting strategy and526

find that all models, regardless of family or size,527

experience a roughly 30% accuracy drop as the528

number of forbidden words increases from 10 to529

1000 (see Fig. 4). In addition (full table on Ap-530

pendix), more forbidden words lead to an increase531

in false alarms. For example, with 100 forbidden532

words, LLama 70B has a recall of 97% and preci-533

sion of 99%, but with 1000 forbidden words, the534

recall only decreases to 92%, while the precision535

drops to 65%. These results show that, despite536

simplicity, Words Checker remains challenging for537

basic prompting strategies, suggesting that more538

advanced Test Steering Strategies are needed.539

FoCusNet vs. Traditional TSS Limitations. We540

assess the impact of advanced Test Steering Strate-541

gies, like Chain of Thought and Best of 3, on Words542

Checker using Deepseek’s R1-8B model and com-543

pare the results with FoCusNet.544

Observe the results of Tab. 2. With 100 for-545

bidden words, all methods show similar accuracy.546

Traditional TSS has better recall, while FoCusNet547

is more precise. Chain of Thought provides mini-548

10 100 500 1000
|Forbidden Words|

60

70

80

90

100

Ac
cu

ra
cy

 (%
)

Meta Llama 8B
Meta Llama 70B

Deepseek R1 8B
Deepseek R1 70B

Figure 4: Accuracies with a “Simple Prompt” strategy
as the number of forbidden words increases.

mal improvement over Simple Prompt, suggesting 549

that the LLM is already following a "Think Step by 550

Step" strategy. The Best of 3 strategy does not help, 551

as, for this simple task, too many opinions lead the 552

final LLM to overthink – even more accentuated 553

in the following scenario. Despite this, the LLM 554

performs adequately in this case, which serves as 555

our reference as we further increase the number of 556

forbidden words. 557

With 500 forbidden words, the recall is similar 558

for both traditional Test Steering Strategies and 559

FoCusNet, but FoCusNet achieves +9% higher ac- 560

curacy due to its better precision. Both Chain of 561

Thought and Best of 3 degrade the performance 562

of Simple Prompt. We find that forcing the model 563

to reason more in simple tasks hinders its perfor- 564

mance, as the LLM enters repetitive loops, lead- 565

ing to issues such as: i) confusion between its 566

thought process and the original task, ii) overthink- 567

ing (e.g.,, “Should I accept synonyms?” or “Do plu- 568

rals count?”), and iii) hallucination of non-existent 569

words. Contrarily, by focusing on smaller subsets 570

of relevant words (3 for 100 forbidden words, 14 571

for 500, 30 for 1000), FoCusNet helps the LLM 572

stay on task and reduce false alarms while main- 573

taining a good recall. 574

Eventually, with 1000 forbidden words the issues 575

observed in the 500-word case are amplified, and 576
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Figure 5: Analysis of recalls and precisions of FoCusNet per invalid sentences

traditional Test Steering Strategies only performs577

10% better than random guessing – remember that578

the problem is balanced. Although FoCusNet per-579

formance also declines, it still performs similarly580

to the 70B-Llama model ( 68% precision for Fo-581

CusNet vs 66% for Llama), which is promising582

given the ∼ 10 times smaller LLM we used here.583

Parsing skills of LLM + FoCusNet. Lastly, we584

conduct a deeper evaluation of our solution, utiliz-585

ing FoCusNet to enhance the LLM’s performance.586

While the original task was a binary classification587

– determining whether a sentence was valid or in-588

valid – we now refine our analysis with a more589

granular approach. Specifically, for invalid sen-590

tences, we assess parsing precision by measuring591

the proportion of predicted words that are actually592

present in the sentence. Additionally, we evaluate593

parsing recall by examining how many of the true594

forbidden words (W ) the LLM correctly identifies.595

Our analysis focuses on approximately 500 in-596

valid sentences, meaning sentences that contain at597

least one forbidden word (|W | ≥ 1). This selec-598

tion allows us to evaluate the detector’s ability to599

identify relevant anomalies.600

The results are shown in Fig. 5, with subfigures601

B and C providing key insights. These subfigures602

plot the percentage of invalid sentences (y-axis)603

against parsing precision and recall (x-axis). For604

example, they show that when using the list of605

relevant words identified by FoCusNet, the LLM606

achieves a parsing precision of 100% for 68% of607

invalid sentences. Both distributions exhibit a tri-608

modal pattern, with peaks at 0%, 50%, and 100%.609

This pattern arises because most invalid sentences610

in the test dataset contain either one or two forbid-611

den words (as seen in subfigure A).612

Although the number of “perfect predictions”613

(both precise and accurate) consistently exceeds614

the number of “bogus predictions” (0% precision615

and recall), increasing the number of candidate616

words (|F |) negatively impacts performance. No-617

tably, the scenarios with |F | = 100 and |F | = 500618

contain the same set of invalid sentences. This 619

means that the true forbidden words (W ) in these 620

sentences remain unchanged. For them, FoCusNet 621

always makes the same predictions, irrespective of 622

F . However, as the pool of forbidden candidate 623

words (F ) grows, FoCusNet may introduce false 624

positives into the list of relevant words returned 625

to the LLM. These false alarms mislead the LLM, 626

causing it to make more mistakes, thereby reducing 627

overall performance. 628

6 Conclusions 629

This paper introduces Large-Scale Constraint Gen- 630

eration (LSCG), a new constrained generation prob- 631

lem where Large Language Models (LLMs) must 632

adhere to a large number of constraints. We de- 633

signed Words Checker as a controlled testbed of 634

LSCG in which the model classifies sentences as 635

valid or invalid based on an increasingly large list 636

of forbidden words. 637

Our experiments evaluated models from various 638

families and sizes, testing traditional Test Steering 639

Strategies and introducing FoCusNet, a customiz- 640

able support module for LLMs. The results high- 641

light a significant performance drop across all mod- 642

els as the number of constraints increases. Stan- 643

dard TSS approaches not only fail to mitigate this 644

decline but often lead models to overthink and hal- 645

lucinate constraints. In contrast, FoCusNet proves 646

to be the most resilient, consistently improving con- 647

straint adherence by narrowing the model’s focus. 648

Despite FoCusNet ’s own limitations, its effec- 649

tiveness in reducing failure rates suggests a promis- 650

ing direction for addressing LSCG. With its sim- 651

plicity and strong initial results, this study lays the 652

groundwork for future research in constraint-aware 653

LLM reasoning. By defining LSCG and offering 654

open-source implementations of Words Checker 655

and FoCusNet, we aim to inspire the community 656

to explore and benchmark solutions to this critical 657

challenge. 658

8



Limitation659

In this section, we outline the limitations of the660

present work.661

First, while we provide examples of alternative662

use cases, we focus solely on a specific instance of663

Large-Scale Constraint Generation, namely Words664

Checker. To better isolate the impact of an in-665

creasing number of constraints, we deliberately666

designed Words Checker to minimize the role of667

the LLM reasoning. Although we believe that this668

problem has been largely overlooked in prior re-669

search, our analysis remains partial, addressing670

only the complexity of scenarios involving: i) mul-671

tiple constraints and ii) constraints that require in-672

terpretation.673

Second, our proposed model, FoCusNet, relies674

on sufficient task-specific data to perform well.675

This dependency may limit the applicability of Fo-676

CusNet in scenarios where task data are scarce.677

In the paper, we suggested that augmenting ex-678

isting datasets through contrastive loss and logi-679

cal dependencies between constraints and input680

could mitigate this issue. Additionally, as a task-681

specific model, FoCusNet does not require exten-682

sive generalization, and minor "benign overfitting"683

is acceptable. Future work should further explore684

the trade-off between data availability and perfor-685

mance, possibly extending the analysis to contexts686

beyond Words Checker.687

Moreover, while we present FoCusNet as a688

generic add-on module for LLMs, its architecture689

has only been evaluated within the Words Checker690

context. More research is needed to assess its gen-691

eralizability and explore how different weight ar-692

chitectures might affect its performance.693

Finally, our work has concentrated solely on694

textual constraints. However, in many real-695

world tasks, constraints may span multiple modal-696

ities (Chi et al., 2024; Inan et al., 2023). Future697

research could address the challenges posed by the698

large number of constraints in different modalities.699

In this regard, FoCusNet could offer valuable flexi-700

bility, as it could be adapted with modality-specific701

architectures to better address these challenges.702
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A Appendix980

A.1 LLM prompts981

We here provide the prompts we used for the LLM982

inference:983

Simple Prompt.“Check if the following sen-984

tence contains one of the following set of words.985

Only answer True or False. Ensure to in-986

clude your final answer into <answer></answer>.987

For instance, if the sentence contains one988

of the words, answer <answer>True</answer>;989

<answer>False</answer> otherwise.”990

Chain of Thought.“Your task is to check if991

the sentence contains one of the following set992

of words. Answer True or False. Please,993

make sure to think step by step. Ensure to in-994

clude your final answer into <answer></answer>.995

For instance, if the sentence contains one996

of the words, answer <answer>True</answer>;997

<answer>False</answer> otherwise.”998

Best of 3.:999

– For the judges, we use: “Check if the follow-1000

ing sentence contains one of the following set of1001

words. Do not include your reasoning process in1002

the answer; Provide a short explanation (at most1003

100 words) to justify your answer. Conclude your1004

sentence with <answer>your answer</answer>,1005

where your answer is either True or False.”1006

– For the final verdict: “Give me your1007

final opinion over the verdicts of a jury of1008

{args.n_rounds} LLMs. When prompted the fol-1009

lowing message: <message> A jury of LLMs1010

answered: <answer> What is your final ver-1011

dict? Just answer True or False: Ensure to in-1012

clude your final answer into <answer></answer>.1013

For instance, if the sentence contains one1014

of the words, answer <answer>True</answer>;1015

<answer>False</answer> otherwise.”1016

A.2 Examples of LLMs answers1017

We here report some of the erroneous answers the1018

LLM might return.1019

Hallucinations. Here, the model thinks that the1020

word “dog” is present in the list of forbidden words1021

when processing the sentence “dressed my dog up1022

as a pirate”. However, the word is not present –1023

even if the conviction of the model would suggest1024

so.1025

Ovethinking #1. Here, the LLM, prompted to1026

“Think Step by Step”, initially gets the correct an-1027

swer – i.e., none of the words is present in the1028

sentence. However, it is unsure about the answer,1029

and in a second pass it eventually self-convince that 1030

all words are present. 1031

Overthinking #2. This is an example from the 1032

Best of 3 strategy. Two support models agree that 1033

the sentence does not contain any words. However, 1034

the third model advocates for the devil, saying that 1035

“adorn” is actually a synonym for “dress”, and that, 1036

therefore, the sentence shall be labelled as invalid. 1037

The final judge model trust this third model – as it 1038

can provide a convincing explanation – and (erro- 1039

neously) triggers the alert. 1040
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1041
1042

Hallucination 1043
1044

Okay , so I need t o f i g u r e o u t which words from t h e g i v e n l i s t a r e i n t h e 1045
s e n t e n c e : " d r e s s e d my dog up as a p i r a t e . " The t a s k i s t o r e p o r t a l l t h e 1046
words t h a t a r e c o n t a i n e d i n t h e s e n t e n c e . I f none a r e found , I s h o u l d 1047
j u s t l i s t an empty l i s t . 1048

1049
F i r s t , I ' l l r e a d t h e s e n t e n c e c a r e f u l l y : " d r e s s e d my dog up as a p i r a t e . " I 1050

need t o i d e n t i f y a l l t h e i n d i v i d u a l words i n t h i s s e n t e n c e and s e e which 1051
ones match any from t h e p r o v i d e d l i s t . 1052

1053
Let me b r e a k down t h e s e n t e n c e word by word . The f i r s t word i s " d r e s s e d . " I 1054

s h o u l d check i f " d r e s s e d " i s i n t h e l i s t o f words . Looking t h r o u g h t h e 1055
l i s t , I don ' t s e e " d r e s s e d " t h e r e . So t h a t ' s one word n o t p r e s e n t . 1056

1057
Next i s "my . " Checking t h e l i s t , "my" i s n ' t t h e r e e i t h e r . Moving on . 1058

1059
The t h i r d word i s " dog . " I ' l l l ook f o r " dog " i n t h e l i s t . Hmm, I don ' t s e e i t 1060

e i t h e r . So " dog " i s n ' t p r e s e n t . 1061
1062

Then we have " up . " Scann ing t h e l i s t , " up " i s n ' t l i s t e d . So t h a t ' s a n o t h e r 1063
word n o t found . 1064

1065
The n e x t word i s " a s . " Checking t h e l i s t , " a s " i s n ' t t h e r e . So t h a t ' s n o t 1066

p r e s e n t . 1067
1068

F i n a l l y , " a p i r a t e . " So " a " and " p i r a t e . " Checking t h e l i s t , " a " i s n ' t t h e r e , 1069
b u t " p i r a t e " i s i n t h e l i s t . Wait , l e t me double − check . The l i s t 1070

i n c l u d e s " p i r a t e " a s one o f t h e words . So " p i r a t e " i s p r e s e n t . 1071
1072

Wait , b u t t h e s e n t e n c e s a y s " as a p i r a t e , " so " a " i s p a r t o f t h a t ph ra se , b u t 1073
" a " i s n ' t i n t h e l i s t . So on ly " p i r a t e " i s i n t h e l i s t . 1074

1075
Let me go t h r o u g h t h e l i s t a g a i n t o make s u r e I didn ' t miss any . The words 1076

p r o v i d e d a r e q u i t e e x t e n s i v e , b u t I on ly found " p i r a t e " i n t h e s e n t e n c e . 1077
1078

So , t h e on ly word from t h e l i s t t h a t ' s i n t h e s e n t e n c e i s " p i r a t e . " 1079
</ t h i n k > 1080

1081
<answer > True </ answer > 10821083

1084
Overthinking 1085

1086
Okay , so I ' ve g o t t h i s t a s k where I need t o check which words from a g i v e n 1087

l i s t a r e p r e s e n t i n a s p e c i f i c s e n t e n c e . The s e n t e n c e i s : " w i n n e r s podium 1088
wi th n u m e r a l s on t h e sky " . The words p r o v i d e d a r e q u i t e a long l i s t , so 1089

I need t o make s u r e I go t h r o u g h each one c a r e f u l l y . 1090
1091

F i r s t , I ' l l r e a d t h e s e n t e n c e a g a i n t o u n d e r s t a n d t h e c o n t e x t . I t m en t i o n s " 1092
w i n n e r s " , " podium " , " n u m e r a l s " , and " sky " . I need t o s e e which o f t h e 1093
g i v e n words match any of t h e s e t e r m s or a r e r e l a t e d i n meaning . 1094

1095
Looking a t t h e l i s t o f words , I ' l l go t h r o u g h them one by one . S t a r t i n g wi th 1096

" headlamp " − doesn ' t seem r e l e v a n t . " S u c c e s s " − maybe , b u t t h e s e n t e n c e 1097
doesn ' t e x p l i c i t l y ment ion s u c c e s s . " W r e s t l e " − no , t h a t ' s u n r e l a t e d . " 1098
C re as e " − n o t h e r e . " P o u l t r y " − d e f i n i t e l y n o t . " S o f t b a l l " − nope . " Rodeo 1099
" − no . " B a i t " − n o t p r e s e n t . " Therapy " − doesn ' t f i t . " W h i s t l e " − no . " 1100
N a v i g a t e " − n o t i n t h e s e n t e n c e . "Aim" − maybe , b u t n o t d i r e c t l y . " A t t a c h 1101
" − no . " Melody " − no . "Mock" − no . " P a s t u r e " − no . " Pas s " − p o s s i b l y , 1102
b u t n o t d i r e c t l y . " C o l l e g e " − no . " Header " − no . " Walker " − no . " R e s i d e n t 1103
" − no . " Calm " − maybe , b u t n o t i n c o n t e x t . " T i g e r " − no . " Hunte r " − no . 1104
" Ambush " − no . " Motorboa t " − no . " P o s i t i o n " − maybe , b u t n o t c l e a r l y . " 1105
Squeeze " − no . " Lease " − no . " Bubble " − no . " Wrap " − no . " Bounce " − no . " 1106
T e l l e r " − no . " P a t t e r n " − no . " H e a d q u a r t e r s " − no . " B r i g h t n e s s " − no . " 1107
Bal l room " − no . " B i r t h " − no . " S t a t u e " − no . " Submarine " − no . " Ki s s " − 1108
no . " I n d o o r " − no . " E n t r y " − no . " E x h i b i t i o n " − no . " P roceed " − maybe , 1109
b u t n o t d i r e c t l y . " Prey " − no . " P u f f i n " − no . " F r i e n d " − no . " Swoop " − no 1110
. " A s t e r o i d " − no . " F l ag " − no . " Hamburger " − no . " S t o o l " − no . " Beg " − 1111
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no . " Resource " − no . " E l e c t r i c i t y " − no . " B a c k s e a t " − no . " Anx ie ty " − no .1112
" Shadow " − no . " Lego " − no . " Uniform " − no . " Earn " − no . " Shepherd " − no1113

. " Marathon " − no . " L i q u i d " − no . " Theme " − no . " Bomber " − no . "1114
Thanksg ive " − no . " Reques t " − no . " R e s i s t a n c e " − no . " Climb " − no . "1115
C a n t i l e v e r " − no . " Bag " − no . " Push " − no . " P r o j e c t o r " − no . " Undergo " −1116
no . " Accompany " − no . " C h a r a c t e r i s t i c " − no . " Nurse ry " − no . " S a l t " − no .1117

" Mull " − no . "Workman" − no . " S u n s e t " − no . " Engrave " − no . " S l i c e " − no1118
. " Crop " − no . " C l a r i n e t " − no . " K i l l " − no . " Blouse " − no . " P u r p l e " − no1119
. " D i s a p p o i n t " − no . " Segment " − no . " Shoa l " − no . "Memo" − no . " C i t e " −1120
no . " Hope " − no . " D e f o r e s t a t i o n " − no . " D i a l " − no . " Tree " − no . "1121
M i l i t a n t " − no .1122

1123
Wait , I t h i n k I might have missed " podium " . Le t me check a g a i n . Yes , " podium "1124

i s i n t h e s e n t e n c e . So t h a t ' s one word . Also , " w i n n e r s " i s a n o t h e r . "1125
Numerals " i s t h e r e t o o . " Sky " i s men t ioned as w e l l . Le t me make s u r e none1126

of t h e o t h e r words a r e i n t h e s e n t e n c e . " With " i s a p r e p o s i t i o n , b u t i t '1127
s n o t l i s t e d as a word t o check . So t h e words i n t h e s e n t e n c e t h a t match1128
t h e l i s t a r e winners , podium , numera l s , and sky .1129

1130
Wait , b u t t h e o r i g i n a l l i s t i n c l u d e s " sky " as one of t h e words . So I s h o u l d1131

i n c l u d e t h a t . So t h e words a r e winners , podium , numera l s , and sky .1132
</ t h i n k >1133
<answer > True </ answer >11341135
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1136
1137

Overthinking #2 1138
1139
1140

Give me your f i n a l o p i n i o n ove r t h e v e r d i c t s o f a j u r y o f 3 LLMs . 1141
When prompted t h e f o l l o w i n g message : Task : Check i f t h e f o l l o w i n g s e n t e n c e 1142

c o n t a i n s one o f t h e f o l l o w i n g s e t o f words . Do n o t i n c l u d e your r e a s o n i n g 1143
p r o c e s s i n t h e a n s e r ; P r o v i d e a s h o r t e x p l a n a t i o n ( a t most 100 words ) t o 1144
j u s t i f y your answer . Conclude your s e n t e n c e wi th <answer > your answer < / 1145

answer > , where your answer i s e i t h e r True o r F a l s e . 1146
S e n t e n c e : d r e s s e d my dog up as a p i r a t e . 1147
Words : [ massage , c o n t a i n e r , l e n g t h , h a i r s t y l e , mountain , l e s s o n , shop , 1148

b o u t i q u e , g l i d e r , i r o n , s t e a l , o r a n g u t a n , o v e r a l l , b l u r , l ava , e q u e s t r i a n 1149
, e x e r t , hear , scuba , s l i c e , m a n u f a c t u r i n g , p e r s o n a l i t y , decor , cemete ry , 1150

p l a n t a t i o n , ea r , e x c i t e , a rgue , i n s c r i p t i o n , cook , d e i t y , p a l l e t , 1151
s k y l i n e , hose , chromosome , awning , c o n t r a i l , brand , r i g h t , medina , 1152
ca twa lk , s h e e r , b e r t h , lamb , compla in , impres s , i g n o r e , onion , t h r i v e , 1153
sme l l , g u i t a r i s t , e f f e c t , header , aim , ask , dome , p a n i n i , h e a d d r e s s , 1154
t a b l e , adorn , e v a c u a t e , s p a r k l e , g i r l f r i e n d , synchrony , e x p o r t , t ag , pu f f 1155
, s choo l , f i d d l e , queue , beam , medal , i n t e n s i f y , d i s t a n c e , alm , b u l l f i g h t 1156
, m ida i r , mangrove , b l e s s , wal l , mow, u n i v e r s e , cand l e , ga laxy , r e e l , 1157
soa r , worship , sneeze , g a l l o p , c l ank , chimney , he lmet , a l low , l e a t h e r , 1158
embrace , i c e b e r g , l a n t e r n , s t r i d e , v a c a t i o n , wallow ] 1159

A j u r y o f LLMs answered : 1160
Judge 0 : < t h i n k > 1161
Okay , so I need t o check i f t h e s e n t e n c e " d r e s s e d my dog up as a p i r a t e " 1162

c o n t a i n s any of t h e g i v e n words . Le t me go t h r o u g h each word one by one 1163
t o make s u r e I don ' t miss any . 1164

1165
F i r s t , t h e s e n t e n c e i s a b o u t d r e s s i n g a dog as a p i r a t e . So , t h e main 1166

e l e m e n t s a r e d r e s s i n g , dog , p i r a t e . Now, l o o k i n g a t t h e l i s t o f words , I 1167
s e e words l i k e " adorn , " which means t o d e c o r a t e o r d r e s s up . That ' s a 1168
p o s s i b i l i t y b e c a u s e t h e s e n t e n c e i s a b o u t d r e s s i n g t h e dog . 1169

1170
Next , I ' l l check t h e o t h e r words t o be t h o r o u g h . " C o n t a i n e r " doesn ' t f i t h e r e 1171

. " Length " and " h a i r s t y l e " a r e u n r e l a t e d . " Mountain , " " l e s s o n , " " shop , " " 1172
b o u t i q u e , " " g l i d e r , " " i r o n , " " s t e a l , " " o r a n g u t a n , " " o v e r a l l , " " b l u r , " " 1173
l ava , " " e q u e s t r i a n , " " e x e r t , " " hear , " " scuba , " " s l i c e , " " m a n u f a c t u r i n g , " 1174
" p e r s o n a l i t y , " " decor , " " cemete ry , " " p l a n t a t i o n , " " ea r , " " e x c i t e , " " argue 1175
, " " i n s c r i p t i o n , " " cook , " " d e i t y , " " p a l l e t , " " s k y l i n e , " " hose , " " 1176
chromosome , " " awning , " " c o n t r a i l , " " brand , " " r i g h t , " " medina , " " ca twa lk , " 1177

" s h e e r , " " b e r t h , " " lamb , " " compla in , " " impres s , " " i g n o r e , " " onion , " " 1178
t h r i v e , " " sme l l , " " g u i t a r i s t , " " e f f e c t , " " header , " " aim , " " ask , " " dome , " 1179
" p a n i n i , " " h e a d d r e s s , " " t a b l e , " " adorn , " " e v a c u a t e , " " s p a r k l e , " " 1180
g i r l f r i e n d , " " synchrony , " " e x p o r t , " " tag , " " pu f f , " " schoo l , " " f i d d l e , " " 1181
queue , " " beam , " " medal , " " i n t e n s i f y , " " d i s t a n c e , " " alm , " " b u l l f i g h t , " " 1182
mida i r , " " mangrove , " " b l e s s , " " wal l , " "mow, " " u n i v e r s e , " " cand l e , " " 1183
ga laxy , " " r e e l , " " soa r , " " worship , " " sneeze , " " g a l l o p , " " c l ank , " " chimney 1184
, " " he lmet , " " a l low , " " l e a t h e r , " " embrace , " " i c e b e r g , " " l a n t e r n , " " s t r i d e 1185
, " " v a c a t i o n , " " wallow . " 1186

1187
Wait , I a l r e a d y found " adorn " as a p o s s i b l e match . Le t me make s u r e t h e r e ' s 1188

no o t h e r word t h a t might f i t . " Adorn " i s t h e on ly one t h a t r e l a t e s t o 1189
d r e s s i n g o r d e c o r a t i n g some th ing . The s e n t e n c e i s a b o u t d r e s s i n g t h e dog , 1190

so " adorn " f i t s p e r f e c t l y . The o t h e r words don ' t seem t o c o n n e c t a t a l l . 1191
So , t h e s e n t e n c e does c o n t a i n one of t h e s p e c i f i e d words . 1192

</ t h i n k > 1193
1194

The s e n t e n c e c o n t a i n s t h e word " adorn , " which means t o d e c o r a t e o r d r e s s 1195
some th ing . S i n c e t h e s e n t e n c e i s a b o u t d r e s s i n g a dog as a p i r a t e , " adorn 1196
" f i t s t h e c o n t e x t . <answer >True < / answer > 1197

Judge 1 : < t h i n k > 1198
A l r i g h t , so I need t o check i f t h e s e n t e n c e " d r e s s e d my dog up as a p i r a t e " 1199

c o n t a i n s any of t h e g i v e n words . Le t me go t h r o u g h each word one by one . 1200
F i r s t , I ' l l r e a d t h e s e n t e n c e c a r e f u l l y . I t s a y s t h e u s e r d r e s s e d t h e i r 1201
dog up l i k e a p i r a t e . So , t h e main a c t i o n s h e r e a r e d r e s s i n g and b e i n g a 1202
p i r a t e . 1203

1204
Looking a t t h e l i s t o f words , I s e e words l i k e ' d r e s s ' o r ' c l o t h i n g ' a ren ' t 1205
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p r e s e n t . The s e n t e n c e m e n t io n s ' dog ' and ' p i r a t e ' , b u t t h o s e aren ' t i n1206
t h e l i s t e i t h e r . I ' l l go t h r o u g h each word from t h e l i s t t o make s u r e I1207
don ' t miss a n y t h i n g . Words l i k e ' massage ' , ' c o n t a i n e r ' , ' l e n g t h ' , '1208
h a i r s t y l e ' − none of t h e s e a r e i n t h e s e n t e n c e . ' Mountain ' , ' l e s s o n ' , '1209
shop ' , ' b o u t i q u e ' − nope . ' G l i d e r ' , ' i r o n ' , ' s t e a l ' , ' o r a n g u t a n ' − s t i l l1210
n o t h i n g . ' O v e r a l l ' , ' b l u r ' , ' l ava ' , ' e q u e s t r i a n ' , ' e x e r t ' , ' hear ' , ' scuba1211
' , ' s l i c e ' , ' m a n u f a c t u r i n g ' , ' p e r s o n a l i t y ' , ' decor ' , ' cemete ry ' , '1212
p l a n t a t i o n ' , ' ea r ' , ' e x c i t e ' , ' a rgue ' , ' i n s c r i p t i o n ' , ' cook ' , ' d e i t y ' , '1213
p a l l e t ' , ' s k y l i n e ' , ' hose ' , ' chromosome ' , ' awning ' , ' c o n t r a i l ' , ' b rand ' ,1214
' r i g h t ' , ' medina ' , ' c a twa lk ' , ' s h e e r ' , ' b e r t h ' , ' lamb ' , ' compla in ' , '1215
impres s ' , ' i g n o r e ' , ' onion ' , ' t h r i v e ' , ' sme l l ' , ' g u i t a r i s t ' , ' e f f e c t ' , '1216
header ' , ' aim ' , ' ask ' , ' dome ' , ' p a n i n i ' , ' h e a d d r e s s ' , ' t a b l e ' , ' adorn ' , '1217
e v a c u a t e ' , ' s p a r k l e ' , ' g i r l f r i e n d ' , ' synchrony ' , ' e x p o r t ' , ' t ag ' , ' pu f f ' ,1218

' s choo l ' , ' f i d d l e ' , ' queue ' , ' beam ' , ' medal ' , ' i n t e n s i f y ' , ' d i s t a n c e ' , '1219
alm ' , ' b u l l f i g h t ' , ' m ida i r ' , ' mangrove ' , ' b l e s s ' , ' wa l l ' , 'mow' , '1220
u n i v e r s e ' , ' c and l e ' , ' ga laxy ' , ' r e e l ' , ' s oa r ' , ' worship ' , ' sneeze ' , '1221
g a l l o p ' , ' c l ank ' , ' chimney ' , ' he lmet ' , ' a l low ' , ' l e a t h e r ' , ' embrace ' , '1222
i c e b e r g ' , ' l a n t e r n ' , ' s t r i d e ' , ' v a c a t i o n ' , ' wallow ' .1223

1224
A f t e r go ing t h r o u g h each word , I don ' t s e e any t h a t match t h e s e n t e n c e . The1225

s e n t e n c e u s e s ' d r e s s e d ' and ' dog ' , b u t t h o s e aren ' t i n t h e l i s t . The1226
c l o s e s t might be ' adorn ' , b u t t h a t ' s n o t p r e s e n t e i t h e r . So , t h e s e n t e n c e1227

doesn ' t c o n t a i n any of t h e s p e c i f i e d words .1228
</ t h i n k >1229

1230
<answer > F a l s e < / answer >1231
Judge 2 : < t h i n k >1232
Okay , so I need t o check i f t h e s e n t e n c e " d r e s s e d my dog up as a p i r a t e "1233

c o n t a i n s any of t h e g i v e n words . Le t me l i s t o u t t h e words f i r s t t o make1234
s u r e I don ' t miss any . The words a r e : massage , c o n t a i n e r , l e n g t h ,1235
h a i r s t y l e , mountain , l e s s o n , shop , b o u t i q u e , g l i d e r , i r o n , s t e a l ,1236
o r a n g u t a n , o v e r a l l , b l u r , l ava , e q u e s t r i a n , e x e r t , hear , scuba , s l i c e ,1237
m a n u f a c t u r i n g , p e r s o n a l i t y , decor , cemetery , p l a n t a t i o n , ea r , e x c i t e ,1238
argue , i n s c r i p t i o n , cook , d e i t y , p a l l e t , s k y l i n e , hose , chromosome ,1239
awning , c o n t r a i l , brand , r i g h t , medina , ca twa lk , s h e e r , b e r t h , lamb ,1240
compla in , impres s , i g n o r e , onion , t h r i v e , sme l l , g u i t a r i s t , e f f e c t ,1241
header , aim , ask , dome , p a n i n i , h e a d d r e s s , t a b l e , adorn , e v a c u a t e ,1242
s p a r k l e , g i r l f r i e n d , synchrony , e x p o r t , t ag , pu f f , s choo l , f i d d l e , queue ,1243
beam , medal , i n t e n s i f y , d i s t a n c e , alm , b u l l f i g h t , m ida i r , mangrove ,1244

b l e s s , wal l , mow, u n i v e r s e , cand l e , ga laxy , r e e l , soa r , worship , sneeze ,1245
g a l l o p , c l ank , chimney , he lmet , a l low , l e a t h e r , embrace , i c e b e r g , l a n t e r n1246
, s t r i d e , v a c a t i o n , wallow .1247

1248
Hmm, t h e s e n t e n c e i s a b o u t d r e s s i n g a dog as a p i r a t e . So , t h e main e l e m e n t s1249

a r e " dog , " " d r e s s , " " p i r a t e . " Now, l o o k i n g t h r o u g h t h e l i s t , I don ' t s e e1250
" dog " l i s t e d , so t h a t ' s a p o i n t a g a i n s t i t . But wai t , t h e words a r e a b o u t1251

c h e c k i n g i f any of them a r e p r e s e n t i n t h e s e n t e n c e , n o t n e c e s s a r i l y t h e1252
o t h e r way around .1253

1254
Wait , t h e s e n t e n c e i s " d r e s s e d my dog up as a p i r a t e . " So t h e words used a r e1255

" d r e s s e d , " "my , " " dog , " " up , " " as , " " a , " " p i r a t e . " None of t h o s e words1256
a r e i n t h e p r o v i d e d l i s t . Le t me double − check t h e l i s t a g a i n . The words1257
a r e a l l nouns , I t h i n k . So " d r e s s e d " i s a verb , " dog " i s a noun , b u t " dog1258
" i s n ' t i n t h e l i s t . So t h e s e n t e n c e doesn ' t c o n t a i n any of t h e s p e c i f i e d1259

words . T h e r e f o r e , t h e answer s h o u l d be F a l s e .1260
</ t h i n k >1261

1262
<answer > F a l s e < / answer >1263
What i s your f i n a l v e r d i c t ? J u s t answer True o r F a l s e : Ensure t o e n c l u d e your1264

f i n a l answer i n t o <answer > </ answer > . For i n s t a n c e , i f t h e s e n t e n c e1265
c o n t a i n s one o f t h e words , answer <answer >True < / answer > ; <answer > F a l s e < /1266
answer > o t h e r w i s e .1267

( Pdb ) a n s w e r _ c r i t i c1268
' < t h i n k > \ n A l r i g h t , so I need t o d e t e r m i n e i f t h e s e n t e n c e " d r e s s e d my dog up1269

as a p i r a t e " c o n t a i n s any of t h e s p e c i f i e d words . Le t me go t h r o u g h each1270
word i n t h e l i s t t o s e e i f any match . \ n \ n F i r s t , t h e s e n t e n c e i s a b o u t1271
d r e s s i n g a dog as a p i r a t e . The key e l e m e n t s a r e " d r e s s , " " dog , " and "1272
p i r a t e . " Now, l o o k i n g a t t h e l i s t o f words p r o v i d e d : massage , c o n t a i n e r ,1273
l e n g t h , h a i r s t y l e , mountain , l e s s o n , shop , b o u t i q u e , g l i d e r , i r o n , s t e a l ,1274

o r a n g u t a n , o v e r a l l , b l u r , l ava , e q u e s t r i a n , e x e r t , hear , scuba , s l i c e ,1275
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m a n u f a c t u r i n g , p e r s o n a l i t y , decor , cemetery , p l a n t a t i o n , ea r , e x c i t e , 1276
argue , i n s c r i p t i o n , cook , d e i t y , p a l l e t , s k y l i n e , hose , chromosome , 1277
awning , c o n t r a i l , brand , r i g h t , medina , ca twa lk , s h e e r , b e r t h , lamb , 1278
compla in , impres s , i g n o r e , onion , t h r i v e , sme l l , g u i t a r i s t , e f f e c t , 1279
header , aim , ask , dome , p a n i n i , h e a d d r e s s , t a b l e , adorn , e v a c u a t e , 1280
s p a r k l e , g i r l f r i e n d , synchrony , e x p o r t , t ag , pu f f , s choo l , f i d d l e , queue , 1281
beam , medal , i n t e n s i f y , d i s t a n c e , alm , b u l l f i g h t , m ida i r , mangrove , 1282

b l e s s , wal l , mow, u n i v e r s e , cand l e , ga laxy , r e e l , soa r , worship , sneeze , 1283
g a l l o p , c l ank , chimney , he lmet , a l low , l e a t h e r , embrace , i c e b e r g , l a n t e r n 1284
, s t r i d e , v a c a t i o n , wallow . \ n \ n A f t e r r e v i e w i n g each word , I n o t i c e t h a t " 1285
adorn " i s p r e s e n t i n t h e l i s t . The word " adorn " means t o d e c o r a t e o r 1286
d r e s s some th ing . S i n c e t h e s e n t e n c e i s a b o u t d r e s s i n g a dog , " adorn " f i t s 1287

t h e c o n t e x t . T h e r e f o r e , t h e s e n t e n c e does c o n t a i n one of t h e s p e c i f i e d 1288
words . \ n<answer >True < / answer > ' 12891290
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