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Abstract

In this paper, we investigate the use of data001
obtained from prompting a large generative002
language model, ChatGPT, to generate syn-003
thetic training data with the aim of augment-004
ing data in low resource scenarios. We show005
that with appropriate task-specific ChatGPT006
prompts, we outperform the most popular ex-007
isting approaches for such data augmentation.008
Furthermore, we investigate methodologies for009
evaluating the similarity of the augmented data010
generated from ChatGPT with the aim of val-011
idating and assessing the quality of the data012
generated.013

1 Introduction014

Data augmentation is a technique to increase the015

size of the training data available to machine learn-016

ing models without requiring additional human an-017

notation of data. Increasing the size of training data,018

provided the additional data is somewhat diverse, is019

pertinent to enable model generalization especially020

in low resource tasks. The aim of this paper is to021

evaluate zero-shot prompting of ChatGPT for data022

augmentation in the low resource scenario.023

Wei and Zou (Wei and Zou, 2019) proposed Easy024

Data Augmentation (EDA) which is a technique025

based on word replacement that includes four types026

of operations: synonym replacement, random in-027

sertion, random deletion, and random swap. In syn-028

onym replacement, words with similar meanings029

are substituted for some of the original words in the030

text. This helps to introduce variations in the text031

and expand the range of vocabulary. Random inser-032

tion involves adding new words to the text, which033

are not present in the original data. This helps to034

increase the diversity of the text and can also help035

models learn to deal with out-of-vocabulary words.036

In random deletion, words are randomly removed037

from the text. This can help to simulate situations038

where some words may be missing in the input and039

can help the model become more robust to noise. In 040

random swap, two words in the text are randomly 041

swapped. This can help to introduce variations in 042

the text and improve the diversity of the training 043

data. 044

Back translation (Sennrich et al., 2015) is a com- 045

mon data augmentation technique in Natural Lan- 046

guage Processing (NLP). It involves translating a 047

sentence or text from one language to another and 048

then translating it back to the original language 049

using a machine translation model. Back trans- 050

lation can introduce variations in the text which 051

can help to create more diverse and representative 052

data for training NLP models. Researchers have 053

also used pretrained autoencoder transformer mod- 054

els like BERT (Devlin et al., 2018), CBERT (Wu 055

et al., 2019), and BART (Lewis et al., 2019) to aug- 056

ment text data in NLP (Kumar et al., 2020) (Wu 057

et al., 2019). These techniques generally mask 058

some words in the training set and utilize the pre- 059

trained models to predict the masked word(s). This 060

could create more diverse data since the predicted 061

words could vary from the original word. The au- 062

thors include the class labels during finetuning and 063

language modelling to aid the models in predict- 064

ing the masked words in the context of their labels. 065

Kumar et al. (Kumar et al., 2020) also utilzed an 066

autoregressive pretrained language model, GPT-2 067

(Radford et al., 2019), to augment data by prompt- 068

ing GPT-2 to complete the sentence given only the 069

first few words of the sentence and the training data 070

label. 071

Dai et al. (Dai et al., 2023) utilized few-shot 072

prompting of ChatGPT (OpenAI, b) for data aug- 073

mentation to produce several variations of each 074

sentence in the training sample. The generated 075

sentences are similar in meaning but have differ- 076

ent syntax. ChatGPT is a conversational agent 077

that utilizes OpenAI’s GPT-3.5 (OpenAI, a)—a 078

large-scale language model trained on a vast cor- 079

pus of diverse and information-rich web data and 080
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Reinforcement Learning from Human Feedback081

(RLHF). Few-shot prompting is a technique that082

enables a language model to perform a new task083

with only a few examples of training data. Zero-084

shot prompting is a technique in which a language085

model is provided with a task description, rather086

than direct supervision or training data, to perform087

a specific task. The task description is in the form088

of a prompt or a question that guides the model on089

how to generate the desired output. In this paper,090

we investigate zero-shot prompting of ChatGPT for091

data augmentation. The main contributions of this092

paper are:093

• Evaluation of zero-shot prompting of ChatGPT094

for data augmentation on multiple datasets.095

• Two methodologies to evaluate the similarity of096

the data generated from zero-shot prompting of097

ChatGPT with the training and test sets with the098

aim of validating and assessing the quality of the099

data generated.100

• Investigation of the marginal performance im-101

provement due to the data generated from differ-102

ent data augmentation techniques.103

2 Datasets104

The datasets we use to evaluate our data augmenta-105

tion methodology are popular benchmark natural106

language understanding datasets that researchers107

have utilized to evaluate other data augmentation108

techniques. We evaluate on three text classification109

datasets:110

• SST-2 (Socher et al., 2013): Stanford Sentiment111

Treebank consists of movie reviews from the Rot-112

ten Tomatoes website, where each example in113

the reviews is labeled with its sentiment polarity114

(positive or negative).The training set contained115

6228 sentences while the test set contained 1821116

sentences.117

• SNIPS (Coucke et al., 2018): The Spoken Nat-118

ural Language Interaction for Personal Services119

dataset consists of annotated spoken queries re-120

lated to seven intents in the domains of music,121

weather, and home automation. The training set122

contained 13084 sentences while the test set con-123

tained 700 sentences.124

• TREC (Li and Roth, 2002): This is a question125

classification dataset sourced from the Text Re-126

trieval Conference. It contains six question types127

(indicating whether the question is about an ab- 128

breviation, description, entity, human, location, 129

or numeric value). The training set contained 130

4906 sentences while the test set contained 500 131

sentences. 132

2.1 Low-Resource Data Scenario 133

In this research work, we evaluate the impact of 134

data augmentation in the low-data scenario. We 135

follow a similar approach to previous work (Kumar 136

et al., 2020) on data augmentation by randomly 137

subsampling only 10 examples per class on each 138

task for both the training and the development sets. 139

To improve the model’s performance on the low 140

training data scenario, for each task, we incorporate 141

the synthetic data generated by either ChatGPT 142

or the comparison approaches. Subsequently, we 143

assess the models’ performance on the entire test 144

set. To address any stochastic variation, we repeat 145

all experiments 15 times. 146

3 Methods 147

3.1 Baseline Methods 148

In this research, we compare zero-shot prompting 149

of ChatGPT with other popular data augmentation 150

methods listed below (see original sources cited 151

following the method names for further details): 152

• EDA (Wei and Zou, 2019): We used the ran- 153

dom word replacement techniques that include 154

four types of operations: synonym replacement, 155

random insertion, random deletion, and random 156

swap. We set α (proportion of words replaced) 157

to 0.10 following the original eda research. 158

• BackTrans (Sennrich et al., 2015): We trans- 159

lated the training example from one language to 160

another and then translated it back to the original 161

language using a machine translation model.1 162

• CBERT (Wu et al., 2019): First, we utilized 163

BERT’s segment embeddings to condition the 164

BERT model on the class labels during finetun- 165

ing.2 We then finetuned the model with the 166

masked language model (MLM) objective which 167

randomly masks some words in the sequences 168

and aims to predict the original word using the 169

context. Finally, we used the resulting model to 170

1Google Translate (https://pypi.org/project/googletrans/).
2In all baseline experiments that require finetuning, we

trained for 20 epochs using AdamW optimizer with a learning
rate of 5× 10−5 and the cross entropy loss.
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predict and replace masked words in the training171

set.172

• BERTexpand (Kumar et al., 2020): First, we173

prepended the label to each sequence in the train-174

ing data and added the labels to the model vo-175

cabulary before finetuning. We then finetuned176

the model with the MLM objective. Finally, we177

use the resulting model to predict and replace178

masked words in the training set.179

• BERTprepend (Kumar et al., 2020): First, we180

prepended the label to each sequence in the train-181

ing data without adding the labels to the model182

vocabulary before finetuning. We then finetuned183

the model with the MLM objective. Finally, we184

used the resulting model to predict and replace185

masked words in the training set.186

• GPT2context (Kumar et al., 2020): First, we187

prepended the label to each sequence in the train-188

ing data before finetuning GPT-2. Next, we fine-189

tuned the GPT-2 model on the MLM objective.190

Finally, we prompted the resulting model to com-191

plete the sentences given only the prepended la-192

bel and the first three words of the training exam-193

ple.194

• BARTword (Kumar et al., 2020): First, we195

prepended the label to each sequence in the train-196

ing data without adding the labels to the model197

vocabulary. Next, we finetuned the BART model198

on the denoising reconstruction task where 40%199

of words are masked and the goal of the model is200

to reconstruct the original sequence. Finally, we201

used the resulting model to predict and replace202

the masked word in each example in the training203

set.204

• BARTspan (Kumar et al., 2020): First, we205

prepended the label to each sequence in the train-206

ing data without adding the labels to the model207

vocabulary. Next, we finetuned the BART model208

on the denoising reconstruction task where 40%209

of words are masked and the goal of the model is210

to reconstruct the original sequence. Finally, we211

used the resulting model to predict and replace212

the masked spans of words in the training set.213

• ChatGPTfew-shot (Dai et al., 2023): We used214

few-shot prompting of ChatGPT for data augmen-215

tation to produce paraphrases of each sentence in216

the training set.217

3.2 Prompts for Zero-shot Data Augmentation 218

In this section, we list the prompts used to generate 219

augmentation examples for each class. The 220

prompts were generated by observing the task, 221

class description and five instances per class of the 222

training data. 223

224

Dataset: SST-2 225

Class: Positive 226

Prompt: Generate 20 sentences that are positive 227

reviews to a movie 228

Class: Negative 229

Prompt: Generate 20 sentences that are negative 230

reviews to a movie 231

232

Dataset: SNIPS 233

Class: RateBook 234

Prompt: Generate 20 sentences in an imperative 235

mood where a human tells a digital assistant to 236

rate a random book and the human provides the 237

numerical rating. Use random book names. Do not 238

mention the name of the digital assistant. 239

Class: AddToPlaylist 240

Prompt: Generate 20 sentences in an imperative 241

mood where a human tells a digital assistant to 242

add music to a playlist and the human provides 243

the music name. Use random music and playlist 244

names. Do not mention the name of the digital 245

assistant. 246

Class: PlayMusic 247

Prompt: Generate 20 sentences in an imperative 248

mood where a human tells a digital assistant to 249

play a music and the human provides the music 250

name. Use random music and names. Do not 251

mention the name of the digital assistant. 252

Class: BookRestaurant 253

Prompt: Generate 20 sentences in an imperative 254

mood where a human tells a digital assistant to 255

book a restaurant and the human provides the 256

restaurant or food name. Use random restaurant 257

and food names. Do not mention the name of the 258

digital assistant. 259

Class: GetWeather 260

Prompt: Generate 20 sentences in an imperative 261

mood where a human asks a digital assistant about 262

the weather. Sometimes the human may provide 263

the time and city. Use random city names. Do not 264

mention the name of the digital assistant. 265

Class: SearchCreativeWork 266

Prompt: Generate 20 sentences in an imperative 267

mood where a human asks a digital assistant to 268
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find a specific creative work. The creative work269

could be a movie, tv show, book or game. Use270

random movie names, tv shows names, books,271

games. Sometimes the human asks for a specific272

creative work. Do not mention the name of the273

digital assistant.274

Class: SearchScreeningEvent275

Prompt: Generate 20 sentences in an imperative276

mood where a human asks a digital assistant to277

find information about a movie or screening in the278

theater. Sometimes the human asks for a specific279

movie. Do not mention the name of the digital280

assistant.281

282

Dataset: TREC283

Class: Abbreviation284

Prompt: Generate 20 questions asking about the285

meaning of an abbreviation286

Class: Entity287

Prompt: Generate 20 questions asking about a288

random example of a noun or entity. Actually use289

different nouns or entities in each sentence.290

Class: Description291

Prompt: Generate 20 sentences that are only "what292

is" questions that query for a definition.293

Class: Human294

Prompt: Generate 20 questions about random facts295

about a person or people in history.296

Class: Location297

Prompt: Generate 20 sentences that are questions298

that ask the location of a place in history. Use a299

different place for each sentence300

Class: Numeric Value301

Prompt: Generate 20 sentences that are questions302

about a numeric fact in history303

3.3 Evaluating the Similarity of the304

Generated Data from ChatGPT Versus305

the Training and Test Data306

Since there is a chance that ChatGPT might have307

been trained on the datasets for some of our308

tasks, we investigate data contamination in all our309

datasets. We investigate data contamination by310

measuring the similarity between the data gen-311

erated from ChatGPT and the datasets for each312

of our tasks using two similarity metrics: Co-313

sine(Sentence Embedding) and the BLEU score314

(each detailed later in this section).315

First, for each task, we compared each example316

generated by ChatGPT with all the examples from317

the training set and, separately, with the testing318

set. For each generated example, we selected the319

Sentence
Embedding

BLEU
Score

ChatGPTzero-shot to
SNIPStest

0.553 0.153

SNIPStrain to SNIP-
Stest

0.593 0.394

ChatGPTzero-shot to
TRECtest

0.528 0.383

TRECtrain to
TRECtest

0.448 0.168

ChatGPTzero-shot to
SST-2test

0.600 0.231

SST-2train to SST-
2test

0.535 0.243

Table 1: Data augmentation similarity results of
ChatGPTzero-shot versus the original training sets rela-
tive to the testing sets.

maximum similarity score and then averaged these 320

scores over the generated dataset. 321

322

The two metrics used to evaluate similarity 323

were: 324

• Sentence Embedding: We used the MiniLM 325

model (Wang et al., 2020) in the sentence trans- 326

former library (SBERT.net) to obtain the embed- 327

ding of each example. We calculated the cosine 328

similarity between the embeddings of the pair of 329

examples. 330

• BLEU Score: We used the sentence BLEU score 331

function from NLTK library ("Bird and Klein", 332

2009) to obtain the similarity between the pair 333

of examples. We used up to 3-grams with equal 334

weights for the BLEU score calculations. 335

Table 1 reveals that the similarity between 336

ChatGPTzero-shot generated data and testing 337

datasets are 3.5% higher on average compared to 338

similarity between the original training and test- 339

ing sets for sentence embedding similarity. This 340

implies that there is high semantic similarity be- 341

tween the ChatGPTzero-shot generated data and 342

testing datasets which is ideal for data augmenta- 343

tion. On the other hand, using the BLEU score to 344

compare training to testing datasets, ChatGPTzero- 345

shot’s BLEU score is on average 0.013 lower than 346

the score between the original training and testing 347

sets. The lower n-gram overlap implies there was 348

little to no data memorization by ChatGPT (this 349
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Sentence
Embed-
ding

BLEU
Score

ChatGPTzero-shot to
SNIPStrain

0.629 0.284

SNIPStrain to SNIP-
Strain

0.708 0.646

ChatGPTzero-shot to
TRECtrain

0.634 0.594

TRECtrain to TREC-
train

0.622 0.419

ChatGPTzero-shot to
SST-2train

0.635 0.455

SST-2train to SST-2train 0.583 0.377

Table 2: Data augmentation similarity results between
ChatGPTzero-shot and training sets versus similarity
within the training sets.

is explored further below). Table 2 reveals that350

ChatGPTzero-shot generated data is essentially as351

similar to training data examples as the training352

dataset is to itself (only an average of 0.5% lower353

sentence embedding cosine and 0.036 lower BLEU354

score). This again indicates the high semantic qual-355

ity of ChatGPTzero-shot generated data with rel-356

atively little n-gram overlap, and hence, suggests357

it is very unlikely there was any memorization of358

data during pretraining of the language model.359

Table 3 further explores the likelihood that Chat-360

GPT simply reproduced any testing data it may361

have seen during pretraining. For the SNIPS362

dataset, the original training data had a 0.24 higher363

BLEU score than did the ChatGPT data when com-364

paring them to the testing data. The most similar365

generated examples to the testing set had a BLEU366

score of 0.61 (1.25% of the generated examples);367

whereas, 1.76% of the original training examples368

had a BLEU score of 1.0. Together, these statistics369

imply the generation did not rely on memorization370

by the underlying pretrained LLM (ChatGPT) for371

the SNIPS task. For the TREC testing data, the372

generated training data had a 0.22 higher BLEU373

score than the original training data comparing to374

the testing data; while for SST, the original train-375

ing data had a 0.1 higher BLEU score than did the376

generated data. For TREC, 3.75% of the generated377

examples and 0.24% of the original training exam-378

ples had a BLEU score of 1.0 comparing to the test-379

ing dataset. For the generated examples, this very380

high BLEU score is associated with common very381

BLEU Score Similarity
> 0.66 Max % Exs

at Max
ChatGPTzero-shot to
SNIPStest

0.0% 0.61 1.25%

SNIPStrain to SNIP-
Stest

20.2% 1 1.73%

ChatGPTzero-shot to
TRECtest

12.9% 1 3.75%

TRECtrain to
TRECtest

2.2% 1 0.24%

ChatGPTzero-shot to
SST-2test

0.0% 0.65 1.25%

SST-2train to SST-
2test

1.9% 1 0.16%

Table 3: Three statistics for the BLEU score: the per-
centage of examples where the BLEU score is greater
than .66, the maximum BLEU score, and the percentage
of examples with the maximum BLEU score

short, questions (specifically, the three questions: 382

“Who invented the telephone?", “What year did the 383

Titanic sink?", and “What is a tsunami?"). Given 384

the small number of such questions, we don’t see 385

this as a very worrisome problem. For SST-2, the 386

maximum BLEU score with a testing example for 387

the generated data was only 0.65; whereas, 0.16% 388

of the original training examples had a BLEU score 389

of 1.0. 390

Therefore the results in Tables 1, 2 and 3 com- 391

bined revealed that there is little to no data contam- 392

ination from the data generated by ChatGPT for 393

any of our tasks. The investigation also reveals that 394

the data generated by ChatGPT is on average 32% 395

more similar to the training datasets than the testing 396

datasets. We believe this difference stems from the 397

higher number of examples in the training datasets 398

relative to testing – given we are calculating the 399

maximum similarity between each example and the 400

entire dataset, a larger dataset increases the proba- 401

bility that there will be an example with a higher 402

similarity. Again, these statistics imply ChatGPT 403

did not rely on memorization of the testing data 404

during its pretraining. Hence, results reported in 405

the following sections should be predictive of what 406

others will achieve on new tasks that are relatively 407

similar in nature. 408
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3.4 Model Implementation409

We finetuned the pretrained BERT-base uncased410

model for all three text classification tasks. The411

computational infrastructure used was the NVIDIA412

Tesla V100 SXM2 16 GB. The hyperparameters413

we used to finetune BERT were similar to the hy-414

perparameters used by Kumar et al. (Kumar et al.,415

2020) for a fair comparison. The hyperparameters416

were a training time of twelve epochs, batch size of417

32, the AdamW optimizer function with a learning418

rate of 5× 10−5, and the categorical cross entropy419

loss function. During the training the models are420

saved after each epoch and the best performing421

model on the development set is used for inference422

on the testing set. All the experiments utilized a423

GPU time of about 40 minutes.424

4 Results425

As seen in Table 4, with zero-shot prompting426

of ChatGPT for data augmentation, our model427

achieves an accuracy of 76.3%, 91.7%, and 74.4%428

for SST-2, SNIPS, and TREC, respectively. Zero-429

shot prompting of ChatGPT outperformed all exist-430

ing data augmentation methods on all three tasks.431

Specifically, our model surpassed the next best432

model by 9%, 2%, and 4% on SST-2, SNIPS,433

and TREC, respectively. It is also noteworthy that434

ChatGPTzero-shot had the lowest variance for both435

SNIPS and TREC, while being at the median for436

SST-2.437

Model SST-2 SNIPS TREC
No Aug 61.0 (4.3) 84.3 (2.5) 49.7(12.0)
EDA 64.3 (5.4) 88.7 (1.9) 65.4 (7.9)
BackTrans. 65.1 (6.0) 89.8 (1.5) 66.4 (7.4)
CBERT 65.2 (6.8) 88.3 (3.1) 65.4(10.7)
BERTexpand 64.5 (6.6) 88.4 (2.4) 65.8 (6.3)
BERTprepend 64.4 (6.2) 88.9 (1.2) 65.2 (9.5)
GPT2context 63.8 (6.8) 89.0 (2.3) 63.3 (9.8)
BARTword 67.1 (6.7) 89.5 (2.2) 64.3 (9.9)
BARTspan 65.7 (7.2) 89.6 (1.3) 70.4 (6.3)
ChatGPTfew-
shot

67.6 (5.5) 89.5 (1.5) 67.6 (7.4)

ChatGPTzero-
shot

76.3 (6.5) 91.7 (0.9) 74.4 (5.1)

Table 4: Accuracy (and standard deviation) for each
data augmentation method.

5 Augmentation Learning Curve 438

In this section, we investigate how performance 439

is impacted by the number of examples created 440

through augmentation for all data augmentation 441

methods. In Figure 1, we show the average 3 per- 442

formance over all three datasets (SST-2, TREC, 443

SNIPS) for K augmentation examples per original 444

training example for different data augmentation 445

techniques.4 446

Figure 1: Average accuracy on SST, TREC, and SNIPS
as the number of generated examples per original train-
ing example increases

As seen in Figure 1, ChatGPTzero-shot outper- 447

forms all other data augmentation methods for 448

K ∈ {1, 2, 4, 8, 16, 32}. This provides further ev- 449

idence on the effectiveness of using ChatGPT for 450

data augmentation in low resource scenarios. 451

6 No Training Data Scenario 452

In this section, we investigate the performance 453

of our model on SST-2, SNIPS and TREC’s test 454

datasets when we use augmented data from zero- 455

shot prompting of ChatGPT without any data from 456

the original training datasets. We use the same 457

prompts described in section 3.2 to generate 20 458

instances per class. We train the models using the 459

same hyperparameters as in section 3.4. We repeat 460

both steps 15 times to account for stochasticity. 461

Our model obtained a mean accuracy of 0.80, 0.78, 462

and 0.62 on SST-2, SNIPS and TREC’s designated 463

test sets, respectively. Interestingly, with no data 464

from the original training set, our model outper- 465

forms all existing augmentation methods on SST-2 466

and within a standard deviation of the best result 467

on TREC. These results further highlight the sig- 468

nificance of zero-shot prompting of ChatGPT for 469

3In the Appendix, Figures 2, 3 and 4, show the individual
performance of different data augmentation techniques on the
SST-2, TREC, SNIPS

4For Back Translation, we used K different languages.
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data augmentation. Unlike other techniques, our470

method of data augmentation can be used even in471

the absence of any training data.472

7 Performance on a Post ChatGPT473

Dataset474

To further investigate ChatGPTzero-shot for data475

augmentation while controlling for the possibility476

of data contamination, we use a dataset that was477

both developed and made public after the release of478

ChatGPT in November 2022. We use the TURK-479

ISH EARTHQUAKE dataset (Kaggle.com) which480

is a tweet classification dataset in the Turkish lan-481

guage sourced from Twitter during the February482

2023 earthquake in Turkey. The dataset contains483

two classes. The positive class consists of tweets484

from people asking for help during the earthquake,485

while the negative class consists of tweets that are486

in the context of the Turkish earthquake but not487

asking for help. All inputs to ChatGPT were in488

the English language for consistency with previous489

experiments. However, in this section ChatGPT490

was also prompted to respond to every prompt in491

Turkish. Furthermore, we used the Turkish imple-492

mentations of BERT (Huggingface.co), and GPT-2493

(huggingface.co). For EDA, we used the Turkish494

WordNet (Software) in place of the English Word-495

Net for the synonym dictionary. For Back Transla-496

tion, we used Turkish as both source and the target497

language. We did not run any experiments with498

BART on the dataset in this section since a Turkish499

implementation of BART is currently unavailable.500

Similar to previous experiments, we executed 15501

training iterations to account for stochaticity. In502

each iteration of training, we used 10 training and503

10 validation examples per class. Unlike previous504

datasets, this dataset does not have a pre-designated505

train/validation/test split, therefore, on each itera-506

tion of training, we chose 10 random examples per507

class for both training and validation and used the508

rest of the data as the test set. Similar to previous509

experiments, for ChatGPTzero-shot, we have gen-510

erated 150 examples per class and randomly chose511

10 examples per class for each iteration of training.512

The prompts used to generate augmentation ex-513

amples for both classes of the Turkish earthquake514

dataset are:515

Class: Positive516

Prompt: create 10 examples of tweets asking for517

help in an earthquakeClass: Negative518

Prompt 1: create 5 examples of tweets related to519

Model TURKISH EQ
No Aug 86.6 (2.3)
EDA 87.3 (1.7)
BackTrans. 88.2 (1.3)
CBERT 87.8 (2.7)
BERTexpand 88.9 (2.1)
BERTprepend 88.6 (1.4)
GPT2context 87.4 (2.1)
ChatGPTfew-shot 89.3 (1.2)
ChatGPTzero-shot 90.1 (1.0)

Table 5: Accuracy (and standard deviation) for each
data augmentation method on the TURKISH EARTH-
QUAKE dataset

earthquake in general but not directly asking for 520

help. 521

Prompt 2: create 5 examples of tweets angry at 522

the government for the bad earthquake response. 523

Prompt 3: create 5 examples of tweets that contain 524

general unhappiness with the Turkish government. 525

As seen in Table 5, the experiments in this sec- 526

tion reveal that ChatGPTzero-shot outperforms all 527

existing data augmentation approaches in the low- 528

resource scenario. These results provide more evi- 529

dence that the performance of ChatGPTZero-shot 530

on SST-2, SNIPS and TREC is not due to data con- 531

tamination during the training of ChatGPT. These 532

results also provide evidence of the applicability of 533

ChatGPT to low-resource languages. 534

8 Discussion 535

This research provides an easy-to-use and intuitive 536

methodology for generating augmented data. In our 537

experiments, our method of augmenting training 538

data for these NLP tasks by zero-shot prompting 539

ChatGPT shows great promise in the low resource 540

scenario, substantially outperforming all of the 541

baseline methods. It should however be noted that, 542

as with other data augmentation methods, zero-shot 543

prompting of ChatGPT for data augmentation does 544

not necessarily improve results where there is a 545

large training dataset. 546

One of the limitations of previous data augmen- 547

tation methods is that the quality of augmented 548

data strongly depends on the original training 549

dataset. The quality of data generated from zero- 550

shot prompting of ChatGPT is not limited by the 551

human-annotated training data. This research also 552

provides evidence that data generated from zero- 553

shot prompting of ChatGPT continues learning 554

7



with more generated data compared to many ex-555

isting data augmentation techniques. Furthermore,556

on SST-2, our model achieved better results using557

only data from zero-shot prompting of ChatGPT558

than did other data augmentation approaches that559

supplemented an initial human-annotated training560

dataset. This further highlights the effectiveness of561

zero-shot prompting of ChatGPT as a data augmen-562

tation approach.563

It is important to note that the quality of aug-564

mented data generated by zero-shot prompting of565

ChatGPT depends on the quality of the prompts.566

The prompts in this research were human gener-567

ated based on the task description and observing a568

few training data instances. While there is a lot of569

current research in the area of prompt engineering,570

there are still no task-independent well-established571

best practices for how to generate effective prompts.572

This research presents a methodology for evaluat-573

ing the augmented data generated from large lan-574

guage models. To evaluate the augmented data, we575

calculated the sentence embedding similarity and576

BLEU scores of the synthetic examples compared577

to all the examples in the training and test data.578

This revealed that there was very little data gener-579

ated with high similarity scores, making it unlikely580

that ChatGPT was regenerating data it memorized581

during its training. Furthermore, we evaluated zero-582

shot prompting of ChatGPT on a dataset developed583

after the release of ChatGPT. This provided further584

evidence that the superior performance of the ap-585

proach does not stem from ChatGPT being trained586

on the task’s data.587

9 Limitations588

One limitation of this work is that the quality and589

relevance of the synthetic data generated by Chat-590

GPT heavily depends on the quality of the prompts,591

which in this research are all human generated. If592

the prompts are not reasonably designed by hu-593

mans it is possible the generated data might not594

lead to improvements in model performance. It595

is also possible that data augmentation might not596

lead to improved model performance when there is597

already a substantial amount of high-quality train-598

ing data available. Moreover, the augmentation599

techniques in this research have been exclusively600

assessed within the realm of text classification.601

Hence, it is important to conduct further evalua-602

tions across a broader spectrum of natural language603

processing tasks to ascertain the efficacy of these604

data augmentation methods in contexts beyond text 605

classification. 606

10 Ethical Concerns 607

The use of generative models, like ChatGPT, can 608

introduce or propagate biases present in its training 609

data. Ethical considerations involve identifying and 610

mitigating biases to ensure fairness and equitable 611

representation in the augmented data. For example, 612

it is possible that the language of different culture 613

groups might have subtle differences in regard to 614

how sentiment is expressed and therefore should 615

such issues should be taken into account in a real- 616

world application. 617

11 Conclusion and Future Work 618

This paper proposes a novel technique for gener- 619

ating augmented data for machine learning tasks 620

using zero-shot prompting of ChatGPT. The ex- 621

perimental results demonstrate that the proposed 622

method substantially outperforms all the baseline 623

approaches for all four tasks investigated in this 624

research. This indicates our method’s potential as 625

a promising data augmentation method in the low 626

resource setting. 627

The data augmentation approach investigated in 628

this research relies on manually engineering effec- 629

tive prompts for each task which requires some 630

expertise. Future researchers can explore more 631

systematic approaches to prompt engineering espe- 632

cially for tasks that cannot be adequately described 633

within a concise prompt of one to three sentences. 634
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Figure 3: Accuracy on TREC as the number of gener-
ated examples per original training example increases

Figure 4: Accuracy on SNIPS as the number of gener-
ated examples per original training example increases
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