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ABSTRACT

Despite advances in large language models(LLMs), current systems for deep re-
search are limited by an asynchronous, “input-wait-output” interaction paradigm.
This model creates a critical disconnect between human intent and AI execution,
leading to error propagation and an inability to dynamically course-correct dur-
ing complex problem-solving. We propose introduce Deep Cognition, a system
designed to enable this paradigm through three technical pillars: transparent and
interruptible AI reasoning, fine-grained bidirectional dialogue, and a shared cog-
nitive context. At the core of our system is a layered StateManager architecture
and a novel multi-stage budget allocation algorithm. This architecture ingests and
normalizes all interaction data (e.g., dialogue trajectories and user artifacts) into
a perpetually optimized, high-information-density working memory. By dynam-
ically prioritizing context based on a combination of static heuristics and a time-
sensitive scoring function, our system mitigates error cascades and allows the AI
to adapt its reasoning pathways based on the user’s implicit focus. We conduct a
comprehensive user study on challenging deep research tasks to evaluate the ef-
ficacy of our system. Results show that our approach significantly enhances the
user experience, yielding improvements of up to 29.2% in Fine-Grained Interac-
tion and 27.7% in Ease of Collaboration compared to a competitive baseline. Most
notably, our system demonstrates a 31.8% to 50.0% points improvement in over-
all task performance. These results highlight the critical importance of designing
interactive AI systems that facilitate continuous human guidance and transparent
reasoning, rather than merely responding to isolated commands.

1 INTRODUCTION

As artificial intelligence (AI) capabilities have advanced dramatically through large language mod-
els (LLMs) Luo et al. (2024); Radford et al. (2018; 2021); Brown et al. (2020; 2024), a funda-
mental question emerges: How to build the equality relationship between human and machine
intelligence in the age of AI? The prevailing trajectory in AI development has emphasized scal-
ing model parameters Kaplan et al. (2020); Hoffmann et al. (2022); Wei et al. (2022), expanding
training data Yang et al. (2025); Meta AI (2025), and refining architectures DeepSeek-AI et al.
(2025); MiniMax et al. (2025); Poli et al. (2024)—creating increasingly autonomous black boxes
that assume minimal human input beyond simple prompting Liu et al. (2023b); Kim et al. (2023)
or decision-making Yin (2025). This pathway implicitly assumes that the ultimate form of artifi-
cial intelligence would require minimal human input, with interaction reduced to simple prompting
or instruction Kim et al. (2023) or AI-assisted decision-making Yin (2025). We contend that this
assumption fundamentally mischaracterizes the nature of intelligence itself. This paradigm posi-
tions humans as external operators who provide initial prompts and consume final outputs while
remaining excluded from the cognitive process itself, treating human intelligence as merely an in-
structor rather than a collaborative partner. However, intelligence—whether human or artificial—
is inherently interactive, contextual, and collaborative Hutchins (1995); Minsky (1987); Woolley
et al. (2010). The most sophisticated human thinking rarely occurs in isolation but emerges through
dialogue, feedback, refinement, and the integration of diverse perspectives. Consider the nature
of breakthrough scientific discoveries or complex problem-solving scenarios: They invariably in-
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volve iterative cycles of hypothesis formation, testing, revision, and collaborative refinement. As
AI systems approach advanced cognitive capabilities powered by inference-time scaling OpenAI
(2024)—enabling thought-level communication where strategic human oversight can leverage vast
AI execution power Xia et al. (2025)—the need for meaningful interaction transforms and intensi-
fies. This is especially critical for extended AI tasks Kwa et al. (2025) spanning hours to days, which
fundamentally alter human-AI collaboration dynamics.

This transition is particularly evident in systems designed for Deep Research tasks OpenAI (2025c);
Google (2025); Perplexity AI (2025); Zheng et al. (2025a)—complex, extended cognitive processes
involving dynamic information retrieval, filter, understanding, analysis and synthesis. Current state-
of-the-art research systems have pioneered capabilities for multi-step web browsing, data analysis,
and report generation. However, these systems uniformly adopt an “Input-Wait-Output” interaction
paradigm where users initiate a query, wait through an extended “black box” processing period
(typically 5-30 minutes), and eventually receive a comprehensive result. This approach reflects
the persistent assumption that interaction is merely a necessary cost rather than a source of value.
Yet these systems fundamentally suffer from critical deficiencies: early errors Cemri et al. (2025)
compound without correction, systems cannot adapt to evolving requirements, domain expertise
remains inaccessible at crucial moments, and opaque processing prevents human-AI collaboration.

These deficiencies stem from a fundamental misalignment: systems that minimize human involve-
ment during processing cannot address problems that require adaptive guidance and expert inter-
vention Bainbridge (1983). To address this fundamental challenge, we develop deep cognition—a
systematic framework that transcends traditional automation by embedding real-time human ex-
pertise directly into AI reasoning processes for complex research tasks, guided by the following
principles:

• Transparency: The system reveals its entire thinking process—from search strategies and
query formulations to information evaluation and synthesis rationales—making AI cogni-
tion inspectable and editable at every stage. This transparency enables true thought-level
interaction where humans can guide how AI thinks.

• Real-Time Intervention: Unlike conventional systems that operate in isolated processing
cycles, deep cognition allows users to pause the research progress and input feedback and
requirements at any moment. This creates continuous dialogue rather than discrete query-
response cycles.

• Fine-Grained Interaction: Users can engage with any specific element of the AI’s
output—questioning particular claims, requesting elaboration on specific points, or chang-
ing the research focus.

These principles fundamentally transform deep research from conventional question-and-answer ex-
changes into cognitive collaboration(see Appendix C)—what we term cognitive oversight. Rather
than relegating humans to the role of passive tool operators, this framework establishes a synergistic
reasoning process that harnesses the complementary strengths of human expertise and AI capabili-
ties while mitigating their respective limitations. Through cognitive oversight, we move beyond the
traditional paradigm of human-AI interaction toward a new form of augmented intelligence where
strategic human insight and AI computational power merge into a unified cognitive system.

Through extensive experiments with real expert interactions, we demonstrate that deep cogni-
tion achieves substantial improvements or competitive over strongest baseline across all evalua-
tion dimensions: Transparency (+20.0%), Fine-Grained Interaction (+29.2%), Real-Time Interven-
tion (+18.5%), Ease of Collaboration (+27.7%), Results-Worth-Effort (+8.8%), and Interruptibility
(+20.7%). Our contributions are summarized as follows:

• Deep Cognition: We operationalize the cognitive oversight paradigm into deep cognition,
a multi-agent human-AI collaboration system designed for deep research tasks.

• Comprehensive Evaluation Framework: We establish a complete evaluation framework,
including 15 metrics specifically designed for assessing the effectiveness of cognitive over-
sight in deep research scenarios.

• Cognitive Oversight: We propose a human-AI collaboration paradigm: cognition over-
sight, which augments the intelligence through human-AI partnership.
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Figure 1: Deep cognition framework overview. This multi-agent research assistant system breaks
down complex research questions and dynamically synthesizes information from multiple sources
through iterative search, clarification, and user feedback. The central diagram illustrates the
overall architecture. The framework integrates four key processes: planning agent, query
refinement, browsing agent, and writing agent.

2 METHODOLOGY

2.1 SYSTEM ARCHITECTURE OVERVIEW

Our methodology follows a three-stage agent workflow cycle: Plan-Search-Report, with the capabil-
ity for agents to solicit human input at any stage of the cycle. We propose a multi-agent collaborative
deep research system that addresses key challenges in long-form research report generation through
the coordinated operation of four core components. The system workflow proceeds as follows: Ini-
tially, user input undergoes question refinement and preliminary enhancement. Subsequently, the
Option-Driven Multi-Round Clarification module guides dialogue through structured question-
ing to precisely capture research intent and background information. After establishing research
objectives, the system enters a Plan-Search-Report dynamic loop: within each cycle, network
search queries are generated based on current planning status and delegated to the Sub Browse-
Agent Cluster, which coordinates Sub-Agent groups to process massive web resources in parallel.
During evidence collection, the Writing Agent continuously outputs intermediate reports, enabling
dynamic user feedback. The entire process supports user interruption at any time, while agents
can proactively initiate clarification questions to seek additional information for decision assistance.
This design ensures research process transparency and user engagement while maintaining efficient
automated information processing capabilities.

2.2 OPTION-DRIVEN MULTI-ROUND CLARIFICATION MECHANISM

Existing deep research systems such as OpenAI DeepResearch OpenAI (2025b) and Gemini Deep-
Research typically conduct one-time question collection during the initial dialogue phase, but this
approach neglects the dynamic clarification needs that emerge during the research process. Human
researchers actively seek clarification for newly discovered points of confusion during exploration,
and this timely feedback mechanism is crucial for research efficiency and quality. We design an
option-driven progressive clarification framework that transforms complex clarification ques-
tions into structured option questionnaires, rather than relying on traditional free-text input. This
approach reduces user cognitive burden while improving response stability and parsability. The
mechanism supports triggering clarification processes at any stage of the research, providing contin-
uous human supervision signals for subsequent information retrieval and report generation.

2.3 SUB BROWSE-AGENT CLUSTER

When processing large-scale web information retrieval tasks, we face two core challenges. First, the
information overload problem arises as massive URLs and PDF documents exceed the effective
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processing range of a single model. Second, the long-sequence degradation problem manifests as
existing large language models universally exhibit the “lost in the middle” Liu et al. (2023a) phe-
nomenon, struggling to effectively integrate scattered key information when processing long texts.
Additionally, the inherent structural looseness and uneven information density of web content fur-
ther exacerbate the complexity of information extraction. To address these challenges, we propose
a distributed Sub-Browse Agent cluster architecture that achieves efficient information extraction
through a systematic workflow. The main Research Agent first queries the Serper API to retrieve the
top-20 candidate URLs for each search query, then strategically distributes these resources among
specialized Sub-Agent instances. Each Sub-Agent operates within an isolated contextual environ-
ment to avoid cross-domain information interference.

For content processing, Sub-Agents employ adaptive chunking strategies to handle documents of
varying lengths. Standard web pages are processed using fixed-size chunking with overlapping win-
dows, while exceptionally long documents trigger an autonomous pagination decision mechanism
where the Browse Agent evaluates content density and relevance to determine whether to continue
processing subsequent sections. Upon completion of analysis, each Sub-Agent submits structured
findings to the main Agent with three components:Excerpts, Useful and Reasoning. This archi-
tecture effectively distributes computational load, enables specialized processing optimization, and
significantly improves both efficiency and accuracy in large-scale web information retrieval tasks.

2.4 DYNAMIC PLANNING AGENT

To address the issues of rigid planning and insufficient adaptability in long-term research processes,
we designed a dynamic research planning generation mechanism. This mechanism can real-time
adjust research directions and priorities based on research progress and newly discovered evidence,
avoiding the limitations of “plan once, execute mechanically” approaches. Meanwhile, planning
steps feature explicit success criteria, supporting subsequent agent verification and human inspection
to ensure a balance between research quality and efficiency.

2.5 INTERMEDIATE RESEARCH REPORTS THROUGH WRITING AGENT

While existing deep research systems LangChain (2024); Roucher et al. (2025a) typically follow
a sequential collect-then-generate paradigm, we propose an evidence-driven iterative report con-
struction strategy. We deployed a specially fine-tuned Writing Agent capable of generating struc-
tured intermediate reports even when evidence collection remains ongoing. The system dynamically
generates or adjusts hierarchical research plans at the beginning of each information collection cycle,
with these plans serving as report outlines to guide the current cycle’s writing tasks. This progressive
synthesis approach delivers two key advantages: through reasoning space construction, it provides
the model with a dedicated arena for deep reasoning and analysis during iterative optimization of
multiple report versions; through selective context retention, the system preserves only the brows-
ing results that have been incorporated into the current report, while directly removing unutilized
evidence from subsequent processing contexts.

This parallel evidence acquisition and report construction paradigm breaks through the limitations
of traditional batch processing approaches, enabling continuous knowledge synthesis processes.

3 HUMAN-AI CO-RESEARCH MECHANISM

Deep cognition supports real-time human–AI collaboration. It is designed for open-ended, multi-
hop retrieval and exploratory analysis. It enables users to iteratively expand the initial question
and produce a synthesized write-up. Following principles of cognitive oversight, we designed the
following features for our deep cognition system, with interfaces presented in Figure 3. The inter-
face supports multiple modes of human–AI collaboration: Clarification (left): The system generates
clarification questions to help users specify their focus. Interrupt (bottom-left): Users can inter-
vene during the system’s ongoing retrieval or reasoning process, halting unsatisfactory results and
redirecting the search toward more relevant information. Planning (right): The system synthesizes
retrieved evidence into a structured research plan.
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Figure 2: Deep cognition interface design showcasing key interactive features: (A) Research scope
clarification to refine vague queries, (B) Click to open the important URL, (C) Multi-agent Work-
flow Visualization, (D) Transparent display of reasoning, research processes, and interactive query
refinement, and (E) Report revision. The icon stands for clickable interface elements.

clarification

interrupt planningcollaboration

Figure 3: Presents a real screenshot from our deployed system, illustrating how users engage in
different stages of interaction with the Deep Research tool.

Transparent Research Process The interface make the system’s decision-making process visi-
ble and comprehensible to users. Search strategy explainability is achieved by directly displaying
the reasoning process and query terms generated by the model, making information retrieval inter-
pretable. The editor area on the left of Figure 3 displays the evolving research document with proper
formatting. All findings are properly linked to their original sources, enabling users to trace source
materials.

Real-Time Intervention We implement a “Pause” feature, allowing users to interrupt the system
at critical junctures in the research process. This intervention capability enables users to actively
shape the research trajectory based on emerging insights or changing objectives.

4 EXPERIMENTS

4.1 SYSTEM EXPERIMENTAL SETUP

Deep cognition provides flexible support for various open-source and closed-source large language
models. We use claude-3.7-sonnet-thinking as an inference model for action selection and claude-
4.0-sonnet for document authoring, and the browsing model uses gpt-4.1-mini for processing large
numbers of documents, with 0.6 used for both temperature. We used the Google TOP20 for web
search to provide a realistic search environment for the Agent System. Each turn search generate
5 queries, and for 5 webpages for each query. We develop a web application for users to interact
with deep cognition in real time. Deep cognition is implemented as a web-based application. We
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Figure 4: Overall evaluation results. We present the user evaluation (seven metrics on the left
part), report quality (six metrics in the middle), and evaluation results on deep research problems
(the right part) with three conditions: Without Cognition, With Cognition & Interaction, and Without
Interaction. These results demonstrate the cognitive amplification effect of deep cognition when
users collaborate with AI to perform long and complex tasks. “DC.” stands for “deep cognition”.

compare it with three competitive deep research products: Gemini Deep Research Google (2025),
OpenAI Deep Research OpenAI (2025b;a;c) and Grok 3 DeeperSearch xAI (2025).

4.2 RESEARCH TASK SETUP

We performed a user evaluation to capture real-world user experience during human-AI interaction
inspired by Lee et al. (2024). This methodology addresses two fundamental limitations of static
benchmarks: 1) it reflects real-world, first-person subjective experience during human-AI interac-
tion; and 2) it enables assessment of output quality that depends on interactive dynamics, which
aligns with real-world usage scenarios. We conducted two within-subjects user studies comparing
deep cognition with state-of-the-art commercial baseline interfaces (OpenAI, Grok, and Gemini).
Study 1 measuring post-interaction report quality and the effectiveness of the interaction design.
Study 2 testing whether users with higher or lower cognitive levels show differences in multi-hop
retrieval task when using deep cognition.

Study 1 We recruited 13 participants with prior research experience. Before using the system, they
were introduced to our evaluation metrics(see AppendixD) for deep cognition to ensure a shared
understanding. Participants then evaluated both the quality of generated reports and the system’s in-
teractive behaviors on a 5-point Likert scale, supplemented by qualitative responses to open-ended
interviews. Each participant proposed a research question from their own work, participants ob-
served the model in real time as it retrieved information, reasoned through intermediate steps, and
generated self-evaluations. They could not directly edit the final report but instead guided the pro-
cess via interactive mechanisms such as interrupting outputs, injecting prior knowledge, inspecting
sources, reviewing self-evaluations, suggesting new directions, giving feedback, or contributing per-
sonal documents. These interventions helped steer the model toward deeper analysis and more
efficient retrieval, with the report finalized when the model itself chose to conclude.

Study 2 To validate our hypothesis that experts with higher cognitive capabilities demonstrate
enhanced collaboration with AI in transparent dialogue environments, we measured system perfor-
mance through two comprehensive benchmarks. Given that our expert annotators are native Chinese
speakers with domain expertise, we selected representative subsets for intensive interactive evalua-
tion: 22 questions from browsecomp-ZH Zhou et al. (2025) (top two from each of 11 categories)
and the first 20 questions from xbench-deep research Chen et al. (2025). Both sampling strategies
ensure feasible human-AI collaborative assessment.
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5 MAIN RESULT

5.1 EXPERT USER EVALUATION

As shown in Table 1, augmented through expert
interaction, the deep cognition system demon-
strated significant enhancements across six eval-
uated metrics, overall average improve 63%.
Notably, the ORGANIZATION exhibits the great-
est gain (+97%), followed by CUTTING-EDGE
(+79%) and depth (+76%). Even the dimension
with the smallest gain, helpfulness, showed a
significant improvement of +42%. As the evalu-
ation results in Table 2, the alignment between
expert rankings and user evaluations vali-
dates our core hypothesis: The system with en-
hanced interaction mechanisms consistently
deliver output quality across six metrics.

Metric DC (w/o Int). DC.

Organization 2.231 4.385 ↑ 97%
Cutting-Edge 2.538 4.538 ↑ 79%
Coverage 2.423 4.000 ↑ 65%
Depth 2.231 3.923 ↑ 76%
Relevance 2.885 3.769 ↑ 31%
Helpfulness 2.808 4.000 ↑ 42%

Overall Average 2.519 4.103 ↑ 63%

Table 1: Performance improvement of deep cognition
over deep cognition without interaction. DC. indicates
deep cognition, DC (non). indicates deep cognition
without interaction.

Report Evaluation (1–5 Score)

Metric DC. Gemini OpenAI Grok3

Organization 4.385+1.8% 4.308 3.769 3.385
Cutting-Edge 4.538+3.5% 4.385 3.769 3.538
Coverage 4.000-10.4% 4.462 3.692 2.923
Depth 3.923-1.9% 4.000 3.577 2.769
Relevance 3.769-18.3% 4.615 4.077 3.615
Helpfulness 4.000+0.0% 4.000 3.615 2.692

Interaction Evaluation (1–5 Score)

Metric DC. Gemini OpenAI Grok 3

Transparency 5.00+25.0% 4.00 3.00 3.19
Interruptibility 4.35+31.4% 3.31 2.69 2.62
Fine-Grained Interation 4.73+44.6% 3.27 2.88 2.19
Real-Time Intervention 4.69+24.4% 3.77 2.92 2.62
Inspiration 4.08+0.0% 4.08 3.42 3.19
Ease of Collaboration 4.62+43.0% 3.23 2.77 1.85
Results-Worth-Effort 4.52+10.8% 4.08 3.29 2.96

Table 2: User and expert evaluation results for AI research assistance systems. Left panel: User-
generated evaluation scores on a 1-5 scale, where participants queried systems with their own re-
search questions. Right panel: Scores (1–5 scale) for system-interaction evaluation metrics. Color
coding indicates within-row performance rankings, and percentages show deep cognition’s relative
improvement over the strongest baseline system (Gemini). DC. indicates deep cognition.

Deep cognition dominates six of the seven metrics. It records the largest gains in Fine-Grained Inter-
action (+44.6%) and Cooperative (+43.0%), and is the only system to reach a perfect Transparency
score (5.00, +25.0% over the strongest baseline). Overall, the results highlight deep cognition’s su-
perior transparency, controllability, and collaborative support. These quantitative results are further
supported by users’ qualitative feedback. Over 90% of participants agree or strongly agree that in-
teraction with deep cognition improves report quality; 69% find it easy to use and 62% show a high
willingness to use.

5.2 BENCHMARK EVALUATION RESULTS

The results provide compelling evidence for our collaborative cognition framework. On
browsecomp-ZH, the deep cognition system achieves 72.73% accuracy—dramatically outperform-
ing all baselines (Gemini/OpenAI: 40.91%, Grok 3: 22.73%). Ablation studies show neither cogni-
tive oversight alone (45.45%) nor interaction alone (40.91%) match their combination. On X-bench,
our system achieves 65% accuracy, matching OpenAI while substantially outperforming Gemini
(35%). Note that browsecomp-ZH was evaluated on June 22, 2024, and X-bench on September 25,
2024—temporal gaps may contribute to baseline performance variations due to API updates. The
results consistently demonstrate that expert-AI collaboration requires both transparent reasoning and
interactive guidance for effective performance across domains. Participants with deeper cognitive
processing capabilities achieved significantly higher human-AI collaborative performance compared
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to those with surface-level cognitive approaches in transparent interaction paradigms, as measured
by problem resolution accuracy.

DC (non cog). DC (non int). DC (cog+int). Gemini OpenAI Grok 3

Accuracy 45.45% 40.91% 72.73% 40.91% 40.91% 22.73%

DC (cog+int). Gemini OpenAI

Accuracy 65% 35% 65%

Table 3: Accuracy comparison across benchmarks. Top: Browsecomp-ZH (22 questions). Bottom:
X-bench deep research (first 20 questions). DC (non cog). = baseline with middle school-level
participants (n=4); DC (non int). = autonomous system; DC (cog+int). = interactive condition with
graduate-level participants (n=4).

6 IN-DEPTH ANALYSIS OF THE HUMAN STUDY

6.1 HUMAN HOLD DYNAMIC MENTAL MODELS THROUGHOUT COLLABORATION PROCESS

Enhancing transparency at the model’s behavioral status can improve human-AI collaboration.
Specifically, in complex, long-duration retrieval tasks, humans tend to delegate mechanical oper-
ations such as “browsing” and “summarizing” to AI, while preferring to collaborate with the model
at decision points requiring higher-order thinking. We dive deeper into the human behavior pat-
tern in the deep research process and provide design considerations of human-AI collaboration re-
search system. As illustrated in case study(see Appendix G) and User Behavior Data Point (see
Appendix A), our user study reveals a sophisticated pattern of collaborative engagement that varies
systematically across six research phases. Users demonstrate dynamic cooperation willingness,
transitioning between “hands-on” and “hands-off” modes based on task characteristics and their
domain expertise. We detail these six phases below:

Hands on

Research 
Process

Cooperative Willingness

Reasoning Web Summary

Hands on

Hands off Hands off

Clarification User Knowledge 
Input

Real-time

Intervention

Web Search

Hands on Hands on

Figure 5: Changes in users’ behavioral tendencies in the process of complex research tasks.

Clarification (Hands-on) The research process begins with intensive human-AI collaboration as
users refine vague problem definitions. Users’ initial research questions are typically too broad to
cover all possible scenarios. User Knowledge Input (Hands-on) Users maintain high engagement
when they possess specific domain knowledge or references that need integration. When users know
specific references or attributes about an item, such as queries, paper links, websites, or personal
opinions, they actively guide the AI to relevant media. Reasoning (Hands-off) Users seek to un-
derstand whether the model has correctly executed prescribed instructions and want transparency in
decision-making processes. Real-Time Intervention (Hands-on) Cooperation peaks again during
dynamic browsing tasks where users encounter pages or information sources that warrant detailed
retrieval. Web Summary (Hands-off) During summarization tasks, users tend to trust in AI capa-
bility. Participants often need consolidated insights from multiple sources rather than single source
summarization, leading them to allow extended autonomous operation. Web Search (Hands-on)
The cycle concludes with renewed hands-on engagement for open-ended and subjective questions
that require interpretation or subjective judgment.

This dynamic pattern demonstrates that effective human-AI collaboration is not uniform but adapts
strategically to leverage the comparative advantages of human judgment and AI processing capabil-
ities across different research phases. We illustrate this dynamic research task example to demon-
strate authentic participant behavior.
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6.2 HUMAN-MACHINE COLLABORATION TOOLS CAN AUGMENT EXPERT THINKING

Complex user hesitations or corrections trigger deeper reasoning processes, while smooth task com-
pletion indicates successful lightweight inference. Participants with deeper cognitive processing
capabilities achieved significantly higher human-AI collaborative performance compared to those
with surface-level cognitive approaches in transparent interaction paradigms, as measured by prob-
lem resolution accuracy.

6.3 USAGE AS ANNOTATION BECOMES POSSIBLE

Usage as Annotation becomes possible through thoughtful product design that transforms natural
user interactions into annotation signals. When users complete tasks, their behaviors implicitly
provide annotation signals that guide system adaptation. Optimal human-AI collaboration(see Ap-
pendixB) requires cognitively appropriate responses tailored to users’ expertise levels, rather than
merely preference alignment. Our findings show that challenging model outputs motivate users to
contribute additional domain knowledge, enhancing collaborative outcomes.

7 RELATED WORK

Human-AI Interaction AI agents White (2024); Feng et al. (2025) now support complex tasks
through natural language interaction, better task understanding, and multi-level autonomy beyond
basic queries interaction Srinivas & Runkana (2025); Shao et al. (2025). The shift from static
monolithic inference to adaptive, resource-aware computation has become central to AI systems
for knowledge discovery Shao et al. (2024); Jiang et al. (2024) leveraging multi-agent collabora-
tion Watkins et al. (2025); Fragiadakis et al. (2025) to facilitate serendipitous discovery. This mis-
match constrains the potential for AI to act as a collaborator in exploratory inquiry Pirolli (2009).
Although current collaboration systems allow humans to read model reasoning chains and engage in
multi-turn interactions with models Westphal et al. (2023); Gomez et al. (2025); Lee et al. (2024);
Collins et al. (2024), these current interaction paradigms maintain limiting user’s ability to adapt to
emerging expert user’s knowledge during complex and time-consuming tasks.

Deep Research Systems Deep research systems such as Gemini Deep Research Google (2025),
OpenAI Deep Research OpenAI (2025b) and Grok3 Deeper Search xAI (2025) are enabled by the
sophisticated reasoning abilities that have emerged from recent advances in large language mod-
els (LLMs) OpenAI et al. (2024); Guo et al. (2025); Team et al. (2025), facilitating multi-step,
in-depth analysis and information synthesis across hundreds of sources. Most open-source deep re-
search projects LangChain AI (2025); Zhang (2025); Elovic (2025); Camara (2025); Jina AI (2025);
Roucher et al. (2025b); ByteDance (2024) employ prompt-based multi-agent systems with prede-
fined workflows. Recent work Zheng et al. (2025b) has applied end-to-end reinforcement learning to
open-source LLMs to perform iterative reasoning to complex questions. However, few existing deep
research systems in AppendixE development multi-round interaction planning during the research
process, user remain limited once research begins.

8 CONCLUSION

This paper introduced deep cognition, a multi-agent framework for collaborative research with real-
time “cognitive oversight” through transparent, interruptible interactions. Our evaluation challenge
the assumption that AI progress requires purely autonomous capabilities. Instead, our work suggests
that advanced intelligence emerges from cognitive partnerships that leverage complementary human
judgment and machine processing strengths.

ETHICS STATEMENT

This work adheres to the ICLR Code of Ethics. Human participants were involved in this study, and
all procedures were conducted with informed consent and in strict accordance with relevant ethical
standards. No personally identifiable information was collected or stored, and participants’ privacy

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

was fully protected throughout the study. All datasets used were obtained in compliance with rele-
vant usage guidelines. We took care to mitigate potential biases and discriminatory outcomes, and
no experiments were conducted that could raise privacy or security concerns. We remain committed
to ensuring transparency, fairness, and integrity in the research process.
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We have made every effort to ensure the reproducibility of our results. To support replication and
verification, we provide an online platform that allows direct access to the system. Details of the ex-
perimental setup, including training procedures, model configurations, and hardware specifications,
are fully described in the paper. We also provide a comprehensive account of our contribution to
facilitate reproduction. Moreover, all datasets used in this work are publicly available, ensuring con-
sistent and reliable evaluation. We believe these measures will enable other researchers to reproduce
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LLM USAGE

Large Language Models (LLMs) were used to aid in the writing and polishing of the manuscript.
Specifically, we used an LLM to assist in refining the language of the paper. The model helped
with tasks such as sentence rephrasing, grammar checking, and enhancing the overall flow of the
text. It is important to note that thc LLM was not involved in the idcation,rescarch methodology,
or experimental design. All research concepts, ideas, and analyses were developed and conducted
by the authors. The contributions of the LLM were solely focused on improving the linguistic
quality of the paper, with no involvement in the scientific content or data analysis. The authors take
full responsibility for the content of the manuscript, including any text generated or polished by
the LLM. We have ensured that the LLM-generated text adheres to ethical guidelines and does not
contribute to plagiarism or scientific misconduct.
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Figure 6: Human–AI collaboration code book

A USER BEHAVIOR DATA POINT
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Interaction improves the Relevance 

of the report to my research.

Interaction helps enhance the 
report’s Depth.

Interaction helps expand the report’s 
Coverage.

Interaction helps enhance the report’s 
Organization.

Interacting with this system can 
improve the Helpfulness of the report.

This system is Easy to Use.

I have high Willingness to Use this 
system.

Clarification

Web

Searching

Web

Summary

Reasoning

Interruptibility

77% 

69% 

62% 

8% 

8% 

38% 31% 38% 31% 

31% 38% 

23% 62% 38% 

31% 38% 

31% 46% 

69% 31% 

62% 23% 

46% 38% 

54% 31% 15% 

15% 

15% 

31% 

23% 

Figure 7: Left: Distribution of participant ratings (1–5) indicating the extent to which each system
feature benefited their research process (n = 13 participants). Right: Perceived overall usefulness of
deep cognition, as reported by the same participant cohort (n = 13 participants).

Figure 8: The evolution of human machine interaction from operational interaction (manual
search) through conversational interaction (ChatGPT-style dialogue) to cognitive interaction
(deep cognition). Our proposed paradigm transforms human-AI collaboration from periodic consul-
tation to continuous cognitive partnership, where intelligence emerges through real-time interaction
rather than autonomous processing.

B QUALITATIVE RESULT

C WHY INTERACTION BECOME IMPORTANT IN THIS AI ERA?
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Figure 9: Evaluation Metrics for Report Quality Assessment

Figure 10: Comparison of different deep research systems (DC. indicates our deep cognition system)

D EVALUATION METRICS DESIGN

E COMPARISON OF DIFFERENT DEEP RESEARCH SYSTEMS

F USER STUDY PROTOCOL

F.1 PRE-STUDY

Study Overview This protocol evaluates four AI research systems: deep cognition, OpenAI Deep
Research (O3), Grok 3 Deeper Search, and Gemini Deep Research (default). Participants com-
plete authentic research tasks requiring between 15 and 30 minutes per system, with a maximum
interaction time of 30 minutes allocated to deep cognition. The full protocol see AppendixF

Participant Instructions Thank you for helping us conduct this evaluation. You need to pose a
research question that you genuinely want to ask. Typically, this research question should be some-
what ambiguously defined, focused on open-ended inquiry, with substantial room for interpretation
in the response, and requiring iterative search and adjustment. For example:
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“I want to systematically understand current perspectives on how to position ’AI agent roles and
their relationships with humans.’ For instance, Anthropic CEO Dario Amodei believes that future
AI agents will relate to humans as colleagues; Google published a paper on Co-scientist, viewing
AI scientists as human colleagues. Please collect more viewpoints and analyze them in combination
with current and future development trends.”

“Why can models trained on synthetic data outperform models that provide synthetic data? Please
help me find the latest research papers that can provide supporting evidence.” Typically, a report
may take 15-30 minutes to generate, with a maximum time limit of 30 minutes for Deep Cognition
interaction. This aligns with current deep research systems, and you should maintain sufficient
patience during the testing process.

“Ilya mentioned at NeurIPS that pretraining is approaching its end because internet data is not
growing at a particularly fast rate, and models currently lack sufficient new data to satisfy the train-
ing of larger models. Therefore, a current challenge is how to improve data utilization efficiency (as
mentioned by OpenAI researchers) - assuming there are approximately 50T tokens of data on the in-
ternet, how can we utilize these 50T tokens effectively to improve the intelligence ceiling of models?
Please help me research relevant materials and literature, identifying methods for improving data
utilization efficiency and ways to collect more data. For example, current web data is static - how
might we obtain dynamic data, such as behavioral traces?”

1. Pre-Study (Understanding System Usage) This is a tool for real-time human-AI collabora-
tion, retrieving open-ended multi-hop questions, allowing users to dynamically explore initial ques-
tions during system interaction and ultimately complete comprehensive writing. Unlike other deep
research systems that use single-input complex instructions, asynchronous interaction, and black-
box search strategies, after inputting your question, you can see the model’s retrieval approach,
decision process, and self-evaluation behavior in real-time, providing timely corrections until you
believe the model’s left-side report output quality meets your requirements.

You cannot directly manually modify the model’s final report. You need to guide the model to im-
prove report writing depth and information retrieval efficiency through various interaction methods
during the model’s research process (interruption, adding expert prior knowledge, reviewing model-
retrieved information, auditing the model’s self-evaluation process, new thinking, strategic guidance,
or personal files). Please note that you should aim to achieve 4-5 points across all dimensions before
stopping generation. You can interrupt at any time before the model finishes. The termination point
is when the model autonomously decides to finish.

Model Settings: After selecting “Clarify Question” copy and record the thought chain returned on
the right side. You need to simultaneously review the behavioral patterns returned by the model on
the right side. When using Deep Cognition, you need to enable the switch in the bottom right corner.

F.2 IN-STUDY

Understanding Evaluation Metrics During generation across all systems, you need to timely re-
view the model’s behavior (right-side thought chains, expanded model execution details, all searched
URLs, information retrieved from URLs) and the quality of model-generated reports (left-side
drafts).

F.2.1 EVALUATION FRAMEWORK

Organization

Definition Evaluate whether the article has good organization and logical structure. An
acceptable response should: 1. Have clear structure, categorizing related points into a logical
flow. 2. Be coherent, without contradictions or unnecessary repetition.

Score 5: Exceptional Organization
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Structure Clarity: Perfect logical structure with clear hierarchical organization
and seamless section transitions;
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Evaluation Dimension Pool Basic Average Strong Exceptional

Organization: Structural clarity and logical flow ⃝ ⃝ ⃝ ⃝ ⃝
Cutting-edge Information: Coverage of recent, high-
impact research

⃝ ⃝ ⃝ ⃝ ⃝

Information Coverage (Breadth): Comprehensiveness
across research domains

⃝ ⃝ ⃝ ⃝ ⃝

Information Depth: Sufficiency of detail for thorough
understanding

⃝ ⃝ ⃝ ⃝ ⃝

Overall Helpfulness: Practical utility for literature re-
view and research

⃝ ⃝ ⃝ ⃝ ⃝

Table 4: 5-Point Likert Scale for Assessing Report Quality

• Logical Flow: Flawless reasoning progression from introduction to conclusion
with excellent coherence;

• Coherence: All content elements perfectly interconnected with consistent thematic
development;

• Presentation Quality: Outstanding formatting and layout that enhances readability
and comprehension;

Score 4: Strong Organization
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Structure Clarity: Response is well-organized with clear, logical structure consis-
tently followed;

• Logical Flow: Points are effectively grouped, flow is smooth;
• Coherence: Minor coherence issues but overall clear and easy to follow with min-

imal repetition or contradictions;
• Presentation Quality: Good formatting that supports understanding;

Score 3: Moderate Organization
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Structure Clarity: Response is generally well-organized with clear structure that
is basically maintained;

• Logical Flow: Adequate progression with some choppy transitions;
• Coherence: Reasonable thematic development with some disconnected elements;
• Presentation Quality: Acceptable formatting with room for improvement;

Score 2: Basic Organization
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Structure Clarity: Some organization but inconsistent structure, minor contradic-
tions;

• Logical Flow: Weak reasoning progression with confusing transitions;
• Coherence: Limited thematic coherence with noticeable gaps;
• Presentation Quality: Poor formatting that hinders comprehension;

Score 1: Poor Organization
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Structure Clarity: No clear structure, scattered points, difficult to follow;

21



1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187

Under review as a conference paper at ICLR 2026

• Logical Flow: No discernible logical progression, chaotic presentation;
• Coherence: No thematic coherence, completely disconnected content;
• Presentation Quality: Very poor formatting that severely impairs understanding;

Cutting-Edge Information

Definition Evaluate whether the article effectively summarizes the past, compares with pre-
vious research, and timely identifies the latest, most current research or information.

Score 5: Exceptional
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Recency: Precisely captures key latest research in the field, including recently pub-
lished technical reports, preprints, conference reports, and ongoing work;

• Impact Level: Includes highest-impact research and breakthrough discoveries,
keen insight into cutting-edge issues and breakthrough progress, can identify
emerging directions not yet widely recognized;

• Coverage Completeness: Comprehensive coverage of all major recent develop-
ments;

• Source Quality: Exclusively high-quality, authoritative sources from leading insti-
tutions;

Score 4: Strong
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Recency: Response successfully identifies most important recent research achieve-
ments and breakthrough work;

• Impact Level: Covers major high-impact developments with good selection. Has
clear grasp of recent developments, can precisely identify hot issues and method-
ological innovations in the field;

• Coverage Completeness: Good coverage of recent developments with minor gaps.
Cutting-edge information coverage is comprehensive, including not only latest pa-
pers but also latest viewpoints from peers;

• Source Quality: Mostly high-quality sources with reliable attribution;

Score 3: Moderate
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Recency: Response identifies a certain number of recent research achievements,
covering some important latest developments;

• Impact Level: Includes moderately impactful research with some selection issues.
Can point out some emerging trends and methodological shifts but may overlook
certain key breakthroughs;

• Coverage Completeness: Adequate coverage but misses some important develop-
ments. Generally reflects the field’s current state but coverage of the most cutting-
edge exploratory work is insufficient;

• Source Quality: Mixed source quality with some reliability concerns;

Score 2: Basic
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Recency: Limited recent research, misses important developments. Response iden-
tifies a small amount of recent research but misses most important latest achieve-
ments;

• Impact Level: Focuses on lower-impact or less significant research. Fails to ade-
quately reflect the field’s current active state and latest trends;
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• Coverage Completeness: Poor coverage with significant gaps in recent develop-
ments. Coverage of cutting-edge developments is unsystematic, occasionally men-
tioning new directions but lacking complete narrative;

• Source Quality: Low-quality sources with questionable reliability;

Score 1: Poor
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Recency: Response lacks coverage of high-impact recent work, with almost no
identification of recent or cutting-edge research. Lacks recent research coverage,
predominantly outdated information;

• Impact Level: No coverage of impactful or breakthrough research;
• Coverage Completeness: Severely limited coverage missing most recent develop-

ments;
• Source Quality: Description of current research state significantly differs from

reality. Very poor or unreliable sources;

Information Coverage (Breadth)

Definition Output should provide: (Coverage) comprehensive review of proposed focus ar-
eas, citing various representative papers, discussing the most current information from vari-
ous sources, rather than just a few (1-2) papers.

Score 5: Exceptional
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Domain Scope: Comprehensive coverage: answer covers various different papers
and viewpoints, providing comprehensive field overview;

• Perspective Diversity: Multiple viewpoints and approaches from different research
communities. Includes important discussion points not explicitly mentioned in the
original question;

• Methodological Range: Covers various research methodologies and theoretical
frameworks;

• Interdisciplinary Connections: Excellent integration of insights from related
fields;

Score 4: Strong
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Domain Scope: Broad coverage: output covers the field, discussing various repre-
sentative papers and materials;

• Perspective Diversity: Good variety of viewpoints with most major perspectives
covered. While providing broad overview, it may miss some small areas or other
documents that could enhance comprehensiveness;

• Methodological Range: Covers most relevant methodological approaches;
• Interdisciplinary Connections: Good integration with some cross-field insights;

Score 3: Moderate
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Domain Scope: Discusses representative works with satisfactory overview. Output
discusses several representative works and provides satisfactory field overview;

• Perspective Diversity: Adequate variety of viewpoints but may miss some impor-
tant perspectives. However, adding more papers or discussion points could signifi-
cantly improve the answer;
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• Methodological Range: Covers basic methodological approaches with some gaps.
Covers core aspects of the question but may miss some details;

• Interdisciplinary Connections: Limited cross-field integration;

Score 2: Basic
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Domain Scope: Partial coverage, misses important research directions. Output
covers some key aspects of the field but misses important research directions, or
focuses too narrowly on few sources;

• Perspective Diversity: Limited viewpoints, potential bias in selection. Lacks com-
prehensive perspective, failing to adequately represent field work diversity;

• Methodological Range: Narrow methodological coverage;
• Interdisciplinary Connections: Poor cross-field integration;

Score 1: Pool
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Domain Scope: Severely limited coverage, focuses on single domain. Severely
lacks coverage: output lacks coverage of several core research areas or focuses
mainly on a single work area;

• Perspective Diversity: Very narrow perspective, lacks diversity. Lacking overall
field perspective;

• Methodological Range: Single or very limited methodological approach;
• Interdisciplinary Connections: No cross-field integration;

Relevance

Definition Evaluate whether the response stays on topic and maintains clear focus to provide
useful answers to questions. Specifically, output should: 1. Adequately address core points
of original question and meet your information needs (if factual). 2. Not contain much
secondary information unrelated to original question.

Score 5: Focused and entirely on topic
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Topic Focus: Response consistently stays closely on topic with clear focus on
solving the problem;

• Information Relevance: Every piece of information directly contributes to com-
prehensive topic understanding;

• Content Quality: Sufficient depth of understanding and coverage of core informa-
tion;

• User Needs: Fully addresses core points of original question and meets information
needs;

Score 4: Mostly On-Topic with Minor Deviations
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Topic Focus: Response is basically topic-relevant and clearly focuses on solving
the problem;

• Information Relevance: Most content directly relates to the main question with
minor irrelevant details;

• Content Quality: Minor off-topic deviations that temporarily distract from topic
focus but don’t significantly impact clarity;

• User Needs: Adequately addresses most core points with minimal distraction;
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Score 3: Somewhat on topic but with several digressions or irrelevant information
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Topic Focus: Response still revolves around original question but frequently devi-
ates from topic;

• Information Relevance: Contains some redundant information or minor irrelevant
points;

• Content Quality: Noticeable digressions that affect focus but main topic remains
discernible;

• User Needs: Partially addresses core points but with unnecessary diversions;

Score 2: Frequently Off-Topic with Limited Focus
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Topic Focus: Article somewhat addresses the question but frequently deviates from
topic;

• Information Relevance: Contains significant amount of irrelevant information or
unrelated points;

• Content Quality: Multiple diversions that don’t help with main question and re-
duce overall utility;

• User Needs: Limited success in addressing core points of original question;

Score 1: Off-topic
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Topic Focus: Content severely deviates from original question;
• Information Relevance: Difficult to discern relevance to the original question;
• Content Quality: Diverts user attention from intended topic and fails to provide

useful answers;
• User Needs: Fails to address core points and does not meet information needs;

Information Depth

Definition Evaluate whether the article provides sufficient information. Depth provides suffi-
cient relevant information so readers can thoroughly understand each argument in the article.

Score 5: Excellent Coverage and Amount (depth)
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Detail Sufficiency: Provides necessary and sufficient information with selective
deep exploration. Can select materials requiring deep exploration for detailed dis-
cussion;

• Technical Accuracy: Highly accurate technical details with proper context;
• Analytical Depth: Deep analytical insights with sophisticated reasoning. Re-

sponse provides all necessary and sufficient materials;
• Contextual Understanding: Excellent understanding of broader implications and

context;

Score 4: Good Coverage and Amount (depth)
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Detail Sufficiency: Includes most relevant information needed to understand the
topic. Avoids excessive irrelevant details, but several points might benefit from
deeper exploration or more specific examples;

• Technical Accuracy: Good technical accuracy with minor gaps;
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• Analytical Depth: Good analytical insights with solid reasoning. Response in-
cludes most relevant information needed to understand the topic;

• Contextual Understanding: Good understanding of context and implications;

Score 3: Acceptable Coverage and Amount (depth)
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Detail Sufficiency: Acceptable amount of relevant information, may lack some
useful details;

• Technical Accuracy: Adequate technical accuracy with some inaccuracies;
• Analytical Depth: Output provides reasonable amount of relevant information,

though it may lack some useful details.;
• Contextual Understanding: Basic understanding of context;

Score 2: Limited Coverage and Amount (depth)
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Detail Sufficiency: Provides some relevant information but misses important de-
tails;

• Technical Accuracy: Poor technical accuracy with significant errors;
• Analytical Depth: Response provides some relevant information but misses im-

portant details that would aid full topic understanding.;
• Contextual Understanding: Poor understanding of broader context;

Score 1: Lack of Coverage and Amount (depth)
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Detail Sufficiency: Lacks basic details needed for topic understanding;
• Technical Accuracy: Very poor technical accuracy with major errors;
• Analytical Depth: Output either lacks basic details needed for adequate topic un-

derstanding (e.g., method definitions, relationships between methods);
• Contextual Understanding: No understanding of context or implications;

Overall Helpfulness

Definition Do you find the provided answer overall helpful? Does it assist with your litera-
ture review? Evaluate the overall utility of the response for research and learning purposes.

Score 5: Super Useful. I can fully trust the answer
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Question Addressing: Answer provides comprehensive field overview and fully
answers the question;

• Source Quality: Provides high-quality, trustworthy sources with comprehensive
coverage;

• Research Utility: Serves as complete foundation for research without need for
independent verification;

• Information Reliability: I believe I don’t need to independently search for other
papers or detailed information;

Score 4: Useful. I may try to verify some details, but overall gives great summary
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Question Addressing: Answer provides detailed information and good overview
of the area of interest;
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• Source Quality: Provides high-quality, fresh sources across multiple sources with
good diversity;

• Research Utility: Requires minimal additional editing, serves as excellent founda-
tion for further work;

• Information Reliability: May need to check details of 1-2 specific papers/sources,
but overall highly reliable;

Score 3: Provides some useful discussions and papers, though requires independent
reading

[topsep=0pt, partopsep=0pt, itemsep=0pt]
• Question Addressing: Answer is generally helpful and provides good overview

with diverse perspectives;
• Source Quality: Provides at least 2-3 useful information sources previously un-

known to reader;
• Research Utility: Can base further reading on recommended papers, good starting

point for deeper research;
• Information Reliability: May need to independently verify some details or consult

other core research papers;

Score 2: Better than searching from scratch but limited utility
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Question Addressing: Answer provides at least one useful starting point but dis-
cussions are somewhat irrelevant;

• Source Quality: Provides at least one useful paper that can be read carefully;
• Research Utility: Limited utility for research purposes, requires significant addi-

tional work;
• Information Reliability: Overall discussions don’t provide sufficiently useful in-

formation for the topic;

Score 1: Unhelpful
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Question Addressing: Answer doesn’t address the question or provides confusing
information;

• Source Quality: Hasn’t conducted effective retrieval, still generating using pre-
trained knowledge;

• Research Utility: Cannot serve as useful starting point for learning or writing rel-
evant content;

• Information Reliability: Fails to provide understanding of literature in this field;

F.2.2 SYSTEM DESIGN EVALUATION (-2 TO +2 SCALE)

Evaluation Dimension -2 -1 0 +1 +2

Transparency: Decision-making process visibility ⃝ ⃝ ⃝ ⃝ ⃝
Interruptibility: Real-time intervention capability ⃝ ⃝ ⃝ ⃝ ⃝
Fine-grained Interaction: Interaction granularity level ⃝ ⃝ ⃝ ⃝ ⃝
Inspiration: Unexpected discoveries and insights ⃝ ⃝ ⃝ ⃝ ⃝
Collaboration: Collaborative partnership quality ⃝ ⃝ ⃝ ⃝ ⃝

Table 5: System Design Assessment Rubric
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System Design Evaluation Definition

Question: Does the system design provide sufficient transparency in decision-making pro-
cesses?

Interruptibility (Interruptible at any time): To what extent do you think interruptibility
can help correct the model’s research approach and reduce model errors?

Fine-grained and Bidirectional Interaction: How fine-grained do you think the current
system’s interaction is? (Interaction refers to nodes where users can provide input to the
model)

Inspirational Perspectives (Shared cognitive context as exploration space): How much
information in the model’s decision and search process exceeded your expectations? Did it
help inspire you?

Inspirational Perspectives (Shared cognitive context as exploration space): How much
information in the model’s decision and search process exceeded your expectations? Did it
help inspire you?

Long-term Collaboration Willingness: Deep research systems can all interact (Deep Cog-
nition during process, other 3 systems after research process). Research is a dynamic, multi-
round complex long-term task. To what extent do these systems’ interaction methods (in-
cluding input methods and system feedback output methods) make you willing to engage in
long-term, multi-round communication and collaboration with the system?

Long-term Collaboration Willingness: Deep research systems can all interact (Deep Cog-
nition during process, other 3 systems after research process). Research is a dynamic, multi-
round complex long-term task. To what extent do these systems’ interaction methods (in-
cluding input methods and system feedback output methods) make you willing to engage in
long-term, multi-round communication and collaboration with the system?

+2 points - Excellent:
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Process Visibility: Complete visibility of thinking, actions, and browsed content;
• Decision Rationale: Clear explanation of all decision-making processes;
• Source Verification: Full source verification and citation transparency;
• Strategy Disclosure: Complete disclosure of search and analysis strategies;

+1 points - Good:
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Process Visibility: Good transparency with some decision process visibility;
• Decision Rationale: Adequate explanation of major decisions;
• Source Verification: Good source transparency with minor gaps;
• Strategy Disclosure: Partial disclosure of strategies and approaches;

0 points - Neutral:
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Process Visibility: Neutral/adequate transparency level;
• Decision Rationale: Basic explanation of some decisions;
• Source Verification: Adequate source information;
• Strategy Disclosure: Limited strategy disclosure;

-1 points - Poor:
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Process Visibility: Limited transparency, unclear decision processes;
• Decision Rationale: Poor explanation of decision-making;
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• Source Verification: Limited source transparency;
• Strategy Disclosure: Minimal strategy disclosure;

-2 points - Extremely Poor:
[topsep=0pt, partopsep=0pt, itemsep=0pt]

• Process Visibility: Black box operation with no process visibility;
• Decision Rationale: No explanation of decision-making processes;
• Source Verification: No source transparency or verification;
• Strategy Disclosure: No disclosure of strategies or methods;

F.2.3 DEEP COGNITION SPECIFIC EVALUATION

Qualitative indicator: When comparing the Deep Cognition system with other deep research sys-
tems, do the system’s functional designs (interruptibility, transparent thinking process, transparent
behavioral paths, presenting search queries, displaying retrieved content) enhance this system’s col-
laborative attributes?

Follow-up questions: A. If enhanced, can you provide specific examples? Which functions en-
hanced collaborative attributes? B. During model behavior review, could the model provide new
insights/unexpected search information?

Feature Description
Text Input Basic text communication capability
Question Clarification System’s ability to clarify ambiguous queries
Expert Information Integration Incorporating domain expertise
Thinking Process Visibility Transparency of reasoning steps
Decision Process Clarity of decision-making rationale
Interruptibility Effectiveness of real-time intervention
Content Summary Reading Quality of information synthesis
Search Query Visibility Transparency of search strategies

Table 6: Deep Cognition Feature-Specific Ratings (1-5 Scale)

F.3 POST-STUDY-2

Deep Cognition Evaluation: -2 for strongly negative, 0 for neutral, 2 for strongly positive

1. Enhanced Effectiveness (Enhance cognitive efficiency or not)

To what extent do you think this collaborative approach can improve final report generation quality
(organization and consistency/information coverage/information density (depth)/relevance/overall
helpfulness)?

Dimension Score (-2/-1/0/1/2) Reason
Organization and consistency
Information coverage
Information density (depth)
Relevance
Overall helpfulness

2. Results-worth-effort Interacting with these systems costs your time and energy. Do you think
it’s worth it? How worthwhile?
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System Score (-2/-1/0/1/2) Reason
Deep Cognition
OpenAI
Gemini
Grok 3

3. Research Stage Evaluation

At which stages do you think interrupting the model’s operation can effectively improve subsequent
report quality? Which stage can enhance your real-time collaboration willingness with the model?

Current model nodes include: evaluating research status, generating search queries, filtering web-
page URLs, browsing webpages, extracting summaries from webpages and determining usefulness,
prioritizing information retrieved from webpages and organizing arguments.

You may define research stages according to your own understanding when asking this question.

Follow-up questions:

a) At which stage of model research development is your collaboration willingness higher?

b) Can the model’s research process provide you with insights? Can you give an example (screenshot
or text)?

c) At which stages do you think interrupting the model’s operation can more effectively improve
subsequent report quality? Which stage can enhance your real-time collaboration willingness with
the model?

4. Usage Willingness and Learning Cost (Interaction Willingness)

Quantitative indicators: To what extent are you willing to use this system? How are the learning
costs and operational burden?

Aspect Score (-2/-1/0/1/2) Reason
Usage willingness
Ease of operation

5. Feature Evaluation

How helpful are these features for your research process? Rate (1-5) and explain reasons.

Feature Number Feature Name Score Comments
1 Send text
2 Clarify questions
3 Add expert information
4 Thinking process
6 Decision
7 Interruptible
8 Read summaries
9 Search queries
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G CASE STUDY

A Dynamic Research Task Case

Domain: Interdisciplinary Writing

Initial query: Please assist in investigating the latest innovations in interactive and scalable interfaces
designed to enhance the interpretability of large language models in writing.

Clarify query: What aspect of interpretability are you most interested in exploring? Who is the
primary target audience for these interfaces? What writing contexts are you most interested in? What
aspects of interface scalability are most relevant to your research? Are you interested in any specific
emerging technologies related to LLM interpretability?

Domain knowledge input: Add Jeff Rzeszotarski’s PhD dissertation, and research in PAIR (People +
AI Research Initiative) team.

Initial goal: Development trend of interpretability of Interpretable Machine Learning Interface

Last goal: Investigate which research fields the scholars who previously worked in this direction have
migrated to.
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