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Abstract001

In this paper, we address the computational002
identification and categorization of verbs into003
result, and manner verbs—a distinction that004
has been shown to influence child vocabulary005
acquisition and later difficulties with language006
learning such as Developmental Language Dis-007
order (DLD). Within this framework, manner008
verbs encode the dynamic “how” of an action,009
and result verbs, denote a change in outcome.010
Prior work has been limited to a narrow sub-011
set of VerbNet, and relied mainly on human012
linguistic reasoning without scalable computa-013
tional methods. In contrast, we leverage Large014
Language Models (LLMs) as an expert annota-015
tor to generate synthetic annotations on 436 out016
of 487 VerbNet classes over sentences drawn017
from MASC and InterCorp dataset. These an-018
notations serve as training data for a RoBERTa-019
based classifier, which achieves an accuracy of020
89.6% overall on gold annotated datasets. To021
the best of our knowledge, this work presents022
the first large-scale computational approach to023
result and manner verb classification.024

1 Introduction025

Research on the development and representation026

of natural language concepts has traditionally fo-027

cused on noun-based phenomena, in part because028

children’s early vocabularies are dominated by con-029

crete nouns (Gentner, 1982; Gentner and Borodit-030

sky, 2001). However, recent studies suggest that031

the number and types of verbs (Behrend, 1990)032

produced by children—especially during the crit-033

ical period around age two—are better predictors034

of later grammatical skills and language disorders035

(Toddlers’ Verb Lexicon Diversity and Grammati-036

cal Outcomes). Unlike nouns, which refer to tan-037

gible objects, verbs encode actions and events that038

often involve complex semantic and syntactic struc-039

tures. Just as some nouns are learned earlier i.e..040

those denoting basic level categories e.g. dog than041

later i.e. those describing superordinate categories042

e.g. mammal, different categories of verbs also 043

vary in their prevalence in early vocabularies. One 044

semantic distinction that has been found to be rele- 045

vant in previous research is the distinction between 046

manner verbs (e.g., nibble, rub, scribble, sweep, 047

flutter, laugh, run, swim) which incorporate infor- 048

mation about the execution or "how" of an action, 049

and result verbs (e.g., clean, guillotine, bake, climb, 050

cover, empty, fill, freeze, melt, open, arrive, die, 051

enter, faint) which emphasize the "what" of an ac- 052

tion (Hovav and Levin, 2010; Levin, 2008). Recent 053

findings by Horvath et al. (2022) indicate that the 054

relative proportions of manner and result verbs in 055

children’s speech are statistically significant predic- 056

tors of late language disorders, differentiating be- 057

tween late talkers and typically developing children. 058

Moreover, studies suggest that children who pro- 059

duce more manner verbs also produce more verbs 060

overall. (Horvath et al., 2019, 2022) Examining the 061

relative frequency of verb types as a predictor of 062

later language development is particularly impor- 063

tant, as many as half of children with early signs 064

of language delays go on to have Developmental 065

Language Disorder, but the predictors of which 066

students will ultimately have language outcomes 067

in the typical range and those will have further 068

clinical diagnoses are not well understood. While 069

there has been considerable work on grammatical 070

aspects such as parts-of-speech tagging (DeRose, 071

1988), semantic categorizations based on verb root 072

meaning remain underexplored in computational 073

linguistics. Recent efforts to classify similar lexical 074

properties like telicity (although a composition- 075

ally determined category) (Friedrich et al., 2022; 076

Friedrich and Gateva, 2017) have shown both the 077

benefits of leveraging computational approaches 078

for such categorization while also reflecting the 079

inherent challenges of capturing fine-grained se- 080

mantic distinctions. For instance, despite parts- 081

of-speech models achieving accuracies over 97% 082

(Manning, 2011), even the best models for telic- 083
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ity classification reach only 87% (Metheniti et al.,084

2022; Friedrich et al., 2022), with human annota-085

tors achieving about 79% (Friedrich et al., 2016).086

A major barrier to progress in result and manner087

verb classification (unlike Situation Entity types088

like telicity, durativity, and stativity etc.) is the089

absence of gold-standard annotated datasets. To090

bridge this gap, we propose a scalable approach091

that leverages LLMs as expert annotators. By utiliz-092

ing established result and manner definitions and a093

small set of illustrative examples, we prompt LLMs094

to annotate the Manually Annotated Sub-Corpus095

(MASC) (Ide et al., 2008), and InterCorp parallel096

corpus (ek Čermák and Rosen, 2012) datasets at a097

sentence level. Current gold-standard annotations098

for result and manner tags span 151 out of 487 Verb-099

Net (Brown et al., 2019) classes, while we generate100

annotations for 436 VerbNet classes (Kipper et al.,101

2008). We then fine-tune a pretrained RoBERTa-102

based (Liu et al., 2019) classifier on these LLM-103

defined annotations and demonstrate that it can104

effectively distinguish between manner and result105

verbs, achieving an accuracy of 91.8% on 160 exist-106

ing gold-standard annotations, and 86% on another107

110 annotations provided by an expert annotator.108

In summary, our contributions are:109

• We introduce the first scalable, computational110

framework for identifying and classifying result111

and manner verbs, given any sentence “from-the-112

wild”.113

• We propose a methodology that leverages LLMs114

to generate training data in the absence of large-115

scale gold-standard annotations.116

• We will publicly release our code and annotated117

dataset covering almost 90% of the entire Verb-118

Net hierarchy, for future research.119

To navigate this paper, Section 1 discusses the120

motivation for the research in the context of past121

related works from the developmental, linguistic122

and computational sciences perspectives. And with123

this being a new problem in the computational lin-124

guistics domain, we dedicate Section 2 to defin-125

ing the constructs-of-interest (manner and result126

verbs) using several examples for illustration. Sec-127

tion 3 presents the logical steps an expert would128

use in distinguishing between the two constructs129

and describes how we used these to create LLM130

prompts to annotate our training data. In Section131

4, we describe the end-to-end process including132

training data annotation, model training, and test133

data creation. Section 5 discusses the implementa- 134

tion details of the computational model, Section 6 135

presents our experimental results (from inference), 136

and we conclude the paper and discuss our future 137

work in Section 7. 138

2 Understanding Verb Root Meaning 139
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Figure 1: Hierarchy of verb classification, with manner
and result verbs as subdivisions of non-stative verbs

Figure 1 shows hierarchy of verb classifications 140

relevant to our proposed task. At a high level, lexi- 141

cal verbs can be categorized into stative and non- 142

stative verbs. 143

• Stative verbs, describe a continuous or unchang- 144

ing state rather than an action or event, e.g. love 145

in the sentence “She loves her dog,” 146

• Non-stative verbs, on the other hand, describe 147

actions or events that unfold over time and can 148

lead to changes in state. 149

Non-stative verbs can be further classified based 150

on different linguistic properties, such as aspectual 151

features (e.g., telicity, durativity) and argument 152

realization patterns (e.g., causative-inchoative al- 153

ternation),etc. However, a fundamental classifica- 154

tion based on the inherent meaning stored in the 155

verb root is the difference between manner verbs 156

and result verbs (Levin and Hovav, 1991; Hovav 157

and Levin, 2010; Levin, 2008); This distinction 158

plays a significant role in both language acquisition 159

(Gentner and Boroditsky, 2001) and the way verbs 160

encode event semantics. 161

• Manner verbs specify how an action is per- 162

formed but do not encode its outcome (e.g., scrib- 163

ble, rub, sweep, flutter). 164

• Result verbs specify what the change of out- 165

comes that occurs, without specifying the manner 166

in which the action was performed (e.g., clean, 167

melt, fill, arrive). 168
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Unlike classifications such as telicity, which are169

determined at clause level (Friedrich and Gateva,170

2017) the manner/result distinction is inherent to171

the verb root (Levin, 2008), implying that a verb’s172

classification remains stable regardless of argument173

selection or context.174

2.1 Illustrating the difference between175

manner and result verbs176

To understand this complementarity, consider the177

following pair of sentences:178

1. Anna shoveled the snow.179

2. Anna cleared the snow.180

In (1), the verb shoveled focuses on how the ac-181

tion was performed—the process of moving the182

snow with a shovel—but does not guarantee that183

the snow was removed. In contrast, in (2), the184

verb cleared encodes the outcome—that the snow185

was removed—but does not specify how Anna ac-186

complished this (she could have used a shovel, a187

snowblower, or even melted it). This distinction is188

crucial because it shows that result verbs inherently189

encode a outcome, while manner verbs focus on190

the process. One way to test whether a verb en-191

codes a result or manner is by using the denying192

the result diagnostic test (Hovav and Levin, 2010).193

If the sentence remains logical, the verb does not194

inherently encode a result:195

Anna shoveled the snow, but the snow is196

still there. (Logical)197

Since this sentence makes sense, we can infer that198

"shovel" does not encode a result—it only describes199

the action. Thus even though real-world knowledge200

might suggest that performing an action in a certain201

way will typically lead to a result, this is not always202

true. The core meaning of a verb remains stable203

across different contexts. However, trying the204

same test with a result verb leads to contradiction:205

Anna cleared the snow, but the snow is206

still there. (Contradiction)207

3 Manner and Result Verb Diagnostics208

To effectively transfer the knowledge of result and209

manner heuristics into an LLM annotator, it is es-210

sential to identify linguistic features that reliably211

distinguish them. Since the manner/result distinc-212

tion is inherent to the verb root rather than being213

compositionally determined, much of this semantic214

information is encoded within the verb itself. How- 215

ever, sentence structure also provide useful cues, 216

as manner and result verbs tend to appear in com- 217

plementary syntactic environments. In particular: 218

• Manner verbs frequently occur without a direct 219

object. 220

• Result verbs typically require an object to specify 221

the entity undergoing change. 222

• Only result verbs consistently participate in 223

causative/inchoative alternations. 224

Below, we present these sentence formation di- 225

agnostics that linguistic researchers have leveraged 226

for result and manner verb identification. 227

3.1 Sentence formation diagnostics 228

Diagnostic 1: Object omission Manner verbs 229

can appear without a direct object, whereas re- 230

sult verbs typically require one (Hovav and Levin, 231

2010). Consider the following examples: 232

• Manner verb: Anna wept all day. (Acceptable 233

without an object) 234

• Result verb: The child broke _ ? (Unacceptable 235

without an object) 236

This suggests that manner verbs describe an ac- 237

tion that can occur independently, whereas result 238

verbs typically requiring an affected entity. 239

Diagnostic 2: causative/inchoative alternation 240

The causative/inchoative alternation refers to a pat- 241

tern in which a verb appears both in a causative 242

form (with an explicit agent) and an inchoative 243

form (where the event occurs spontaneously with- 244

out an agent)(Hovav and Levin, 2010; Beavers and 245

Koontz-Garboden, 2012; Levin and Hovav, 1991). 246

This alternation serves as a reliable test for result 247

verbs, as manner verbs rarely allow such transfor- 248

mations. 249

• Result Verb: 250

– Causative: The child broke the vase. (An 251

agent explicitly causes the event.) 252

– Inchoative: The vase broke. (The event oc- 253

curs without an explicit agent.) 254

• Manner Verb: 255

– Causative (transitive): John wiped the ta- 256

ble. 257

– Inchoative (intransitive): The table wiped. 258

(Ungrammatical) 259
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Unlike result verbs, manner verbs describe a pro-260

cess but do not inherently encode an endpoint.261

As a result, they resist appearing in inchoative262

constructions.263

3.2 Semantic Diagnostics: beyond syntactic264

patterns265

While the above syntactic tests provide useful266

heuristics, they are not always sufficient for classi-267

fication. Certain verbs such as climb, and cut resist268

strict categorization due to polysemy or context-269

dependent interpretations (Levin, 2008; Beavers270

and Koontz-Garboden, 2012). To address this,271

researchers have therefore investigated semantic272

properties that further refine the manner/result dis-273

tinction.274

Diagnostic 3: Telicity Telicity refers to whether275

a verb’s action has a natural endpoint or goal. A276

verb is telic if it describes an action that reaches277

completion, such as build or paint (She built a278

house., He painted a portrait.). These actions have279

a defined conclusion. In contrast, a verb is atelic280

when the action is ongoing, lacks a specific end-281

point, or its completion is uncertain, as seen with282

verbs like know or sleep (She knows the answer,283

They slept peacefully). Dowty (2012); Levin and284

Hovav (1991); Krifka (1992) observed a correlation285

between result verbs and telicity. However, while286

result verbs involving two-point changes (e.g., ar-287

rive, reach, die, crack, find) are necessarily telic,288

result verbs describing degree achievements verbs289

(cooled, heat) are not strictly telic. Consider the290

shift in telicity with a time modifier.291

• The drier dried the clothes for two hours292

(Atelic: no clear endpoint)293

• The drier dried the clothes in two hours294

(Telic: the drying is completed)295

Since telicity is observed to be influenced by296

syntax (temporal adverbial choice), we do not use297

it as rule for classifying manner/result verbs.298

Diagnostic 4: scalar vs. non-scalar changes299

Hovav and Levin (2010) proposed that the distinc-300

tion between scalar and non-scalar changes pro-301

vides a strong basis for differentiating manner and302

result verbs. Since both verb types denote dynamic303

events, they inherently involve a change (Dowty,304

2012); however, the nature of that change differs.305

Result verbs are characterized by changes that oc-306

cur along a measurable scale, either as a two-point307

change (e.g., break) or as a gradable change (e.g., 308

melt). In contrast, manner verbs involve non-scalar 309

changes that cannot be readily quantified along 310

a single dimension. For example, the action de- 311

scribed by the verb flap entails a complex, multidi- 312

mensional movement that is not easily measurable. 313

Result verbs thus describe changes along a measur- 314

able scale, meaning the event involves a progres- 315

sion toward a defined endpoint. 316

• Two-point scale (binary change): 317

break, die, arrive 318

• Gradable scale (continuous change): 319

melt, cool, widen 320

Manner verbs describe non-scalar changes, 321

where the event unfolds without a well-defined tra- 322

jectory. 323

• Example: flap, jog, scribble—these actions in- 324

volve repeated or multidimensional motion rather 325

than progression toward an endpoint. 326

This distinction supports Levin (2008) hypothe- 327

sis of manner-result complementarity, which posits 328

that a single action cannot simultaneously encode 329

both a scalar and non-scalar change. 330

3.3 Implications for LLM annotation 331

The manner/result distinction is semantically en- 332

coded (as part of the verb meaning), but syntac- 333

tic diagnostics contribute in testing participation 334

of a verb in a particular category using sentence 335

structure. These distinctions are integrated into our 336

approach by structuring our prompt designs around 337

the sentence formation rules (diagnostic tests 1 and 338

2) and semantic features (diagnostic tests 3 and 4). 339

4 Methodology 340

In this section, we describe the end-to-end process 341

including (i) annotation of training data for man- 342

ner/result tags (ii) training of tagging model and 343

(iii) the creative ways in which we obtained near 344

gold-standard test data. 345

As explained in the Contributions list from Sec- 346

tion 1, to the best of our knowledge, this is the first 347

attempt to computationally annotate and classify 348

texts using the manner/result constructs. For this 349

reason, there are no known annotated datasets use- 350

ful for training a computational model. Hence, to 351

address this challenge, we resorted to LLMs, to 352

assist in creating a large, annotated dataset with 353

result and manner verb labels. He et al. (2023); 354

4



Figure 2: Overview of our data generation pipeline.

Zhang et al. (2023) showed that with structured355

prompts and few-shot examples, LLMs can effec-356

tively mimic human annotations for various NLP357

tasks.358

4.1 LLM-Based training data annotation359

For this task, we compile the sentences from360

MASC and InterCorp dataset consisting of 4,492361

sentences and 2,554 unique verb occurrences. Next,362

using our expert-guided prompts, we use the GPT-363

4o model to identify the non-stative verbs in each364

sentence and classify them based on our manner-365

result diagnostic framework. The rules for design-366

ing the two separate prompts for GPT-4o, where367

each focuses on a different aspect of verb classifi-368

cation, are described:369

Prompt 1 (semantic properties): checks for370

scalar vs. non-scalar change information embed-371

ded within verb root. The two major rules driving372

Prompt 1 are shown in Figures 3 and 4.373

Prompt 2 (sentence structure): emphasizes374

possible sentence formation patterns, including ob-375

ject omission and causative/inchoative alternations.376

Due to space constraints, the governing rules for377

Prompt 2 is presented in the Appendix B.378

379

The prompts provided to LLM yielded 4,928380

result verbs, 4,247 manner verbs, and 64,767 other381

words tagged with other categories such as nouns,382

determiners, pronouns, etc.383

Manner verbs (manner):
Definition: These verbs encode the how of an action, focusing on the method or
pattern without specifying an outcome.
Semantic Basis: These verb often involve nonscalar or complex actions that are
often multidimensional (e.g., the specific pattern of leg movements while jogging
which is complex and a culmination of multiple actions.)
Usage: “She ran towards the market.” (Focus on how she went to the market)

Result verbs (result):
Definition: These verbs encode the outcome or resultant state that follows from an
action.
Semantic Basis: Involve scalar changes that occur along a defined scale (e.g.,
temperature increasing, distance decreasing).
Usage: “He melted the ice.” (Focus on the fact that melting alone stores all the
information that something has changed form)

Figure 3: Result Manner Verb Definition

Verb Root Classification
Definition: The verb has to be classified based on its primary lexical meaning and
the inherent information that the verb independently encodes irrespective of the
context.

Example: “Wipe”
Sentence: “He wiped the table clean.”
The verb wipe primarily indicates the manner of cleaning; the resulting state
(“clean”) is introduced by the adjective clean, not by wipe itself. Therefore, the
verb wipe remains a Manner Verb because the outcome (i.e., making something
clean) is not inherently encoded by the verb’s own meaning.

Past Information in Verb Classification:
Manner Verbs inherently encode the way an action was performed in past instances,
while Result Verbs do not.

Example 1: Cook (Result Verb)
Sentence: “She cooked chicken for him.”
Rewriting it as: “She cooked chicken for him again.” The word cook does not
provide information about how the food was cooked before, it can be grilled, sautéed,
etc.

Example 2: Sauté (Manner Verb)
Sentence: “She sautéed chicken for him.”
Rewriting it as: “She sautéed chicken for him again.” The verb sauté stores the
information that the chicken was previously also cooked using sautéeing.

Figure 4: Verb Root Classification
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4.2 Approaching the problem as384

part-of-speech (POS) tagging385

Since our task involves both verb classification and386

detection them in a sentence, we adopt a sequence-387

tagging approach, similar to part-of-speech (POS)388

tagging, rather than formulating it as a binary classi-389

fication task. This enables us to identify non-stative390

verbs, since modal and auxiliary verbs are readily391

identifiable using syntactic structures.392

The advantages of taking a sequence-tagging393

approach include:394

1. Explicit identification of non-stative verbs: By395

tagging all the words in a sentence, we can396

reduce the final error by isolating and classify-397

ing only the non-stative verbs, thus avoiding398

any misclassification of auxiliary and modal399

verbs (e.g., can, might, have, be).400

2. Facilitates our ultimate goal in child language401

research applications: Our model can be di-402

rectly integrated into the child language re-403

search pipeline where most often the goal is404

to scan through the complete sentences spo-405

ken by a child, and identify the number of406

result and manner verbs. Tagging only the407

non-stative verbs eliminates an additional step408

to filter any stative and non-lexical verbs.409

Figure 2 illustrates the sequence-tagging based410

data generation pipeline. First, we tag each sen-411

tence using any standard POS tagger. For example,412

the sentence "The fox jumps into the lake and is413

spilling water" is initially tagged as:414

"The (DT) fox (NN) jumps (VB) into (IN) the (DT)415

lake (NN) and (CC) is (VB) spilling (VB) water416

(NN)."417

Next, we update the tagging for non-stative verbs418

using GPT (Achiam et al., 2023), classifying them419

as either result or manner verbs. The modified420

tagged dictionary:421

"The (DT) fox (NN) jumps (manner) into (IN) the422

(DT) lake (NN) and (CC) is (VB) spilling (result)423

water (NN)."424

This process is applied to all sentences, and finally425

compiled to create the training set.426

4.3 Curation of gold-standard test data427

Our initial gold-standard dataset consisting of 83428

verbs (34 result verbs and 49 manner verbs), was429

obtained by manually combing through the lin-430

guistics literature Levin (2008); Hovav and Levin431

(2010); Beavers and Koontz-Garboden (2012);432

Levin and Hovav (1991) for works describing the 433

lexical semantics, and verb-root classification. We 434

refer to this as the Linguists verb-root data. 435

The next annotations we leverage is from Hor- 436

vath et al. (2022) Psycholinguists paper where 437

they tagged 36 Result Verbs and 41 Manner Verbs 438

from the MacArthur-Bates Communicative Devel- 439

opment Inventory (MBCDI)1. We refer to this as 440

the manner/result tagged set from MBCDI as the 441

Psycholinguistic verb-root data. Since the above 442

two datasets covered only 151 out of 487 VerbNet 443

classes, we collaborated with an expert linguist 444

specializing in this area to obtain additional anno- 445

tations across a broader range of verb types. This 446

was necessary because VerbNet groups verbs based 447

on semantic structure, and we aimed to evaluate 448

our model on a diverse set of verb roots. Guided 449

by VerbNet, we constructed 200 new sentences, ex- 450

panding the coverage to 346 VerbNet classes. The 451

expert linguist then annotated the verbs, categoriz- 452

ing 23 as stative, 48 as result, 62 as manner, and 67 453

as ’unsure.’ Details of the instructions provided to 454

the expert annotator and the design of annotation 455

tool are discussed in the Appendix A. We refer to 456

this as the Expert-annotated verb-root data. 457

We evaluate our models on unseen data using an- 458

notations from the three gold-standard datasets. No- 459

tably, these datasets are separate from the MASC 460

corpus, which we labeled to get the training set, 461

thereby ensuring that these 3 new datasets serve as 462

out-of-training samples. 463

5 Computational Modeling 464

This section outlines our computational approach 465

for classifying verbs according to both manner/re- 466

sult and stative/non-stative properties. 467

5.1 Model architecture 468

Our tagging pipeline is implemented using a spaCy 469

wrapper (Honnibal and Montani, 2017) and fol- 470

lows a sequence of components as shown in Fig- 471

ure 5: (1) a tokenizer, (2) fine tuning a pre-trained 472

transformer-based feature extractor, (3) a feature 473

selector (pooling layer), and (4) a classification 474

head. 475

Tokenizer. Byte Pair Encoding Tokenization 476

(Sennrich, 2015) strategy segments raw text into to- 477

kens, and matches with our downstream RoBERTa 478

1MBCDI is a well-established and extensively studied first-
language assessment tool designed to evaluate children’s lexi-
cal development in English as their first language.
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Figure 5: Overview of model architecture

model default tokenization strategy.479

Transformer. We employ RoBERTa-base480

model (125 million parameters) as the backbone481

of our pipeline, which encodes each token - in482

conjunction with its context - into a contextualized483

representation.484

Feature Selector. To reduce subword embed-485

dings to a single vector per token, we apply mean486

pooling (reduce_mean.v1).487

Classifier. We use label smoothing (0.05) to pre-488

dict token-level labels for default parts-of-speech489

tagging (17) plus two new labels (result and man-490

ner) Each token’s pooled embedding is projected491

into logits corresponding to these classes, and the492

model is optimized via cross-entropy loss.493

5.2 Feature representation494

Contextual embeddings. Tokens are generated495

using BPE tokenizer that sequences via pretrained496

RoBERTa-base vocabulary. This aids in capturing497

syntactic signals.498

Token-Level pooling. Mean pooling operation499

over subword embeddings yields 768-dimensional500

vectors representing token-level features. A fea-501

ture selector (TransformerListener) is applied502

to remove redundant information, reducing them to503

300-dimensional representations, retaining seman-504

tic and syntatic features.505

5.3 Training procedure 506

Hyperparameters. We train the model using 507

Adam with learning rate = 5 × 10−5, β1 = 508

0.9, β2 = 0.999, weight decay (L2) = 0.01, gradi- 509

ent clipping = 1.0 and batch size = 128. 510

Schedule and early stopping. The model is 511

trained for up to 20,000 steps, with evaluation ev- 512

ery 200 steps. A patience of 1,600 steps is used to 513

halt training if the validation accuracy fails to im- 514

prove. This setup balances thorough exploration of 515

the parameter space with computational efficiency. 516

Implementation. All experiments run using a 517

word-based batcher and compounding batch sizes 518

(start=100, stop=1000, compound=1.001) on a sin- 519

gle GPU (NVIDIA RTX A6000) for 25 minutes 520

training time. The final checkpoint is selected 521

based on the highest tagging accuracy on our gold 522

annotated dataset. 523

6 Experiments & Results 524

We evaluate our models on the three gold-standard 525

datasets described in Section 4.3, the Linguist, 526

Psycholinguists and Expert-annotated verb root 527

datasets. 528

Quantitative Results We trained our model 529

using annotations generated from two distinct 530

prompts—one emphasizing the semantic properties 531

of verbs and the other focusing on sentence struc- 532

ture. Table 1 presents model performance across 533
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Acc. F1 Precision Recall F1 Precision Recall
(result) (result) (result) (manner) (manner) (manner)

Model 1 (Trained using Prompt 1)
Linguistic dataset 0.94 0.93 0.89 0.97 0.95 0.98 0.92
Psycholinguistic dataset 0.90 0.88 1.00 0.78 0.91 0.84 1.00
Expert-annotated dataset 0.86 0.85 0.84 0.85 0.88 0.89 0.87

Model 2 (Trained using Prompt 2)
Linguistic dataset 0.94 0.93 0.91 0.94 0.95 0.96 0.94
Psycholinguistic dataset 0.84 0.80 1.00 0.67 0.87 0.77 1.00
Expert-annotated dataset 0.81 0.80 0.82 0.77 0.84 0.84 0.84

Table 1: Comparison of Model 1 and Model 2 on different datasets.

multiple datasets, highlighting accuracy, F1-score,534

precision, and recall for result and manner verbs.535

• Model 1 consistently outperforms Model 2536

achieving equal or higher accuracy across all537

three datasets.538

• The Linguistics dataset performed the best539

among all three test datasets and across the540

two prompts. This is likely due to the fact that541

we constructed our governing prompt rules542

based on information gleaned from the papers543

from which that dataset was culled.544

• Model 1 shows weaker recall (0.67) for result545

verbs on the Psycholinguistic dataset, indicat-546

ing higher misclassification rates. We empir-547

ically observed that this dataset contained a548

number of activity such as paint,dump, drink,549

etc. These verbs appear to have a manner con-550

notation, but the dataset classified them as re-551

sult. This suggests that our model is perform-552

ing to our expectation based on the expert-553

guided governing rules we provided. Horvath554

et al. (2019) indicated in their paper that the555

authors annotated the verbs themselves.556

The fact that Model 1 performs better than Model557

2 suggests that understanding the semantic infor-558

mation inherent in verb roots is more crucial than559

analyzing sentence structure, for this verb catego-560

rization task.561

7 Conclusion562

We have presented a novel computational frame-563

work for categorizing verbs based on their event564

structure. By leveraging annotations generated via565

Large Language Models (LLMs), our approach is566

trained to distinguish between manner and result 567

verbs, expanding the number of unique annotated 568

VerbNet classes from 151 to 436. Our methodology 569

integrates rigorous linguistic diagnostics including 570

syntactic tests (object omission and causative/in- 571

choative alternation) and semantic cues (scalar ver- 572

sus non-scalar changes) into the training data anno- 573

tation pipeline. We then apply a RoBERTa-based 574

model for simultaneous POS and verb-root classifi- 575

cation. 576

Experimental evaluation demonstrates strong 577

performance, achieving up to 89.6% average accu- 578

racy across three gold-standard datasets. Notably, 579

our results indicate that the inherent semantic prop- 580

erties of non-stative verb roots are more important 581

for accurate classification than properties related 582

to the sentence structure only. These findings high- 583

light the fact that if designed properly, computa- 584

tional models such as we propose, can effectively 585

understand the distinctions between manner and 586

result verbs. 587

In our future work, we plan to incorporate di- 588

verse linguistic data to mitigate any bias in the 589

verb classification task. We also plan to extend this 590

framework to additional languages and explore fur- 591

ther integration of syntactic and semantic features, 592

reaffirming the potential of combining linguistic 593

theory with deep learning methods for advanced 594

language understanding. In collaboration with our 595

Language Development co-authors, we plan to ap- 596

ply the model to an existing large text corpus to pre- 597

dict for Developmental Language Disorder (DLD) 598

in children. This could poses some potential risk 599

in that we will be using the outputs of the model 600

to partly determine the extent of interventions pro- 601

vided to children. 602
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Limitations603

The following section illustrates some of the cur-604

rent limitations of the proposed research:605

• In this work, although we have identified com-606

prehensive sets of manner/results verb diag-607

nostics, and have used these to construct in-608

telligent prompt for generating our training609

data, we did not consider polysemous verbs610

and subtle alternations of verbs.611

• While LLMs perform well in verb categoriza-612

tion, they rely on statistical associations rather613

than linguistic principles, and this could lead614

to inconsistencies. When a random sampling615

of the resulting annotated data was “spot-616

checked” by an expert, the LLM annotations617

were not 100% accurate.618

• Subsequent analyses by Beavers and Koontz-619

Garboden (2012) noted that certain verbs ex-620

hibit both manner and result properties. For621

instance, the verb guillotine, and drowned ex-622

plicitly convey the manner of killing (i.e., how623

the action is performed) while also imply-624

ing the resultant state (i.e., that the person625

is killed). Similar behavior is observed with626

certain cooking verbs such as braise, sauté,627

and poach. However, for our analysis in this628

work, we focused only on the manner or result629

aspect of non-stativ verbs.630

• A critical challenge in this work was the631

scarcity of expertise in the research area, with632

only a handful of specialists available. We633

therefore relied mainly on one expert to create634

our gold-standard expert annotation and we635

were unable to obtain inter-rater reliability.636

Ethical Impacts637

The following section discusses some of the poten-638

tial ethical impacts of the proposed work:639

• LLMs are trained on large text corpora and640

may inherit linguistic and cultural biases641

which could potentially result in overlooking642

any linguistic diversity; people from different643

geographic locations or demographics often644

speak English with their own distinct vocabu-645

lary, pronunciation, and grammar patterns. So646

an LLM possessing Anglocentric biases may647

result in the marginalization of non-traditional,648

non-standard Anglo-English speakers.649

• Because this verb categorization model will 650

be used in clinical, and diagnostic settings, 651

i.e. for detecting language impairments or 652

assessing linguistic proficiency in children, 653

there is a risk of misclassification due to the 654

model’s reliance on statistical patterns rather 655

than cognitive or developmental principles. 656

• The proposed model runs an accessibility and 657

exclusion risk as far as “who benefits from 658

the research”. Since the model is primarily 659

trained on Anglocentric data only, it may ex- 660

clude communities whose linguistic patterns 661

are not well-documented, such as African 662

America children who might speak with a dis- 663

tinct dialect (spoken by many African Amer- 664

icans) with its own unique grammatical fea- 665

tures. 666

Broader Impacts 667

The broader impacts of this research extend across 668

multiple domains, including linguistics, AI, devel- 669

opmental psychology, and society. Below are some 670

key areas: 671

• Late Talkers make up 9-20% of children be- 672

tween 18-30 months of age, and exhibit slower 673

expressive language development relative to 674

their peers. Approximately half such late talk- 675

ers will be diagnosed with persistent language 676

deficits, such as Developmental Language Dis- 677

order (DLD), which can have far-reaching 678

consequences (e.g. lower educational out- 679

comes, (Catts et al., 2012); increased risk for 680

unemployment, (Conti-Ramsden et al., 2018)). 681

Hence, identifying predictors of later lan- 682

guage disorders can enable clinicians to pro- 683

vide timely intervention for those who need 684

it and have the potential to address the persis- 685

tent inequities in access to speech-language 686

services 687

• The proposed methodology plays a crucial 688

role in AI modeling by enabling the integra- 689

tion of domain expertise. It facilitates the de- 690

sign of LLM prompts from governing rules 691

from learned from domain experts, where 692

such prompts can be used to generate anno- 693

tated data useful for subsequent model train- 694

ing. This approach significantly enhances fu- 695

ture AI models by embedding expert knowl- 696

edge into their development, improving both 697

their accuracy and domain relevance. 698
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Appendix825

A Instructions to Expert Annotator and826

Annotation Tool827

The instructions that were provided to the expert828

human annotator before starting the annotation pro-829

cess is shown in Figure 6 and the sample annotation830

screen is provided in Figure 7. The users were pro-831

vided with clear definition taken from (Hovav and832

Levin, 2010; Levin, 2008) paper.833

Identifying Manner and Result Verbs in Non-Stative Verbs
Definition: Verbs can be classified into two categories: Non-Stative Verbs and
Stative Verbs.

1. Non-Stative Verbs
1.1 Manner Verbs: These verbs lexicalize the manner in which an action/event
takes place. Examples: cry, hit, pound, run, shout, shovel, smear, sweep, etc.

1.2 Result Verbs: These verbs lexicalize the result or outcome of an event.
Examples: arrive, clean, come, cover, die, empty, fill, put, remove, etc.

1.2.1 Scalar Result: Describes a change of state in the event, leading to a new final
state. Example: “John carved the wood into a toy.”

1.2.2 Scalar Change: Indicates some change of state in the event, even if it does not
result in a new final state. Example: “John drove the car around the parking lot.”

2. Stative Verbs
Stative verbs describe a state rather than an action. They are not typically used in
the present continuous form.

Examples:
“I don’t know the answer.” (*I’m not knowing the answer.*) (Ungrammatical)
“She really likes you.” (*She’s really liking you.*) (Ungrammatical)

Annotation Task:
Your next task is to determine all the applicable categories (from the four listed) that
the highlighted verb (in yellow) belongs to in the given sentence. If unsure, mark it
as “Not Sure.”

Reference Material:
For further understanding, refer to the below PDF (only 2 pages) for insights on
manner-result verbs by the original authors.

Figure 6: Guidelines for Identifying Manner and Result
Verbs in Non-Stative Verbs

A sample annotation screen is shown in Figure 8.834

The user can tag the sentences in multiple sessions835

Figure 7: Annotation Screen for Expert Human Annota-
tor.

and there were a total of 200 sentences to annotate. 836

The VerbNet categories are shown on the left. 837

Figure 8: Sample Annotation Screen.

B LLM Prompting 838

Figure 9 represents the rule for instructing LLM to 839

focus on the sentence construction while tagging 840

result and manner verbs. 841

C Qualitative Analysis 842

Here we illustrate some qualitative cases where, 843

given a sentence as input, we checked the catego- 844

rization returned by the two models. Both models 845

could identify the distinct nuances between manner 846

and result verbs in most cases. For example, in the 847

sentence "She sponged the bottle well" both models 848

correctly classified the verb "sponged" as a man- 849

ner verb, while in the sentence "She cleaned the 850

bottle well", both models accurately classified the 851

verb "cleaned" as a result verb. This demonstrates 852

that, irrespective of context, the models developed 853
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Manner Verbs
Definition: These verbs encode the *how* of an action, focusing on the method or
process by which an action is performed rather than its outcome.

Syntactic Diagnostic 1: Unspecified Objects
Manner verbs frequently occur with unspecified or non-subcategorized objects in
nonmodal, nonhabitual sentences.
Example: “Anna wept all day.” (Acceptable)

Syntactic Diagnostic 2: Causative/Inchoative Alternation
Manner verbs do not participate in the causative/inchoative alternation.
Example: Causative: “John wiped the table.”
Inchoative: *“The table wiped.”* (Ungrammatical)

Usage:
“She scribbled on the notebook.” (Focus on the method of writing)

Result Verbs
Definition: These verbs encode the *outcome* or resultant state that follows from
an action.

Syntactic Diagnostic 1: Specified Objects
Result verbs typically do not occur with unspecified or non-subcategorized objects.
They require a direct object that undergoes a change.

Syntactic Diagnostic 2: Causative/Inchoative Alternation
Result verbs readily participate in the causative/inchoative alternation, appearing
both in causative constructions (with an explicit external agent) and in inchoative
constructions (where the change occurs spontaneously).
Examples:
Causative: “The child broke the vase.” (Agent causes the change)
Inchoative: “The vase broke.” (The change occurs without an explicit agent)

Usage:
“He melted the ice.” (Focus on the resulting state)

Figure 9: Manner vs. Result Verb Sentence Construc-
tion Prompt

an understanding of the verb root to distinguish854

between result and manner connotations.855

Additionally, to highlight the capability of the856

models in distinguishing stative and non-stative857

verbs, we checked a few sentences. In the sentence858

"The mother ran to the market and bought her child859

a gift, because she loves her a lot", both models ac-860

curately identified the categories of the verbs "ran",861

"bought", and "loves" as manner, result, and stative,862

respectively. However, when given the sentence,863

"The president learned of a coup plot that might864

endanger his life", model 2 incorrectly classified865

the verb "endanger" as stative, while model 1 ac-866

curately identified the verb as result.867
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