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ABSTRACT

Scaling foundation model training with Distributed Data Parallel (DDP) methods
is bandwidth-limited. Existing infrequent communication methods like Local
SGD were designed to synchronize model parameters only and cannot be trivially
applied to adaptive optimizers due to additional optimizer states. Heuristic ap-
proaches that keep states local or reset them lack guarantees and can be unstable in
compute-efficient batch regimes; conversely, Local Adam synchronizes all states
uniformly and is provably convergent but triples communication costs. We propose
Desynced Low Communication Adaptive Optimizers (DES-LOC), a family of opti-
mizers assigning independent synchronization periods to parameters and momenta,
enabling lower communication costs while preserving convergence. Our theoretical
analysis shows that while parameter synchronization dominates the asymptotic rate
in-expectation, high-probability convergence guarantees require at least infrequent
synchronization of the second momentum. Furthermore, we prove that more fre-
quent momentum sync permits larger stable step sizes. Experiments on language
models of up to 1.7B show that DES-LOC can communicate 170X less than DDP
and 2x less than the previous state-of-the-art Local Adam, enabling 1.3—-2.1 %
wall-clock speedups over DDP for 1-13B models on 100Gb/s links. Furthermore,
unlike previous heuristic methods, DES—-LOC is robust to worker failures offering
a scalable, efficient, and fault-tolerant solution for foundation model training.

1 INTRODUCTION

Training foundation models requires distributing optimization across workers for improved memory
and compute. However, frequent gradient communication in standard Distributed Data Parallelism
(DDP) (Li et al., 2020a) increases networking costs and limits scalability. Early works like Local
SGD (Stich, 2019) and FedAvg (McMahan et al., 2017) reduced this overhead by synchronizing
infrequently, averaging parameters only after X > 1 local steps, instead of gradients at every step.
However, modern foundation model training, e.g., Large Language Models (Dubey et al., 2024), uses
adaptive optimizers (Kingma & Ba, 2015) which require additional momenta.

Some extensions of Local SGD to adaptive optimizers (Sani et al., 2025; Douillard et al., 2023)
only average model parameters, which poses challenges. First, they lack convergence guarantees.
Second, keeping momenta local (Douillard et al., 2023) accumulates noisy small-batch gradients and
provides no means to initialize workers. This makes them unsuitable for failure-prone environments.
Third, re-initializing momenta (Sani et al., 2024; 2025) destabilizes training.

Local Adam (Cheng & Glasgow, 2025) addresses these challenges, proving periodic synchro-
nization can converge faster than standard Adam with DDP, and remain robust to the addition of
new workers. However, it requires synchronizing momenta alongside model parameters, tripling
communication costs compared to Local SGD. Hence, we aim to answer the following question:

Can independently syncing parameters and momenta improve communication
efficiency for adaptive optimizers while maintaining convergence and robustness?

As a result of our inquiry, we propose a new optimizer family, Desynced Low Communication
Adaptive Optimizers (DES—-LOC), which sets independent synchronization frequencies for parameters
and momenta. This approach significantly reduces communication overhead by synchronizing
momenta less frequently.
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Contributions :

1. Provable convergence. We prove convergence (see Section 3) for DES—LOC under: non-convex
objectives when using SGD with momentum (SGDM), and weakly convex objectives when us-
ing Adam. Our theory indicates a higher momentum sync frequency enables larger step sizes.
Furthermore, high-probability bounds demand momenta be synced with finite period for 52 < 1.0.

2. Communication reduction. We empirically show that parameters require more frequent sync than
momenta, and that less frequent momentum sync reduces communication costs (2x vs Local
Adam, 170x vs DDP), leading to 1.3 — 2.1 x reductions in training time over DDP on our hardware.

3. Scalability to large models. We validate DES—LOC at billion-scale language model training,
demonstrating competitive ICL performance against both Local Adam and DDP.

4. Hardware robustness. Unlike previous heuristic methods, DES—LOC avoids persistent local states,
enabling it to seamlessly integrate new workers to support environments prone to system failures.

2 DESYNCED Low COMMUNICATION ADAPTIVE OPTIMIZERS (DES—-LOC)

We start by characterizing the relation between the rate of change of optimizer states and Local
Adam, and how these can be leveraged to lower the communication cost. Consider the Adam update:

up = Prug—1 + (1 — B1)ge and vy = Bove—1 + (1 — B2)g: © .

For Local Adam, convergence is contingent on 35 satisfying 1 — 35 = 5(K‘3/2R_1/2) (Cheng &
Glasgow, 2025) where K is the number of local steps and R the total communication rounds. Large
K or R, implies 2 — 1, and conversely larger 32 permits higher K or R.

A useful summary measure is the number of steps until a state’s weight decays to a fraction v,

Ty(B) = llilg Following Pagliardini et al. (2025), we use the half-life 7 5 as our primary measure,

omitting 8 when clear. For typical values of 3, we have 745(0.95) =~ 13.5 (Allal et al., 2025),
70.5(0.999) ~ 692.8 (Kingma & Ba, 2015), and 70.5(0.9999) ~ 6931 (Taniguchi et al., 2024).
Intuitively, larger half-lives imply synchronizing gradients over longer horizons as the optimizer
is less sensitive to new gradients; choosing 8 = 0 ignores all previous momenta, whereas 8 — 1
progressively attenuates signal from the current gradient.

While the half-life captures the horizon for which an optimizer state remains relevant to model
updates, it provides no information on its absolute rate of change. With coordinate-wise clipping,
each gradient component satisfies |(g;);| < p. Unrolling Adam’s recursions over K local steps gives

the follow relation: u;y ¢ = B u; + (1 — ,61)25;01 B¥ gi4 k —1_1 and its second moment analogue.
Since |g:.i| < pand |(g: © g1)i| < p?, the maximal ¢+, drift of each moment is (see Section F):

[uerc = uel[, <20 (1= B1°), M
lves —vel| L < 20° (1—B5°). 2

From the above, large 3 values and small clip bounds p, a common practice in foundation model
training (Brown et al., 2020; Scao et al., 2022), limit the absolute changes in optimizer states. We can
construct similar reasoning for other optimizers (Sutskever et al., 2013; Taniguchi et al., 2024), and
norm-based clipping (Pascanu et al., 2013; Brown et al., 2020). From the above, the half-life of an
optimizer state should inform its synchronization frequency. For example, if 79 5(0.95) ~ 13.5 and
K = 256, synchronization only affects few initial local steps. Over the course of the local training,
the impact of the synchronised optimizer state shall decay to O given Equations | and 2. Conversely,
if K = 16, synchronization approximately matches the half-life, strongly influencing local updates.

2.1 DES-LOC ALGORITHM

Motivated by the above insights, we formalize Desynced Low Communication Adaptive Optimizers
as a family of optimizers offering the same convergence and robustness as Local Adam but with
significantly lower communication costs. Our approach applies generically to adaptive optimizers
parameterized by OPT : (R?, R R-o, {R?}) — R?, with N optimizer states {s’ |}, c R?,
each updated by UPDATE? : (R? R%) — R?. Coordinate-wise clipping is defined as [elip(X, p)]; =
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Algorithm 1 DES-10C

Require: Model tensors, update functions, hyper-parameters
I xo € RY {7}, € (R")N — initial parameter vector, the initial N optimizer states
2:  {UPDATE'}, : (R* x R? — R%) — updates optimizer state j from its previous state and the gradient.
3: 0PT:R? x R? x Ry x (R*)™ — R* — update params from all worker models.
4:  SERVEROPT : R? — R? — update params using an abstract outer optimizer
5.
6
7

p € Ry, {m}1)t € (Ry)T~! — clipping radius for clip(-, p), learning-rate for each time-step
T, M € N, — total optimization steps and number of workers
: Ko €Ny, {K;}}L, € (N;)" — communication periods (steps)
Ensure: zr, {s}_,}}_,

8: for each worker m: z(* < xo, s”7" < s7 4 local init
9: fort = 0,..., T —1do training loop
10: for all workers m = 0,..., M — 1 in parallel do
11: gl” — VF(Z'?L, f;n) stochastic grad
12: g{n < Clip(g:n, p) per-coordinate clipping
13: for j = 1to N do
14: if t mod K; = 0 then sync s7
15: 5™ < UPDATE! (En [s]:"}], G7")
16: else o
17: s7™ < UPDATE’ (s}, §7")
18: if t mod K, = 0 then ) sync x
19: i < OPT(SERVEROPT(Em[2,"]), §¢",m¢, {s7™ }}21)
20: else )
21: aiiy < OPT (™, i, me, {s7™}]11)

sgn(X;) - min{|X;|, p}. To ensure that our method is provably convergent, SERVEROPT is that of
FedAvg (McMahan et al., 2017). However, our algorithm directly extends to the larger FedOpt
(Reddi et al., 2021) framework, which we discuss in Section C.1.

We focus our analysis on SGDM and Adam. As shown in Algorithm 1, DES-LOC synchronizes
parameters € R? and optimizer states {s7}}_, at state-specific intervals K, {K;}_, € N;.
Setting N = 2, s} = wuy, s7 = vy, and using update rules UPDATE!, UPDATE? based on the Adam
update rules above yields DES—-LOC-Adam (see Algorithm 2).
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Figure 1: We present: (left) the distance to the optimum and (right) a 2-D contour of a toy problem
where DES-L0OC (K, = 192, K,, = 192, K,, = 692) and Local Adam (K = K,) both converge to
the optimum (overlapping). Methods keeping optimizer states local (g) fail to converge. Periodically
resetting states (g) similarly stalls due to repeated oscillations. We optimize the non-convex function
flxy,m) = (1 — 21)% + 100(x5 — 22)? with M = 256 workers and IID Gaussian noise (o = 1.5).
We show an example of such a toy problem on Non-IID data in Fig. 8.

Toy Example To highlight DES-LOC’s practical benefit, Fig. 1 illustrates a scenario where DES-LOC
and Local Adam converge under noisy gradients, while prior heuristic methods (Douillard et al.,
2023; Sani et al., 2025; Iacob et al., 2025; Sani et al., 2024) fail.
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3 CONVERGENCE GUARANTEES FOR DES-LOC

This section provides theoretical support for the proposed DES—LOC approach. We focus on a version
of the Adam optimizer that uses only a single momentum state. Extensions to the full Adam optimizer
with both momenta are available in Section D.1 with high-probability bounds shown in Section E.

Formally, we consider the following optimization problem:
ming cpa (x) = M Z -1 fm( )7 with fm(z) = E¢np,, [Fm(x,f)] 3

In this setup, all M machines collaboratively minimize the objective in (3). Generally, we assume
each machine m has access to only dataset D,,,, which can differ from device to device. This recovers
the homogeneous distribution case when all machines have the same dataset D1 = Dy = --- = Dy
and minimize the same loss f1(z) = fo(z) = -+ = f(z) = f(x). We assume each machine m
computes mini-batch stochastic gradients corresponding to randomly selected samples & ~ D,,, from
dataset D,,,. We further use the following technical assumptions on the problem structure.
Assumption 1 (Lower bound and smoothness). The overall loss function f: R* — R is lower
bounded by some f* € R and all local loss functions f, are L-smooth:

IV fm(@) = Vim@) < Lz —yll, foranyz,y e R?.

Assumption 2 (Unbiased noise with bounded stochastic variance). The stochastic gradient g™ of
local loss function f,, computed by machine m is unbiased and the noise has bounded variance:

Elg™] = Vfm(z), Ellgi" = Vin(@)|?] <o?  foranyx e R
Assumption 3 (Bounded heterogeneity) For any x € R%, the heterogeneity is bounded by

3 Lot IV fin(@)|? < G2 + BV f ().

All three assumptions are standard and widely used in the convergence analysis of optimization
algorithms Yu et al. (2019); Karimireddy et al. (2020b); Wang et al. (2021); Yuan et al. (2022).
Note that the bounded heterogeneity condition recovers the homogeneous case when G2 = 0 and
B? = 1. To facilitate the technical presentation of the analysis, we view model and optimizer
state synchronizations through assigning probabilities to each averaging event. Particularly, instead
of averaging model parameters every K, steps (i.e., t mod K, = 0), we average with probability
Py = 1 , which are statistically equivalent. In the following theorem, we provide convergence rate
of SGDM optimizer under such probabilistic and decoupled synchronization:

Theorem 1. Ler Assumptions 1, 2 and 3 hold. Then, choosing the step size n = min(1y, ﬁ) with

dif 1 3 dﬁf 4(1-ps) . (1-8)(A-pu)
M = ir mln( - B, S ’7d)max(1 — 1)) , where 1 = = 1=(-p)8 “

the average iterates xy = B, [x]"] of DES—-LOC-SGDM converge with the following rate:

P EIVA@I? < 7 (Flo) - 1+ 57) + 0 (52). )

We now discuss the convergence result and its implications. The obtained rate (5) is asymptotically
optimal for this setup (Arjevani et al., 2023). Notably, the leading term O(ﬁ) is unaffected by the

number of local steps. Interestingly, probabilities p,., p,, and the momentum parameter 3 appear in
the higher-order term (’)(%), and thus have a limited impact on asymptotic convergence speed.

Regarding state synchronization, it is evident from (4) that model synchronization has a greater
impact on convergence due to the dependence ¢ = (’)( ) With vanishing p,, the 1/ term becomes

unbounded and breaks the rate. For optimizer states, 1t seems that momentum averaging can be
turned off (p,, = 0) without affecting the asymptotic behavior of the rate. Setting p, = 1 and p,, =0
recovers standard mini-batch SGDM (Liu et al., 2020). However, the v term also appears in the step-

size restriction (4). As p, — 0, ﬁ — ﬁ This imposes the most severe restriction on the

learning rate 7 since 19 o< \/E’ as v is maximized. This theory shows that increasing the frequency
Dy, of momentum averaging—while not changing the asymptotic rate—allows for a larger step size,
potentially leading to faster convergence in practice. This theory justifies that momentum states
can be synchronized less frequently than parameters and that more averaging improves convergence
by supporting larger step sizes. Furthermore, our high probability analysis of DES-LOC—-Adam in
Section E shows that the sync frequency of momenta must be finite for 52 < 1.0.
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4 EXPERIMENTAL DESIGN

Our experimental setup addresses the following research questions:

RQ1 Do theoretical rates of change predict the empirical evolution of optimizer states?

RQ2 How does the synchronization frequency of a model/optimizer state impact performance?
RQ3 To what extent can DES—LOC cut communication w.r.t. Local Adam in practical scenarios?
RQ4 How does DES-LOC scale with increasing model size and longer training horizons?

RQS How does DES-LOC perform when using a Nesterov outer optimizer?

4.1 EXPERIMENTAL SETUP

Models and data. We train a 135M-parameter GP T-style model (arch. in Table 3) with sequence
length 2048. We distinguish worker batch size B, from global B = ZM_l B, (Sani et al., 2025). A

2M token global batch is split across M = 4 workers sampling IIDU‘}fr(())m SmolLM2 (Allal et al.,
2025): 70% Fineweb-Edu (Penedo et al., 2024), 10% Cosmopedia (Ben Allal et al., 2024), 10%
Python-Edu, 5% FineMath 4+, and 5% Infi-WebMath 4+. The 135M model trains for
6.4B tokens (2.4 x compute-optimal (Hoffmann et al., 2022)). For RQ4, we scale to a 1.7B model for

40B tokens (2x compute-optimal) (Sardana et al., 2024). We show Non—IID data results in Fig. 14.

Optimizers. We use Adam (Kingma & Ba, 2015) (results in Section B) and its variant
ADOPT (Taniguchi et al., 2024), which modifies the update to guarantee convergence for any (3.
For the 135M model, we grid-search (31, 82, 1) under DDP; the 1.7B model uses hyperparameters
from Allal et al. (2025); Taniguchi et al. (2024). Learning rates use the WSD schedule (Hégele et al.,
2024; Allal et al., 2025). We favor ADOPT (S = 0.9999) in high-J regimes where Adam is unstable.
We also ablate the outer optimizer, comparing FedAvg with a Nesterov optimizer (Reddi et al.,
2021; Douillard et al., 2023; Charles et al., 2025) on a 700M model trained on 40B tokens.

Baselines. We compare DES-LOC with: (i) synchronous DDP; (ii) Local Adam/ADOPT; (iii)
FAVG+OPT (persistent states (Sani et al., 2025; Douillard et al., 2023)); and (iv) FAVG—OPT
(reset states (Sani et al., 2024; Tacob et al., 2025)). Persistent-state FedAvg is DES-LOC with
K,, K, = 0o, an upper bound on comms efficiency. DDP is an upper bound on ML performance.

Metrics. We evaluate models by (i) perplexity and (ii) per-worker asymptotic communication cost
assuming a bandwidth-optimal Ring-Al1Reduce (Sergeev & Balso, 2018) algorithm scaling
linearly with model size. For the 1.7B model, we report standard in-context-learning (ICL) bench-
marks (Brown et al., 2020). We use a zero-shot setting for ICL tasks unless stated otherwise following
Allal et al. (2025) and report the best performing communication-efficient method in blue with the
best-performing overall in bold. To fairly compare optimizer-state changes across decay rates, we
measure their relative rates of change as ||s¢+x — st||2/||s¢]|2- For convergence plots, we report
final-round means and standard deviations next to labels. We also provide wall-time clock results; we
use 4 machines with one H100 for sub-1B models, and 4 machines with 8 H100s each for larger scales.
While the links between machines run at 100Gb/s, we observed overheads limiting the practical
bandwidth to 60 — 70 Gb/s. We report stepwise (see Section B.3.1) and timewise convergence. We
also provide an analysis on the wall-clock time vs bandwidth in Section G.1.

5 EVALUATION

Our results show optimizer states change at different rates (Section 5.1), forming a clear synchroniza-
tion hierarchy (Section 5.2). DES-LOC reduces communication 2x vs. Local Adam (Section 5.3)
while converging robustly with adding workers and scaling effectively to large models (Section 5.4).

5.1 HIGHER 8 OPTIMIZER STATES HAVE SLOWER EMPIRICAL RATES OF CHANGE (RQ1)

Figure 2 shows that relative rates of change for the two momenta in Local ADOPT/Adam scale
with their decay rates under gradient clipping (p = 1). Supported by our theoretical discussions on
momenta half-lives (Section 2), the second momentum evolves substantially slower than the first at
high-f,. For Local Adam, the second momentum remains slower even when 85 ~ (31, potentially
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Figure 2: Relative rates of change for first (left) and second (right) momenta across rounds using
standard Local ADOPT (K = 64). For ADOPT (8 = 0.9999), increasing ;1 > 0.99 greatly slows
the first-momentum rate of change. The second momentum evolves ~ 100x slower (note y-axis is in
log scale), consistent with their decay rates and half-lives.
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Figure 3: Model perplexity for DES-LOC (ADOPT, 81 = 0.95, B2 = 0.9999), varying synchroniza-
tion periods independently (others fixed at Kj). Parameter synchronization (a) is critical, with sharp
degradation at higher periods. Second-momentum synchronization (b) minimally affects performance
due to its large half-life (79.5(82) > K3). First-momentum synchronization significantly improves
perplexity (c) only when the baseline matches its half-life (K} = 16), having minimal impact other-
wise (d). Parameters and second momentum behave similarly across sync frequencies (Section B)

because gradient variance (Kingma & Ba, 2015) evolves slower than the mean direction (first
momentum).

Takeaway: As discussed in Sections 2 and 3, when 1 < (2, the second momentum evolves slower
T0.5(82) _ In(B1)

than the first, proportional to half-life ratio of the two To5(Br) = W(Ba)’

5.2 PARAMETERS REQUIRE FREQUENT SYNC, MOMENTA SYNC PROPORTIONAL TO 8 (RQ2)

Figure 3 evaluates the effect of independently varying synchronization periods (K, K, K,) for
parameters and optimizer states. We consider two baseline periods (K;, = 16, 256), chosen based
on the fastest state’s half-life (79.5(0.95) ~ 13.5). Frequent parameter synchronization (K) is
crucial for performance, while synchronizing momenta (X, K,) significantly impacts training only
if their half-lives align with the base frequency Kj. Otherwise, synchronization frequency primarily
influences communication costs rather than model quality. Adam results can be seen in Section B.

Takeaway: Parameter synchronization frequency (K;) strongly impacts performance, motivated
by the leading term in theoretical bounds (Section 3). Momentum synchronization periods matter
empirically only when chosen near their half-lives, consistent with Sections 2 and 3.



Under review as a conference paper at ICLR 2026

5.3 DES-LOC BRINGS 2x COMMUNICATION REDUCTIONS OVER LocaL ApaM (RQ3)

As shown in Figure 4, DES—-LOC halves communication versus Local Adam (Cheng & Glasgow,
2025) with matching perplexity by syncing momenta less frequently (K, = 3K,, K, = 6K,),
exploiting the second-momentum’s lower sensitivity to sync frequency (Fig. 3). This yields a 1.37x
speedup over DDP and 1.1x over Local Adam at K, = 16 on 4 H100s. At K, = 256, the speedup
over DDP increases to 1.47x and both DES-LOC and Local Adam saturate throughput.
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(c) Perplexity impact of doubling workers, K, = 128.  (d) Gradient norms after doubling workers, K, = 128.

Figure 4: DES-1L0OC (K, K, = 3K,,6K,) reduces comms by 2x over Local Adam while match-
ing its performance and that of heuristic baselines at high (a) and low (b) frequencies (Section 4.1).
We show robustness by doubling worker count at step 1536 (c,d), where DES-LOC and Local Adam
maintain stable perplexity/norms, outperforming heuristics and ad-hoc optimizer-state averaging.

As shown in Figure 4, DES—-LOC effectively initializes new workers and outperforms the straightfor-
ward approach of ad-hoc averaging from checkpoints—whose insufficiency is detailed in Section H.

Takeaway: DES—-LOC achieves a 2x communication reduction over Local Adam by leveraging two
insights: optimizer-state sync matters less than parameter sync, and slower-changing states (high 52)
can sync less often. By eventually syncing all optimizer states, DES—LOC matches the robustness of
Local Adam with K = max(Kz, Ku, Kv) when adding new workers/responding to system failures.

5.4 DES-LOC IS SUITABLE FOR LARGE-SCALE TRAINING (RQ4)
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Figure 5: DES-LOC matches Local Adam perplexity (left) for billion-scale model training at half
the communication cost (K, = 256, K,, = 3K,, K, = 6K,), representing a 170x reduction
over DDP. Both DES-LOC and Local Adam converge to competitive perplexity at this scale.
FAVG+OPT achieves good performance (left) but suffers activation growth (right) and parameter-
norm growth (Section B), potentially due to noisy updates, raising concerns for extended training.

Figure 5 shows that DES—-LOC reliably scales to 1B models and very infrequent communica-
tion (K, = 256). Evaluating the billion-scale models on the ICL tasks (Table 1), DES-LOC is
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competitive with all baselines while reducing communication versus Local Adam and DDP. The
heuristic baseline (Sani et al., 2025) suffers training instabilities (Fig. 5.b) potentially impacting
downstream performance (Table 1) and underscoring the advantage of DES—-LOC’s training stability.
We elaborate more on the settings in which we expect DES—-LOC to improve stability in Section J.

Our method’s reduced communication costs result in a = 2.2 training speedup over DDP (Figure 5).
As show by our benchmarks Table 2, these time savings scale with model size and comms frequency.
At the 13B scale with K, = 16, DES-LOC would save 13 days over Local Adam and 73 days
over DDP. The advantage over DDP widens for K, = 256, where communication-efficient methods
maximize throughput. Table 5 shows equivalent results for throughput.

Table 1: Our billion-scale model trained with DES—LOC matches or surpasses the (ICL) performance
of models trained with Local Adam and FAVG+OPT, approaching DDP performance. FAVG+OPT
underperforms compared to its perplexity results from Fig. 5.a, indicating that the activation in-
creases (Fig. 5.b) from the unstable training procedure may have damaged the model.

Arc Challenge Arc Easy PIQA HellaSwag Avg

DES-LOC 31.8 59.0 70.7 44.9 51.6
Local Adam 31.9 59.0 70.6 45.8 51.8
FAVG+OPT 30.1 58.0 70.0 44.8 50.7
DDP 33.8 62.5 71.1 47.8 53.8

Table 2: Wall-clock time (days) for 1B-13B models to reach 2x compute-optimal tokens at high
(K = 16) and low (K = 256) frequencies with a 2M token batch size. At high frequency (K = 16),
DES-LOC outperforms Local ADAM by over 13 days on the 13B model and is within 3% of
FAVG+OPT. At low frequency (K = 256), it cuts the 13B’s training time > 93 days versus DDP.

1B Model 7B Model 13B Model
K, 16 256 16 256 16 256
DDP (Baseline) 1.41 £0.008 1.41+0.008 38.74+0.161 38.74+0.161 175.50 £0.478 175.50 & 0.478
FAVG+OPT 0.80 £0.007 0.63 £0.006 28.524+0.095 24.01+0.088 100.21+£0.544 82.46+0.513
Local Adam 0.96 +£0.006 0.64 +0.006 31.46+0.090 24.18 +£0.087 116.10 +0.484  83.34 &+ 0.509

DES-LOC (Ky, Ky = 3K;,6K,) 0.81+£0.006 0.6340.006 28.80+0.094 24.06+£0.088 102.03£0.537 82.68 &+ 0.512

Takeaway: DES-LOC enables efficient training of large-scale foundation models, especially at long
training horizons, with downstream ICL performance competitive with DDP. We recommend setting
K, for sufficient throughput based on bandwidth, then setting K, kv as constant multiples (e.g,
3x,6x) or based on the half-life of their 3 (see Section I).

5.5 NESTEROV AS THE OUTER OPTIMIZER (RQ5)

5.5.1 DOES NEsSTEROV IMPROVE DES-L0OC

We ablate the outer optimizer for DES—LOC on a 700M parameter model, comparing averaging to a
Nesterov optimizer with momentum of 0.9, outer learning rate of 1.0 tuned following Charles et al.
(2025). The experiment ran on 4 H100s and used a medium-synchronization regime (K, = 32, K,, =
3K, , K, = 6K,) where models are initialised from 2048-step DDP checkpoints, following Charles
et al. (2025). While our convergence bound is not trivially applicable, our analysis of Eq. (4) suggests
a higher momentum synchronization frequency (p,,) should permit a larger step size (179 o< 1/1/1).

As shown in Figure 6, two key points emerge. First, more frequent synchronization (K, = 32)
allows DES-LOC to come within 1% of the final perplexity of DDP, performing much better than
in infrequent settings (X, = 256). Second, using Nesterov as the outer optimizer improves
performance over averaging by ~ 0.5%, with its performance w.r.t DDP being similar to the one
reported in Charles et al. (2025, Table 4) for models at this scale. The Nesterov approach
preserves the practical benefits of DES—LOC, ensuring effective worker initialization and reducing
local optimization noise, which can help prevent issues like exploding activation norms.
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Figure 6: Ablation of the outer optimizer for DES—-LOC on a 700M parameter model in a medium-
frequency communication setting (K, = 32), showing (left) convergence in terms of time and (right)
in terms of steps. In this regime, DES—LOC’s final perplexity is within 1% of the DDP baseline. Using
a Nesterov outer optimizer provides a further improvement over averaging.
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Figure 7: Comparison of Adam-DDP, Local Adam, DiLoCo, and DES-LOC Nesterov on a
1B-parameter model trained for 40,960 steps with an AdamW inner optimizer. Top left: train
perplexity vs steps. Top right: worker gradient norms. Bottom left: train perplexity vs time, bottom
right: whole-model output activation norms. Shaded regions show std across workers. DES-LOC
Nesterov outperforms Adam, it also outperforms DiLoCo at the cost of more communication.
Error bars show variance across workers, accounting for compounding local drift.

Takeaway: Frequent synchronization (K; = 32) allows DES-LOC to reach within 1% of the perplex-
ity of DDP. Furthermore, using a Nesterov outer optimizer improves performance over averaging,
while preserving practical benefits like effective worker initialization and reduced optimization noise.

5.5.2 DOES DES-LOC WITH NESTEROV PROVIDE BENEFITS OVER K, = K, = c©

Having shown that a Ne st erov outer optimizer improves DES—-LOC, we ask whether synchronizing
optimizer states still helps relative to the local-state (K,, = K, = c0) Nesterov method DiLoCo.
Charles et al. (2025) has shown that at large scale (> 1B parameters) DiLoCo can match or
outperform DDP with Adam. We adopt their outer hyper-params and train a 1B model with the same
experimental design as Section 5.5.1 using 4 x 8 H100s for 40,960 steps (=~ 4 x compute-optimal)
with inner Adam, comparing Adam-DDP, Local Adam, DiLoCo, and DES-LOC Nesterov, with
K, =32 for Local Adamand DiLoCo and K, = 4K, K, = 8K, for DES-LOC Nesterov.

Figure 7 (top left) shows that Nesterov-based methods outperform AdamW: DiLoCo achieves
7.63+0.20 validation perplexity, improving over Adam-DDP by = 2%, while DES-LOC Nesterov
reaches 7.56 4 0.20, a =~ 0.9% gain over DiLoCo; both outperform Local Adam (8.13 £ 0.23).
Note that this comparison pits Ne st erov-based local updates against DDP with standard Adam; as
Charles et al. (2025) note, once DDP also uses Nesterov, this gap can shrink or reverse depending
on model size and worker count. These results show that that synchronizing optimizer states preserves
the benefits of Nesterov while retaining the advantages of state averaging.

We analyze the interaction between the optimizer states and the outer optimizer by measuring the
gradient norms and activation statistics. In Figure 7 (top and bottom right), for both DiLoCo and
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DES-LOC Nesterov, gradient norms drop rapidly relative to Adam-DDP and Local Adam and
remain roughly 2x smaller than DDP thereafter, suggesting that Nesterov may steer optimization
toward smoother regions of the loss landscape. State synchronization slightly accelerates the decrease
in gradient norm over DiLoCo, after which the curves coincide.

Under DiLoCo, total output activation norms grow monotonically to more than 2x the Adam-
DDP values, whereas DES—-LOC Nesterov substantially slows this growth, ending ~ 32% below
DiLoCo (bottom row). This resembles the stabilization seen for DES—LOC versus FedAvqg baselines
without optimizer-state averaging (Fig. 5), where periodic averaging also curbed activation growth.
This supports viewing finite synchronization as a regularizer that limits worker drift and optimizer-
state noise, yielding better-controlled activations while offering Nesterov’s benefits. DES-LOC
Nesterov does incur additional communication costs relative to DiLoCo at fixed K., being =~ 2%
slower than Di LoCo under these bandwidth conditions (Fig. 7 bottom left) and K, K, settings while
being ~ 8% faster than Local Adam. The extra cost can be made arbitrarily small by increasing
the optimizer-state sync periods (K, K,): in the limit K,,, K,, — oo it recovers DiLoCo in both
performance and communication, while any finite sync period partly inherits the robustness and
fault-tolerance benefits of synchronizing optimizer states, modulated by the chosen 3’s.

Takeaway: At the 1B scale and long horizons, Ne st erov-based local-update methods (DiLoCo,
DES-LOC Nesterov) outperform Adam-DDP, consistent with prior scaling-law results. Relative
to DiLoCo, DES-LOC Nesterov matches or improves perplexity while substantially reducing
gradient and activation norms via periodic optimizer-state synchronization, yielding a tunable point on
the communication—performance Pareto frontier.

6 RELATED WORK

In synchronous data-parallel training, workers exchange full gradients or parameters every iteration,
incurring communication costs linear in model size using Ring-Al1Reduce (Sergeev & Balso,
2018). When hardware is weakly connected or widely distributed, communication significantly
slows wall-clock training time (Sani et al., 2025) as workers need to wait for synchronization to
finish. Federated Averaging (FedAvg) (McMahan et al., 2017) and Local SGD (Stich,
2019) reduce communication by performing K local optimization steps before averaging parameters,
decreasing communication rounds by a factor of K. Ad-hoc extensions to adaptive optimizers either
keep optimizer states local (Douillard et al., 2023; Charles et al., 2025; Liu et al., 2024) or reset them
after each sync (Sani et al., 2024; 2025), both lacking robust convergence guarantees.

Adam (Kingma & Ba, 2015) is popular for pre-training as it scales to larger batches than SGD (Kunst-
ner et al., 2023; Dubey et al., 2024). It uses moving averages of gradients and their squares, however,
its convergence is not guaranteed as it requires 31 < /B2 < 1, with large, problem-specific 32 (Reddi
et al., 2018; Zhang et al., 2022). Other optimizers also track gradient moments (Sutskever et al.,
2013; Chen et al., 2023; You et al., 2020; Taniguchi et al., 2024). Local Adam (Cheng & Glasgow,
2025) reduces communication with local steps but requires syncing optimizer states, which triples the
communication cost relative to Local SGD/DDP, as sync costs scale with the number of states. For
further related work, including compression/sparsification and structured updates, check Section K.

7 CONCLUSION

DES-LOC reconciles communication efficiency with rigorous convergence guarantees in distributed
adaptive optimization. By extending theory to the independent synchronization of Adam and SGDM
optimizer states, we empirically demonstrate convergence alongside 170x and 2x communication
reductions over DDP and prior state-of-the-art methods at billion-scale LLM training, even in envi-
ronments prone to system failures. Our findings yield clear guidelines: i) frequently synchronize
parameters, and ii) synchronize optimizer states less often, proportional to their half-lives. These
insights open avenues for future research, including layer-wise synchronization, adaptive frequencies,
compressed updates, as well as emerging applications, such as worldwide cross-data center training
and collaborative training. As training workloads scale, we envision DES—LOC becoming the standard
for efficient, resilient foundation-model training in data centers and distributed environments.

10
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REPRODUCIBILITY STATEMENT

We are committed to the reproducibility of our work and provide the code, data-processing scripts,
and configurations necessary to replicate the results in this paper.

Code and Environment. Our complete source code is available in the supplementary material. All
dependencies are open-source and can be installed using the provided scripts (system_setup. sh,
install_env. sh), which automate the full environment setup.

Datasets. The experiments use publicly available, open-source datasets. We provide the
script convert_hf_dataset_to_mds_smollm_corpus. sh to replicate our entire data pre-
processing pipeline, from downloading raw corpora to converting them into the required format.

Experimental Protocol. Reproducing our large-scale experiments requires access to significant com-
putational infrastructure (e.g., multi-GPU servers), as specified in our documentation. All experiments
are controlled via a well-defined configuration system using YAML files. Key hyperparameters and al-
gorithmic settings, such as the synchronization frequencies for our method (f1.n_local_steps,
fl.parameter_scheduler_kwargs) and the data distribution across workers, are explicitly
defined. We include example scripts that execute the main experiments reported in the pape when
using the approriate hyperparameters reported in Sections A and 4, providing a clear path to reproduce
our findings.
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A EXPERIMENTAL DETAILS AND OPTIMIZER HYPERPARAMETER
SWEEPS (SEE SECTION 4.1)

Here we provide additional experimental details complementing those in Section 4.1, including: a)
model architecture details and hyperparameters independent of optimizer choice (Section A.1), b)
our hyperparameter sweep procedure to select optimizer-specific settings (Section A.2), and c) the
optimal hyperparameters with those used in Section 5 highlighted in bold.

A.1 ARCHITECTURE DETAILS AND HYPERPARAMETERS

Table 3: Model architecture and training parameters. We denote the number of transformer blocks by
#Blocks, number of attention heads by #Heads, embedding dimension by dy,04el, VOcabulary size by
|V, and feedforward-layer expansion by Exp. Ratio. All models use positional embeddings (Su et al.,
2024), the si1lu activation function, and norm-based gradient clipping with clip-bound p. Global
batch size (summed across all workers) is |[Bg|, and sequence length is standard for models at these
scales. For model initialization we use 0 = 1/v/dmoaa. The total number of steps is denoted by 7.

Model Size Blocks dmoder |V| #Heads Exp.Ratio ROPE# ACT Initc p SeqLen |Bg| T
135M 30 576 50K 9 4 10000 silu 0.04 1.0 2048 1024  1536,3072
720M 12 2048 50K 16 4 10000 SiLu  0.02 1.0 2048 512 38912
1.7B 24 2048 50K 16 4 10000 silu 0.02 1.0 2048 1024 20480

Table 3 summarizes the architectural details of our models, following established practices for large
language models at their respective scales. Unless otherwise stated, we adopt the hyperparameters
recommended by Allal et al. (2025) for both the 135M and the 1.7B models. We operate at a
batch size of 2M tokens, which is very large for the 135M model at the length of training we
perform (Zhang et al., 2025) and industry-standard for the 1.7B model (Touvron et al., 2023), we
chose to operate at large batch sizes because adaptive optimizers provide benefits primarily in large-
batch training regimes (Kunstner et al., 2023). Moreover, we intend DES-LOC for use in cross
data-center scenarios, where effectively utilizing available accelerators naturally demands large batch
sizes and/or model scales. For both model sizes, we train for approximately 2x the compute-optimal
token budget (Hoffmann et al., 2022), placing our evaluations within the context of extended-duration
foundation model training (Allal et al., 2025). Our chosen token budget is conservative due to
resource constraints; for comparison, Allal et al. (2025) used 11 trillion tokens which is over 4000 x
compute-optimal for the 135M model, and 300x for the 1.7B.

We select warmup and decay schedules following recommendations from Zhang et al. (2025); Higele
et al. (2024); Allal et al. (2025). For the 135M model, the warmup period is set to Tiywary = 512
steps, corresponding to the roughly 40% of the compute-optimal training tokens recommended by
Zhang et al. (2025). For the 1.7B model, we use the recommended Tiwarn = 2048 steps from Allal
et al. (2025), roughly 10% of total training. The stable-decay period uses a 1 — SQRT schedule over
the final Tpecay = 10% x T steps (Higele et al., 2024). For shorter runs, such as 7" = 1536 during
heterogeneous-data evaluations, we keep the warmup fixed and proportionally scale the decay to
ensure well-conditioned parameter updates during the stable learning rate period. The seeds we use
for data sampling and for controlling the training algorithms and model are provided in the code
accompanying the appendix.

A.2 OPTIMIZER PARAMETERS SWEEPING PROCEDURE

As detailed in Section 2 and verified empirically in Section 5.2, the choice of decay rates 1, 52
strongly influences the effective synchronization frequencies achievable by both DES-LOC and

Local Adam. This relationship arises directly from the half-life of optimizer states, given by
_ In(0.5)
705 = (@) -

For Adam, prior studies such as Wortsman et al. (2023) have demonstrated a critical interplay between
the learning rate (7)), batch size, and the second-momentum decay (5. Specifically, increasing either
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the learning rate or batch size typically demands a lower 35 to maintain training stability and avoid
loss spikes. Conversely, higher 5 values constrain the learning rate and batch size. Such dynamics
have also been recently observed between the learning rate and the first-momentum decay ; in
Pagliardini et al. (2025). Given that all our experiments use a fixed large batch size of roughly 2
million tokens (appropriate for billion-scale training), we systematically tune the learning rate 7 in
response to changes in 31, 82. We try values of 31, 35 based on previous works (Zhang et al., 2025)
and follow the theoretical convergence requirement of Zhang et al. (2022) setting 31 < +/Ba.

Due to computational constraints, we cannot jointly optimize synchronization periods, data distribu-
tions, and decay parameters, and instead adopt a structured two-stage tuning approach:

1. Stage 1: Tuning 7 for DDP. Starting from the recommended baseline learning rate (19)
from Allal et al. (2025), we conduct a grid search as outlined by Charles et al. (2025):
{.., V2 200, v2 0,10, V2105 V2 10, - - - } We expand this search until perplexity stops
improving, identifying an optimal learning rate 7;,, for each (1, 32) configuration.

2. Stage 2: Tuning 7 for Local Adam. We then repeat this procedure for Local Adam,
using 7;pp as the new baseline. To balance generalizability and computational cost, we set
the synchronization period to an intermediate value of K = 64, between high-frequency
(K = 16) and low-frequency (K = 256) scenarios.

Additionally, following Zhang et al. (2025), we omit weight decay (set to zero) to simplify the
hyperparameter tuning process, as it directly affects only model parameters, not optimizer states.

For experiments using Nesterov, we follow the hyperparamtere sweeping procedure of Charles
et al. (2025), starting with a server learning rate of 1.0 and a momentum of 0.9 and only lowering it
if it fails to converge

A.2.1 OPTIMIZERS’ HYPERPARAMETER CONFIGURATIONS
Table 4: Optimal learning rates n* for 81, 2 configurations of ADOP T/Adam. The hyperparameter

sweep procedure (see Section A.2) involves incrementally adjusting the learning rate by factors of
/2 around the initial value from Allal et al. (2025) until performance stops improving.

Optimizer [ B2 n*
0.9 0.9999  0.0021
0.95 0.9999 0.0021
0.99 0.9999 0.0014
0.995 0.9999  0.0007
0.9 0.95 0.0042
0.95 0.95 0.003
Adam 0.9 0.99 0.003
0.95 0.99 0.003
0.99 0.99 0.0021

ADOPT

Our hyperparameter sweep (Table 4) indicates that the optimal learning rate n* under the warmup-
stable-decay scheduler (Higele et al., 2024) strongly depends on both optimizer type and the chosen
(1, B2 values. For Adam, optimal learning rates and second-momentum decay (3s) align closely
with recommendations from Allal et al. (2025), though a slightly higher first-momentum decay (51)
consistently performs better, in agreement with prior findings (Zhang et al., 2025). For ADOPT
(default 35), we observe a lower optimal learning rate compared to Adam, but similar best-performing
(1 values. We also find that the optimal learning rate does not differ between DDP and Local Adam
for given /31, B2 when K = 64 and using a /2 sweep, higher learning rates either do not provide a
benefit or diverge while lower learning rates are only necessary when pushing K far closer to the
complete training duration.

We find that increasing 3; for ADOPT, and (31, 82 for Adam, leads to rapid performance degradation,
particularly at or above 0.99. Since the half-life at 5 = 0.99 (79,5 =~ 69) is not sufficiently longer
than at 5 = 0.95 (795 &~ 13.5) to justify the observed performance drop, we select 81 = 0.95 for all
experiments, along with the default 85 for ADOPT and 82 = 0.95 for Adam.
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Takeaway: Increasing an optimizer state’s S significantly affects performance. Since linear increases
in 8 cause only logarithmic changes in half-life 7q 5, raising 5 beyond the optimal value degrades
performance without substantially improving the achievable synchronization frequency (Section 5.2).

B COMPLEMENTARY RESULTS TO SECTIONS 2.1 AND 5

We now provide additional results supplementing those presented in the main text. Specifically:

B.1

. Section B.1 complements Section 2.1 by including results on the heterogeneous data

distribution described in Section 4.1. This highlights DES-LOC’s robustness under imperfect
sampling or strongly Non-IID federated scenarios (see Kairouz et al., 2021, Sec 3.1).

. Section B.2.1 complements Fig. 3 by showing the separate impact of varying synchronization

frequencies for parameters and the second momentum when the base frequency is K; = 16.
It supports our claim that parameters and second momentum exhibit similar behavior across
different synchronization regimes, unlike the first momentum.

. Section B.2.2 extends Fig. 3 by evaluating DES—-LOC-Adam. We confirm that the parameter

synchronization frequency is the most important, as predicted by our theory. In contrast, the
momenta sync frequency is far less impactful, especially for low parameter sync frequencies.

. Section B.3.2 complements Fig. 4 by showing DES-LOC-ADOPT’s perplexity against

baseline methods on heterogeneous data (as defined in Section 4.1). This validates our claim
from Contribution 2 regarding DES-LOC’s effectiveness on heterogeneous datasets.

. Section B.3.3 presents an ablation study examining alternative low-communication configu-

rations of DES-LOC, justifying our choice of K, = 3K, K,, = 6K, used in Fig. 4.

. Section B.3.4 repeats the baseline comparison from Fig. 4 for DES-LOC-Adam, demon-

strating that DES—LOC achieves similar communication reductions and performance when
using Adam instead of ADOPT.

. Section B.4 provides additional metrics illustrating training instabilities for the FAVG+OPT

baseline, including rapidly growing parameter norms, supporting observations in Fig. 5.b.

Toy PROBLEM ON NoN—IID DATA (SEE SECTION 2.1)

Toy Example Non—-IID: Fig. 8 simulates the scenario from Section 3, where each worker m
optimizes a distinct loss fr, on heterogeneous data. Both DES-LOC and Local Adam show more
stable convergence and get closer to the optimum than heuristic baselines.
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(a) Distance to the optimum. (b) 2-D contour.

Figure 8: We present a toy problem in a Non—IID setting, where DES-LOC (with synchronization
periods K, = 192, K,, = 192, K,, = 692) and Local Adam (with K = K ) converge to a superior
solution compared to methods that keep optimizer states local g (Douillard et al., 2023; Sani et al.,
2025) or periodically reset them g (Sani et al., 2024; lacob et al., 2025). Like the IID scenario,
resetting optimizer states prevents convergence due to repeated oscillations caused by reinitializations.
Additionally, as seen in panel (a) between rounds 15 and 40, methods keeping optimizer states
local suffer from larger oscillations further away from the optimum. The function optimized is
f(z1,22) = (1 — 21)% + 100(z2 — 2%)?, and we simulate M = 256 workers, each adding Gaussian
noise with worker-specific standard deviation o™ ~ N(0, 3).

B.2 RQ2: INDEPENDENT SYNC FREQUENCIES

This section provides supplementary results for RQ2, complementing Section 5.2. Section B.2.1
shows that perplexity has similar sensitivity to the first and second momentum synchronization
frequencies at both high and low base synchronization frequencies. Additionally, Section B.2.2
repeats the comparison from Fig. 3 for DES-LOC-Adam, revealing similar trends regarding the
importance of the parameters, with a reduced importance for the momenta due to lower 5.

B.2.1 PARAMETER AND SECOND MOMENTUM AT K} = 16 (SEE FIG. 3.A,FIG. 3.B)

Figure 9 examines the effects of independently varying synchronization periods (K, K, ) for pa-
rameters and second momentum under DES—-LOC-ADOPT in the high-frequency regime (K = 16),
chosen based on the first momentum’s half-life (7.5 ~ 13.5). Similar to the low-frequency results in
Fig. 3.a, parameter synchronization frequency (X,) strongly influences perplexity, while the second
momentum (/) has minimal impact due to its long half-life. This contrasts with the first momentum,
whose half-life closely matches the high-frequency period.

TR

— K, =16 (14.2+138)
K, = 32 (14.1£1.8)
K, = 256 (14.2+1.8)
—— K, =1024 (14.2+18)
(o = 3072 (14.241.8)

60 60
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Figure 9: Model perplexity for DES—-LOC (ADOPT, 51 = 0.95, B3 = 0.9999), independently varying
synchronization periods at a high baseline frequency (K}, = 16). Similar to Fig. 3, parameter
synchronization (a) is critical, with performance sharply degrading at higher periods, while second-
momentum synchronization (b) has minimal impact due to its large half-life (70.5(52) > Kp).
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Figure 10: Relative rates of change for first and second momenta across rounds using standard Local
Adam (K = 64). Increasing [3; substantially reduces the rate of change of the first momentum, while
increasing either (1, B2 decreases the rate of change of the second.
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Figure 11: Model perplexity for DES-LOC-Adam (51 = B2 = 0.95) when independently varying
sync periods (K, K, K,) while fixing others at baseline K}. Parameter synchronization (a,b)
influences performance in both high (K3 = 16) and low (K}, = 256) frequency regimes. Momenta
synchronization minimally impacts perplexity due to both states’ high adaptivity (low (), with
potentially minor effects during the early stages of training in high-frequency regimes (c,e).

Takeaway: In high-frequency synchronization regimes, the importance of parameters and the second
momentum remains similar to the low-frequency regime shown in Section 5.2,

B.2.2 Apawm RESULTS (SEE FIG. 3)

Fig. 10 show the rate of change results for Adam momenta at various /3 values.

Figure 11 provides complementary results to Figs. 3 and 9 using DES-LOC-Adam with 8; = 5 =
0.95. Unlike ADOPT, the relatively low /3 result in both the first and second momentum quickly
adapting to the local gradients, reducing the impact of their sync frequency.
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Takeaway: For DES—-LOC-Adam, parameter synchronization remains critical, consistent with theory.
However, due to reduced (32, momenta synchronization is less impactful since both the numerator and
denominator of Adam updates are driven by local worker gradients after a few initial steps.

B.3 RQ3: COMMUNICATION REDUCTION AND BASELINE COMPARISONS

This section provides supplementary results for RQ3, complementing Section 5.3. Section B.3.2
shows the perplexity of different configurations providing a 2x communication reduction over
Local Adam. Additionally, Section B.3.4 repeats the comparison against baselines from Section 5.3
for DES-LOC-Adam, showing similar communication reductions relative to Local Adam.

B.3.1 STEPWISE PLOTS FOR BASELINE COMPARISON

Figures 12 and 13 show stepwise plots for wall-clock results in the main text, they are the counterparts
to Figs. 4 and 5.
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Figure 12: Setting K, = K, K,, = 3K, and K,, = 6K,, DES-LOC achieves a 2x communication
reduction over Local Adam, matching performance at high (a) and low (b) frequencies for Local
Adam and heuristic baselines (see Section 4.1). Using stepwise converges shows that DES—LOC
matches Local Adam on a per-step basis.
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Figure 13: DES-LOC matches Local Adam perplexity for billion-scale model training at half the
communication cost (K, = 256, K,, = 3K, K, = 6K,), representing a 170 x reduction over DDP.
Plot shows that stepwise convergence matches between Local Adam and DES-LOC).

Takeaway: DES-LOC matches the stepwise convergence of Local Adam and approaches the
convergence speed of DDP.
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B.3.2 DES-LOC ON HETEROGENEOUS DATA (SEE CONTRIBUTION 2)
Figure 14 evaluates the robustness of DES—LOC against baselines under heterogeneous (Non—-I1ID)

data distributions as described in Section 4.1. We set synchronization periods to K, = K, K,, = 3K,
and K, = 6K, to achieve a targeted 2x communication reduction over Local Adam.
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(a) DES-LOC—Adam, high sync frequency K, = 16.  (b) DES-LOC-Adam, low sync frequency K, = 128.

Figure 14: Comparison of perplexity under Non—IID conditions for DES-LOC, Local Adam
(K, = K, = K,), and heuristic baselines (defined in Section 4.1) at high (a) and low (b) synchro-
nization frequencies. Due to higher cross-worker variance caused by heterogeneous data, parameters
require slightly more frequent synchronization in the low-frequency regime (K, = 128 < 256).
Experiments are limited to T = 1536 steps (~compute-optimal) for computational feasibility.

Takeaway: DES-LOC effectively converges on heterogeneous data distributions, maintaining the
2x communication reduction observed in homogeneous settings. This aligns with our theoretical
convergence results for heterogeneous losses (Section 3) and shows applicability in federated scenarios.

B.3.3 DES-LOC Low COMMUNICATION CONFIGURATIONS ABLATION (SEE FIG. 4)

Figure 15 explores alternative synchronization configurations enabling DES—-LOC to achieve im-
proved communication efficiency over Local Adam. Motivated by theoretical insights (Sections 2
and 3) and empirical evidence (Sections 5.1 and 5.2), we only consider settings where parameter
synchronization is most frequent (K, < min(K,, K,)). This constraint follows from experiments in
Section 5.2, which show that infrequent parameter synchronization significantly degrades perplexity,
while momentum synchronization frequency has a smaller impact. For a fixed 2x communication
reduction over Local Adam, our findings confirm that synchronizing the first momentum more
frequently than the second aligns with their respective half-lives and maintains performance close to
Local Adam.
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Figure 15: Configurations of DES-LOC targeting 2x lower communication than Local Adam
(K, = K, = K,), setting K,,, K,, as multiples of K,. In both high (a) and low-frequency (b)
regimes, performance depends on how communication is split between momenta for 5; < Ss.
Syncing the first momentum less often (K, = 6K, K, = 3K,) degrades performance, wasting
communication on the slow second momentum. Conversely, syncing it frequently (K,, = 3K,, K, =
6K ;) yields performance comparable to Local Adam. Setting K, = K, = 4K, produces
intermediate results.
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Takeaway: For a given parameter synchronization period K, determined by bandwidth constraints,
choose momentum synchronization periods K, K, as multiples of K. When 1 < (2, set Ky <
Ky, with Ky, = 3 x K and Ky, = 6 x K, providing robust default choices.

B.3.4 ADAM RESULTS (SEE FIG. 4)

We now present results for DES-LOC-Adam with 81 = 3 = 0.95. DES-LOC-Adam achieves
similar communication reductions over Local Adam and DDP as ADOPT. However, due to the
lower 33, the second-momentum half-life (79 5(0.95) ~ 13.5) is significantly shorter than for ADOP T
(70.5(0.9999) ~ 6931). Figure 16 shows that with both momenta evolving at similar rates, the benefit
of selecting K,, < K, diminishes. For consistency and due to meaningful empirical differences in
rates of change (Section 5.1), we keep K, = 3 x K, and K,, = 6 x K, in subsequent comparisons.
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Figure 16: Configurations of DES—LOC targeting 2x lower communication than Local Adam
(K, = K, = K,), using Adam (8; = P2 = 0.95). In contrast to DES-LOC—-ADOPT (where
B1 < B2 yields an advantage for K,, < K, as shown in Fig. 15), the similar half-lives in Adam
make perplexity insensitive to how communication is split between momenta for high (a) and low-

frequencies (b).

Figure 17 shows DES-LOC-Adam achieves a 2X communication reduction over the prior state-of-
the-art Local Adam (Cheng & Glasgow, 2025) without significant perplexity degradation. Due
to the much faster evolution of the optimizer states using Adam compared to ADOP T, local worker
gradients drive the optimization reducing the benefit of allocating more of the communication budget

to the first momentum.
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Figure 17: Setting K, = K, K, = 3K,, and K, = 6 K,, DES-LOC-Adam achieves a 2x commu-
nication reduction over Local Adam, matching performance at high (a) and low (b) frequencies for
Local Adam and heuristic baselines (see Section 4.1).

Takeaway: DES-LOC-Adam achieves a similar 2x communication reduction over Local Adam as
DES-LOC-ADOPT by exploiting the reduced importance of optimizer-state synchronization relative
to parameters. However, due to the smaller 52 in Adam, there is limited benefit from assigning
different synchronization frequencies to the first and second momenta compared to ADOPT.
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B.4 RQ4: ADDITIONAL METRICS AND TRAINING INSTABILITIES OF FAVGH+OPT (SEE
F1G. 5.B)

Figure 18 complements Fig. 5.b by showing parameter and update norms for DES—-LOC and baseline
methods when training billion-scale models. Both DES-LOC and Local Adam regularize updates
by synchronizing optimizer states, effectively reducing update norms due to averaging across workers
(triangle inequality). In contrast, the heuristic baseline (Sani et al., 2025) experiences large updates,
leading to uncontrolled parameter growth, increased activations (Fig. 5.b), and degraded performance
on downstream ICL tasks (Table 1) relative to its perplexity (Fig. 5.a).
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Figure 18: Comparison of update (a) and parameter norms (b) for billion-scale models trained with
DES-LOC (K, = 256, K,, = 768, K, = 1536), Local Adam (K = 256), DDP, and Federated
Averaging with persistent optimizer states (FAVG-+OPT). Frequent synchronization in Local Adam
and DDP consistently reduces update and parameter norms. Similarly, DES-LOC achieves comparable
reductions at intervals corresponding to multiples of lcm(K,, K, K, ), with smaller intermediate
drops. Conversely, FAVG+OPT, which does not synchronize optimizer states, experiences persistently
larger and noisier updates, becoming vulnerable to spikes (notably before step 5000). This leads to
uncontrolled parameter growth (b).

Table 5: Throughput (batches/sec) for 1B-13B models to reach 2x compute-optimal tokens at high
(K = 16) and low (K = 256) frequencies with a 2M token batch size. All local methods achieve
significant throughput gains over the DDP baseline. At high frequency (KX = 16), DES-LOC boosts
throughput by over 1.7x on the 13B model. At low frequency (K = 256), this advantage grows to
over 2.1x versus DDP.

1B Model 7B Model 13B Model
Method K, =16 K, = 256 K, =16 K, = 256 K, =16 K, = 256
DDP (Baseline) 171.9+£094 171.9+£09 25.1£0.10 2514+0.10 11.1£0.03 11.140.03
FAVG+OPT 304.9+251 3854+£37 3404011 40.4+£0.15 194+0.11 23.5+0.15
Local Adam 253.1+1.59 380.1£3.6 309+0.09 40.2+0.15 16.7£0.07 23.3+0.14

DES-LOC (Ky, K, = 3K,;,6K;) 299.24+239 384.1+3.7 33.7+£0.11 404+0.15 19.0£0.10 23.540.15

Takeaway: Unlike heuristic methods, which maintain purely local optimizer states leading to un-
stable, noisy updates, DES—LOC provides stable regularization similar to Local Adam and DDP by
periodically synchronizing parameters and momenta, reducing training instabilities.

B.5 VERY LOW BANDWIDTH EXPERIMENTS

While perplexity is invariant to network bandwidth, wall-clock time is highly sensitive to it. To
practically showcase this, we perform a benchmark with a 1B model to measure time under extremely
low bandwidth conditions (10 Gbit/s). This setup simulates a scenario with affordable, consumer-
grade interconnects rather than data-centers. Due to the extreme gradient synchronization delay
inherent to DDP in this regime, the benchmark was limited to a 10,240 step horizon to remain feasible.

As shown in Figure 19, DES-LOC Nesterov dramatically reduces training time by ~ 9.42x
compared to DDP, completing the run in 8.99 hours versus 84.73 hours (3.5 days) for DDP, even with
the constant overheads of our unoptimized implementation. Furthermore, DES-LOC Nesterov
is more efficient than Local Adam, finishing ~ 7% faster (8.99h vs. 9.62h) while achieving
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Figure 19: Training efficiency benchmark on a 1B model under restricted bandwidth (10 Gbit/s).
Left: Perplexity versus wall-clock time. DES-LOC Nesterov effectively decouples training time
from bandwidth, finishing in ~ 9 hours compared to the projected ~ 3.5 days for DDP (dashed
blue). Right: Perplexity versus sequential steps. While step-wise convergence is comparable, the
communication overhead of DDP creates a massive bottleneck in the time domain.

significantly lower perplexity (8.91 vs. 10.19). When compared to the ultra-lightweight DiLoCo
baseline (8.68h), DES-1.0C Nesterov incurs a time penalty of ~ 3.6% due to the additional
optimizer state synchronization. However, this yields performance gains, improving final perplexity
by & 2.3% (8.91 vs. 9.12) over DiLoCo.

Takeaway: In extremely low bandwidth settings (10 Gbit/s), DES-LOC Nesterov eliminates
the communication bottleneck, reducing training time by 9.42x over DDP. It strikes a balance on
the Pareto frontier: its wall-clock time is in-between those of Local Adam and DiLoCo while
outperforming them both in perplexity.

B.6 MUON AS THE INNER OPTIMIZER

To assess the versatility of our framework beyond Adam and ADOPT, we integrate DES—-LOC with
Muon (Jordan et al., 2024), a novel optimizer utilizing Newton-Schulz iterations for orthogonalization.
Distinct from standard adaptive algorithms that track second-moment variances, Muon preconditions
only the momentum term directly. This architectural difference reduces the relevant synchronization
periods to just two: the parameters (/) and the first momentum (/). Although a comprehensive
theoretical treatment of preconditioned local updates is outside the scope of this work, the DES-LOC
design is inherently compatible with such structures. Here, we provide empirical evidence of
DES-LOC’s efficacy when wrapping Muon as the inner optimizer.

Experimental Details. We utilize the standard PyTorch implementation of Muon with Nesterov
momentum enabled and a weight decay of 0.1. Following the recommendations of Liu et al. (2025),
we apply the match_rms_norm adjustment to learning rates. We adopt the conventional split
optimization strategy for Muon: AdamW handles embeddings and layer normalizations, while Muon
optimizes all 2D matrices (Jordan et al., 2024). The momentum parameter for Muon is set to 8 = 0.9,
while the Adam component retains the 81 = 0.9, 2 = 0.999 settings used elsewhere. Gradient
clipping thresholds are scaled by model size: 1.0 for 16M, 0.5 for 125M, and 0.25 for 360M. For
the Local Muon baseline, all optimizer states (Muon momentum; Adam first/second momenta)
synchronize every 32 steps. In contrast, DES—-LOC delays state synchronization: the first momentum
(for both optimizers) synchronizes every 96 steps (3x reduction), and Adam’s second momentum
synchronizes every 192 steps (6 x reduction).

Figure 20: Training loss comparison between Local Muon (K = 32) and DES-LOC-Muon
(K, = 32, K, = 96, K,, = 192) across model scales (16M, 125M, 360M). DES-LOC provides
a perplexity matching the Local Muon baseline across all scales. Crucially, by decoupling the
synchronization frequencies, DES—-LOC communicates more than 1.5x less bytes than the baseline.
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Takeaway: DES—-LOC is compatible with optimizers that rely on Newton-Schulz preconditioning,
such as Muon. By reducing the synchronization frequency of the momentum buffer, DES-LOC
maintains solution quality while significantly lowering communication volume.

B.7 EXPERIMENTS ON THE FLUX VISION MODEL

To demonstrate the universality of DES—-LOC across different modalities and architectures beyond
standard decoder-only LLMs, we evaluate its performance on F1ux (Labs et al., 2025), a Rectified
Flow Transformer designed for text-to-image generation. This architecture differs significantly
from the causal language models evaluated in previous sections, serving as a robust test for the
generalizability of our decoupled synchronization approach.

Experimental Setup. We utilize the 280M parameter variant of F1ux provided by torchtitan,
training with a global batch size of 256. The inner optimizer is AdamW with 5; = 0.9, 52 = 0.999.
We compare three settings: (1) DDP, (2) Local Adam with a synchronization period of K = 32, and
(3) DES—-LOC with a parameter sync period of K, = 32. For DES-LOC, we decouple the momentum
synchronization significantly, setting K,, = 3K, and K,, = 6 K, (192 steps).

3.0 ' 1.9H
2.5
Sea,l a4

2207 i . 1.8lheas-vid
5 et i aiedi il S
115
i
3
=W

—_
o
L

- -- DDP (1.80+0.03)
Local Adam (1.8240.02)
—— DES-LOC (1.82+0.02)

<
o

=
o

0 1000 2000 3000 4000 5000
Sequential Steps

Figure 21: Training loss comparison on the 280M parameter F 1ux model (Rectified Flow Trans-
former). DES-LOC (K, = 32, K,, = 192, K,, = 192) effectively matches the convergence trajectory
of both the fully synchronous DDP baseline and Local Adam (K = 32).

Our results, visualized in Fig. 21, indicate that DES-LOC generally matches the performance of
Local Adam and approaches the DDP upper bound.

Takeaway: The efficacy of DES-LOC extends beyond LLMs to Rectified Flow Transformers (F1ux).
The method generally matches the performance of DDP and Local Adam while reducing communi-
cation by 2x over Local Adam, demonstrating the universality of the approach. We leave the scaling
of this result to larger vision models for future work.

B.8 THROUGHPUT AT 7B SCALE

To assess the practical scalability of our method on state-of-the-art hardware and at large model
scales, we measure the training throughput of a 7B parameter model distributed across 8 independent
NVIDIA B200 GPUs.

Throughput Analysis. As illustrated in Fig. 22, during the local update phases, each GPU operates
at the peak efficiency of a fully isolated local run, achieving identical tokens-per-second throughput
as a single B200 with zero synchronization overhead. Distinct drops in throughput are observed only
at the sparse synchronization boundaries (K, = 32, K,, = 96, K,, = 192), where the system pauses
to aggregate model parameters and optimizer states.
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Figure 22: Instantaneous throughput (tokens/sec) for a 7B model on 8x B200s. DES—-LOC maintains
peak "local-only" speed for the vast majority of steps, with throughput dips occurring only at
synchronization intervals (32,96, 192). In contrast, standard DDP would incur a synchronization
penalty at every step, permanently depressing the throughput curve.

Crucially, standard DDP incurs this communication penalty at every single training step, significantly
lowering the average tokens/sec. Even with our current unoptimized "stop-the-world" implemen-
tation—which explicitly pauses computation to communicate and does not leverage computation-
communication overlap—DES—-LOC significantly increases aggregate throughput by amortizing these
costs over long local training windows.

Takeaway: On high-performance B200 hardware, DES-LOC enables near-linear scaling by keeping
workers in a high-throughput local regime for the majority of training. By restricting communication
overhead to sparse intervals, it delivers significant wall-clock speedups over DDP, even without
low-level implementation optimizations like communication overlap.

C FURTHER ALGORITHMIC DETAILS OF DES-LOC

C.1 EXTENSION TO FEDOPT

Although Cheng & Glasgow (2025) show provable convergence for adaptive inner optimizers in a
federated optimization framework, their result rests on the assumption that after a period of local
work, the new global model is created by averaging the local client models. In relation to the larger
FedOpt literature (Reddi et al., 2021), the scheme chosen by Cheng & Glasgow (2025) resembles
that of FedAvg, or where the server optimizer is SGD with the outer learning rate set to one (Reddi
et al., 2021). Naturally, the question of whether alternate server optimizers than have been used in
prior works can also be implemented for Local Adam, and thus DES—-LOC, arises.

We argue that indeed DES—LOC’s principles can be effectively applied to any FedOpt method and
not just FedAvg. While using an alternate server optimizer does not have proven convergence
guarantees as yet, we show in Algorithm 1 that the choice of the ServerOpt is not constrained
from a practical point-of-view. However, the improvements that DES—-LOC provide are related to
the local optimization procedure, which is orthogonal to the outer optimizer choice. Choosing the
correct, and most effective, outer optimizer is an open research area (Khaled et al., 2025), and we
leave the investigations of the interactions between DES-LOC and outer optimziers to future work.
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C.2 DETERMINISTIC OPTIMIZER-SPECIFIC VARIANTS OF ALGORITHM 1

Algorithm 2 DES-LOC-Adam

Require: Model tensors, Hyper-parameters

I: xou—_1,v-1 € R? — initial parameter vector,seeds for first and second moments
2: {5t € Rsg — step-size schedule
3:  f1,B2 € [0,1) — Adam decay factors
4:  p, A € Ryg — gradient clipping term, {5 stability term
5: T, M e N, — total iterations, number of workers
6: K., K., K, € Ny — sync periods for parameters, first and second moments
Ensure: xT, Ur—1,vr—1
7: for each worker m: z§' = xo, v =v™, =0 local init (£ = —1 seeds)
8: fort = 0,...,7—1do training loop
9: for all workers m =0, ..., M — 1 in parallel do
10: gt — VF(:E;H, gim) stochastic gradient
11: g;n — Clip(ggn7 p) clip to radius p
12: if t mod K, = 0O then sync u
13: ' By B [u ] + (1 - B1)G"
14: else
15: uyt — Prugty + (1 — B1)gr
16: if t mod K, = O then sync v
17: vt BB [vi ] + (1 — B2) (g ©Gi)
18: else
19: ot Bavit o+ (1 - )@ 0 5F)
20: dt — 7+ e ® ’U,t bias-corrected step
21: if t mod K, = 0 then sync
22: ity Ep 2] — di?
23: else
24: Ty — xt —d

Algorithm 3 DES-LOC-ADOPT

Require: Model tensors,Hyper-parameters

1. xzo,m_ 1, v_1 € R — initial parameter vector and momenta
2: {n}' € Rso — learning rate schedule
3:  f1,P2 € [0,1) — decay factors
4:  p,e € Ry — gradient clipping term,small stability constant
5: T, M e N, — total iterations,number of workers
6: K., K, K, € Ny — sync periods for parameters, first and second moments
Ensure: T, Mmr—1,0r— 1
7: for each worker m: z§' = xo, m™ =v™, =0 local initialization
8 fort=0,...,7—1do
9: for all workers m = 0,..., M — 1 in parallel do
10: g;n — VF(:E?L, f;m) stochastic gradient
11: /g\;n — Clip(gzn, p) gradient clipping
12: if £ mod K, = 0 then
13: ’U;m <_B2IE77L[U?71]+(1_52)(§'{” @,/g\’tm)
14: else
15: vt Bavit 1 + (1= B2) (9" ©g")
16: if £ mod K,, = 0 then .
18: else .
19: m?951m31+(1—51)ﬁm
20: d;n — ntm{” ADOPT update
21: if £ mod K, = 0 then
22: ity En 2] — di?
23: else
24: Tip1 oyt —dyt
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D CONVERGENCE ANALYSIS OF DES—-LOC—-SGDM (IN EXPECTATION
BOUNDS)

Here we provide a non-convex convergence analysis of the proposed DES—LOC approach applied to
the SGDM optimizer which has a single state (N = 1, momentum). The complete description of the
algorithm can be found in Algorithm 4.

Algorithm 4 DES-1.OC—-SGDM

Require: Model tensors
1:  zo € R? — initial parameter vector
2:  wu_; € R — seed for the momentum, initialised to 0
Require: I-;yper-parameters
3 {n} 2! € Rso — step-size schedule
B € ]0,1) — Momentum decay factor
T € Ny — total optimisation iterations
M € N — number of workers
Pz = }%, Pu = K%‘ € [0, 1] — synchronization probabilities for parameters and momentum
Ensure: xr, dT_h Vo1
8: for each worker m: z' = xo, u”y = v =0 local init (t = —1 seeds)
9: fort=0,...,7 —1do training loop
10: for all workers m = 0,..., M — 1 in parallel do

4:
5:
6:
7:

11: g{n — vF"m (x;n’ ggn) stochastic gradient
m En[Bui®y + (1 — B)gi"], with probability p.,
12: Uy < m m . . sync u
Bui* 1 + (1 — B)gi™, with probability 1 — p,,
13: o ]E;z [z —er]tu:"’], w%th probab%l?ty Da _
xyt — nuyt, with probability 1 — p,

In order to facilitate the technical presentation, we model synchronization frequencies by assigning
probabilities to each averaging event. For example, the parameters x}* are synchronized with the
probability p, = -, which is statistically equivalent to performing the averaging in every -~ = K,

iteration. Similarly, momentum u}" synchronization happens with probability p, = -, which can

K7u s
differ from p,..

Step 1 (virtual iterates). For each step ¢ > 0, denote the average parameters, momentum and gradient
as follows:

def def m f

m de m
Ty = Em[xt ]7 Uy = Em[ut ]a gt = ]E'm[gt ]

Then these averaged variables follow the “standard” centralized SGDM dynamics:

ug = Pug—1+(1—PB)g
{Et+1 = Tt — NUg.

Letting x_1 = x, define the global virtual iterations as follows

e 1
2t dzf Tt — 7L Tt-1,
1-p 1-p5

t> 0.

The key property of this virtual iterates we are going to exploit in the next steps is that they follow
averaged gradients, namely for any £ > 0 we have

1
Zt41 — Rt = (96t+1 - ﬂﬁt) -

B
1-8 1-3
Ui Ui

= T1_gut %ut—l = _m(ut = Bug-1) = —ng:.

(ﬂft - xt—l)
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Step 2 (smoothness over virtual iterates). Then we apply smoothness of the global loss function f
over these global virtual iterates.

flan) S fla) +(VH () zn = 20+ S leee —

= f(2) + (Vf(@1), 2001 — 20) + (V[ (2) = V(@) 20401 — 20) + %Hztﬂ — 2%

~———
I 11 11

In the next step, we separately bound each term appearing in the above bound.

Step 3a (one step progress). Bounding term I.

E(Vf(x1), 2041 — >

= —nlE<Vf zt), Z g, > = —nE< Z V fon (27" >

M M
- —gEHVf(xt)Hz— gE 1\14;_: V fm (@) ’271@ V() - M Z zi)

M
= —JE|Vi@)I? - JE S )|+ 2E % Z V(@) = V(")
m= m=1

M M
2|Vl - | = S0 Vinl)| + 5k 2BV fn) = V)

<
m=1
M 2 9
n Nl L m nL
< “TEIVSE)I? - TB| = 3 Vi) ZEnxﬁ@
m=1 m= 1 Lemma 3
Step 3b (one step progress). Bounding term II.
E(Vf(2) = Vf(x), 2601 — 2t) = nE<Vf(zt) Vf(xs), Z V fon (2T >
2
< PE|V(x) - V@)l + ;EH Z Vim(a}
2
L2
< L Ela - w45 E i Z V fon (")
L 2
Step 3c (one step progress). Bounding term III.
2
9 M
n°L 1
2 2
2 M
n°L n°L 1 m
= T M Z 9t me Ty ) + TE M Z vfm(zt )
- 2
= vfm(xt )” + Z vfm xt
m=1
n*L n?L 1 Y ’
< =24+ LZE||— m(x”
< QMO + 5 Mmzzjlvf (i)
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Step 3abc (one step progress). Combining previous bounds.

L
Ef(ze41) —Ef(2) < E(Vf(xe), 2001 — 20) TE(V f(2) = VF(@1), 2041 — 241) +E§||Zt+1 - z?
~—_—
I II L1
nL2 u
2 m2
< ]E||Vf(ﬂ?t [ *E Z V fn(x + a7 X;EHJ%—%} l
m= Lemma 3
M 2
L2 1
+ LBl — il 4+ LB 37 O Vi)
m:l
Lemma 2
M 2
L o nLpl 1l m
+ 2KO’ + > E MmZ:lme(xt)
1 1 Y ’
7) 2 77 m
< BRSOl -3 (15 - nn) Bl 3 Vel

77L2

npL?
+ TEH% — i + M Z]Ellxt —a)? Bl — ot D +557

Lemma 2 Lemma 3

Step 4 (final). Now we average over the iterates and apply the bounds derived in Lemmas 1,2.

T-—1
B _ 1
[f(ZT) f(ZO)] - E[f(th) - f(Zt)}
T T t=0
n T—1 n 1 1 — 1 S 2
t=0 "
T-1 M
an2 , n’L o2
Z]E“zt—xt\l + I 5 TM 2 0;E||1't—xt & ton?
o Lemma 2
Ui = 2_ 7 L
2
neL? [ Bt L, wPB 1
e T o QTZE MZme

12 (o257~ 10 L BV A + aolo? + 362
+ 5 (120°(B® = Dw - = > E|IVAO))|? + i*v(o® +367)

t=0
< 3 (=R 00 1 SRVl

n 1 71262pL2 .
-5 (1 s Z E||—

2L 3 L2 2
Lk 2+M
2M 2(1 - B)2M

1 M
a7 2 Vim(a)

m=1

o + 23 L*(0? + 3G?).
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Next, we choose p = 2 and step size 7 such that

1
120°L*(B? — 1)y < 5 = bound the first term
2?2 L2 1
nL + (717—BW < 3 <= to bound the second term
1
120° L) < 5 = from Lemma 3

Note that

il défirnin 1-p !
Y ’ 6\/w max(1, B2 — 1)

satisfies all three bounds. Then, with any n < 19 we get

T-1
E[f(zT)T— f=)] -2 Z E||V £ (x2)])*

2L 3pL2 32

2 np 2 372 2 2
+— ———0“ +20°L .
Wi +2(1—5)2 o n° L Y (o* + 3G*)

Noticing that zp = 2o and f* < f(zr), we have

_ f* L 4 2L2 2
= Z E[|V f(z:)] < (f(xg)Tf) + % o2 + (1"6)5]\402 4 82 L2 (02 + 3G2).

Furthermore, choosing 1 = min(7y, %), we get the following rate:

1 T-1
7 O EIV(o)l?
=

4(f(xo) — f*)  2Lo? 4123202 8L (0% + 3G?)
= e ( nM) VI MVT Q-pPMT T
o Hf(wo) = f*) | 2Lo” n A(f (wo) — f7) AL?B%0* 8L*p(0* + 3G?)

VT MT Wl (-PMT T
= jf(f( 0) — f+§§\}>+0(1;¢>.

D.1 EXTENSION TO ADAM OPTIMIZER

Here we discuss extension of the previous analysis for the Adam optimizer including the second-
order momentum in the analysis. The addition is similar to the first-order momentum while the
synchronization probability p,, can differ from other probabilities p,, and p,,. The complete description
of the algorithm can be found in Algorithm 5. Instead of bounded heterogeneity Assumption 3, in
this analysis we use stronger condition mentioned below:

Assumption 4 (Bounded gradient). For any iterate t > 0 and worker m, the local stochastic gradient
is bounded, namely || g7 |2 < G.

This condition facilitates the analysis by providing uniform upper bounds for gradients/momentum
variables and is commonly used in the analysis of adaptive optimization.

Step 1 (preconditioning and virtual iterates). Let I'}" def diag™ /2 (9 + A\?) be the preconditioning

matrix and for each step ¢ > 0, denote the averaged variables

def m def def . def ~m def
zy = Epl2)"], w = En[w"], v = En[v"], 0 = En[ty"], gt = Emlg;"]
Then
u = Prug—1+ (1 —P1)ge
Tip1 = xp —dp = 2 — NE, [T uf"].
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Algorithm 5 DES-LOC—-Adam (with probabilistic synchronization)

Require: Model tensors
1: o € RY — initial parameter vector
2: u_1,v-1 € RY — seeds for first and second moments, initialised to 0
Requlre Hyper-parameters
{ne}i=! C Rso — step-size schedule
B1, B2 € [0,1) — Adam decay factors
A € R>g — {7 stability term
T € N4 — total optimisation iterations
M € N4 — number of workers

A A

Ensure: zr, ur—_1,vr—1

Pe = 7 Pu = > Pv = 7~ € [0, 1] — synchronization probabilities for parameters and momentums

9: for each worker m: =g’ = xo, vy =v™, =0 local init (t = —1 seeds)

10: fort =0,...,7 —1do
11: for all workers m =0, ..., M — 1 in parallel do

training loop

12: g¢" VF(l‘ln, égn) stochastic gradient
m En[Biuizy + (1 — B1)gi"], with probability p.,
13: ut — m m . . sync u
Brui™y + (1 — B1)gi", with probability 1 — p,,
. m En[B2vi1 + (1 — B2)(gi" ® gi")], with probability p,,
14: Vg m m m . . sync u
Bavit1 + (1 — B2)(9" @ gi7), with probability 1 — p,
15: '[)tm — maX(Uln, f}ﬂl) AMSGrad Normalization, D1 = v_1
. m Tt m o e_corTecte ate
16: dt — 7177” v ® Uy bias-corrected update
E, [z} — di*], with probability p,
17: 1 syne
Fetl {x;" —dr, with probability 1 — p, yne a

Consider the same averaged iterates z; and virtual iterates z; as before:

1 Ty — ﬁl X
-5 1=-p5 "

Zt =

In particular, zy = xg. Then,

1
Zt+1 — Rt = (Te41 — ) —

1=p

n
— E FT’L m
—1 g, Bl

_ Ui m,.m
B 1—5E mlLi )+ 1-5

= T R, [ - By +

)
— NP+

= —nEn[[{"g:] + nEn [ (90 — 67")] +

nB1
1-5

En [Ty — Ti)ui” 4]

En [T ui” ] +

1B
1—p
En [Ty — Ti)ui™ 4]

nB1
15

b1

Epm [TV = T3 )u™

By [T g ]

1]

m - m ﬁ m m m
= —nlege +n- B[l (90 — 91")] +n- 1 _1 En[(TF2 ) = T ui™ 4],

def
=Us def
=V

where T, € E,, [[7"] and g € "2 for which, B (7] = Enlgf"] = gr-
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Step 2 (smoothness over virtual iterates). Then we apply smoothness of the global loss function f
over these global virtual iterates.

flzi41) = f(z) < (Vf(21), 2041 — 2) + §||Zt+1 — z)?

= —n(Vf(z), Ft9t> +n(V f(2t), Ut> + 77<Vf(zt), Vt> + §||Zt+1 - Zt||2

= = (Vf(@),Tege) +n(V f(20),Up) +0(Vf(21), Vi)
1 i1 335

2L
+ % ITege — U — Vt||2 +n(Vf(xe) = VI(ze),Tege) -
v

v

In the next step, we separately bound each term appearing in the above bound. For clarity, we are
also going to use ||V f(x¢)|| < G and |V f(2¢)|| < G. However, these conditions can be avoided
through linking V f(z,) term to V f(z,), and V f(z;) term to E,,,V f,,,(z}*) with the bound for
B[l — (]

Step 3a (one step progress). Bounding term 1.

I = —n(Vf(x:),l1g:])
= —nE[Vf(z), Ft—19t>] +nE[V f(z¢), (Di—1 —Tt)ge)]

< —nE <Vf 1), Zwm ay? > +7G?E[|De—1 — Tuf).
Y
2
n 2 77 nz
< —2E[IVS@)IR, | - 3E |||5; Z Vi)
t—1
n L+ ’
+ §]E va(xt) ~ Z V fn(zi") +NGPE[|[T—1 — Ty
m=1 | AP
o 2
n 2 n 1 m
< DI eIV f @)~ TE | |2 3 V()
m=1 | AP
. | M 2
+ 0l || 57 57 V(o) = Vhn(a)| |+ nG7E[ITems =Tl
n n 1+ ’
_ 2 i m
< ~gGEIVIR - 38 |5 3 Vher|
m= t—1
M
Z IV fnle) = ¥ fnf) ] + nG2EITey = T
n 2 m||2 2
< —EEHVJ(( OI°+ 2/\M Z]E [l — 2} ||°] + nGPE[||T:—1 — T4l],
where || - || indicates the spectral norm for matrices, and we used the following inequalities:
M
1 . 1 def 1
| P min = || 75 Fﬂl " Z Z = = =
IPe] Mmz::1 tlmin Z =1 MZ\/vt1 + A2 \/G2+)\2 Co
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Step 3b (one step progress). Bounding term II.

IT = n(Vf(z),00) <l V)T < 2 Z 1T (9: — g

G <
< WZ”%-

m=1

Step 3c (one step progress). Bounding term III.

G
I = 94V < alVsEI < 725 Zn S O

776 G m
- z IT72, =Tl

Step 3d (one step progress). Bounding term IV.

2
L
v = 7|\tht t—VtH2
377 L 377 L 37) L
< ITegell” + 5= U1 + == |Vl
3772LG2 32L M 3n ﬂlLG M 2
< Tov tovar 2 e 5 gy 2 I -1

Step 3e (one step progress). Bounding term V.

V = n{(Vf(xs) = Vf(ze),Tege)

= ME[(Vf(2:) = VF(z),Tio1g0)] + nE[(Vf (1) = VI (21), (Tr = Ti-1)g)]
n Lﬁl
1-5

IN
3
&=

+ E [||Em [T yuf™ ]| 1Te = Te—1)gel]

IN
3
&=
<
=
$
|
<
~
—~
N
N
<
~
—~
8
N
~
e

+ nE

2 2
<Vﬂm V(). EZVMxt vnmm> ]+u??§[wtrtu

< TE(IVF(@) = VIV ()]
n n LﬁlG
+ B IV () = VI ZNVMxt = Vin(@)l| + =50 ~ Tl
< ZE[;JVfuw-VﬂanF+|VfuoH}
L3 G
+ 18 | 21V s - Vfan%%~f§jmtfmw ?m)mn Lol

where we used the following uniform bound on ||V f(z:) — V f(z)|:

L
IV5G) = VHGl < L= sl £ 725 lor =zl = 725 (Bl )|
BL oL G
< 1o Bl < 7255
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Therefore, ignoring the constants, we have the following bounds:

1 np 1 < m
Vs o(L)+L BV @I +0 ) 5 32 Bllal’ ~ ]+ ()
v < O(n)
1
I < 057 > BT, =T
m=1
I <

M
O )57 > Ellge — 37l
m=1

M M
Ui 2 1 mi|2 1 m m
I < —EEHVJC(J%)H +0(n)- M m§:1E [Hﬂﬁt -z’ ] +0()- M m§:1EH|Ft_1 =T

To get the O ( ) bound for the averaged gradients E[||V f(z)||?], note that we are left to choose

small value for p = ﬁ and show the following bounds:

T-1 M
1
TM ; mz::l (|27 — 2¢]]?] = O(n?), (extension of Lemma 3)
T-1
E[T7, =T = O(1), (follows from AMSGrad normalization)
t=0
| Tl M
M = Tnz::lE ||gt gt H (1), (See bCIOW),

For the last bound, we can use similar steps as in Lemma 3, namely

Ellus —ui*|]] = pu-0+ (1 —pu)E[||Brus—1 + (1 — B1)ge — (Bruiy + (1 — B1)g")||]
< (1= p)BiE[ur — )] + (1= pu)(1 = B)E[lge — g™
t
< (1=p)(1=B81) S ((1 = pu)B) " Ellgr — g2 ll)-
7=0
Bllo ~gl) = B Ml - A
< P By -+ Bl — )
T 1B -6 t
1 : t—T m
- =5 T;ﬂ; Elju, — u|
= 1_pu Z Zﬁ 1_pu BI)T U]E[Hgl/ _917/””]
7=t—1v=0
t+1 7—1
- 51— pu)By” Ells — )

=q2

which has the same double geometric sum structure as (7).
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D.2 KEY LEMMAS

Lemma 2. Forall T > 1, we have

T—1 2

52 252
}:wt wl < g )Mib“+u_ﬁ)§: (©)

t=0

Z V fn(i")

Proof. Since u_; = 0, unrolling the update rule of momentum, for any ¢ > 0 we get

t

up=Pu1+(1-Bge=01-8)Y B g

7=0

Using this and the definition of the average iterates, we have

2t — Ty =

P S T
1-8 t t—1) = 1-3 t = 77T=0 gr

1-gtt1
1

Using convexity of squared norm function and letting s; def S BT = 5 forallt >0, we

have

topgt—r
Z %97’

7=0

ll2e — 2] = 0?8257

i 24522 : gt s _ 1°B? ¢ ¢ 2
<n°ps; Z lg-[" < — ZB gl
7=0 St 1 67’:0

Summing over the iterates yields

T—1
> Bz - )
t=0

2T1

ﬁ > Bt "Ellg-|*
t=0
32 T—

IN

T=0
1

T-1
= PN SRl

0 t=1

j—
2T1 BT

- ﬂ Z
202 —
ﬁ e ZEngTW

22 22
= BzZE BzZE
T-1 M T—1

2
- QMQZZEH% V)P + ”ﬂQZE

7=0 m=1

7]252 262
- i i

i 2
E[lg-|l

IN

M 2

> gl = V(2

m=1

MZme

Lemma 3. If24n2L3y < 1, then

T—-1 M T-1

1 m |2 2 2 1 2 2 2 2
VT Z Z]Enl‘t —z"[|” < 120°(B° — 1)1?'? ZEHVf(fUt)H +4n“P(o” + 3G7),

t=0 m=1 t=0

where
4(1-p) (L=B)L-p)
pg% 1- (1 _pu)ﬂ

P =

39
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i ;me(:c
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Proof. Let us expand the term E||z;1 — 27, ||? using 27" ;s probabilistic update rule:

Ellzers — 2l = po- 0+ (1= ps) - Elloe —nue — (2" —nui)|>

(1= ps) - Ellze — 27" —n(u’ —u")|>
(1 =) (1 + $)Elze — 2 * +0(1 = pa) (1 + V) El|ug — ||

IA

IN

t
(1= pa)(L+ Y)Y (1= pa) (1 +8) 7 TElu, — ||,
T=1

where s > 0 will be chosen later. Next we expand the term E||u; — u}"||? using u}"’s probabilistic
update rule:

2

M
Ellu; — uf||? pu-0+(1—pu)- Z (Bui®y + (1= B)gi"1) — (Bu™y + (1 = B)gi™1)

(1—pu)]EHﬁ(Ut71—u1”1) (1= B) (g1 — )|

< (1= pu)BE[ (w1 — u D*+ (1= pu) (1 = B)E[lgr—1 — g4 |1
t—1
< (1=p)(1=8)Y (1 =p)B) " "Ellgr — g
7=0
t—1
< 23 ) Elg - g
7=0

Denote ¢; = (1 — p;)(1 + s) and g2 = (1 — p,, ). Combining the previous two bounds, we get

M
o S Elley - 2|
m=1

t

< (1=p)1+Y5) D> (1=p)(1+5)) ZEHUT—H’”IF O]
t M T—1
< B =p) (A1) S - pa)(1+5) Z S Y- p) Bl - g2
=1 m=1 v=0
2 1- ﬂ ~ = T T— = 2
= 7" (1—ps)(1+1/s) > d g [ Z lgv — g, ]
7=1v=0
= 772(1—1790)(1+1/5 BZ Z 4 g [ gu—gﬁ“ll2]
v=071=r+1

= = p )1+ o) ﬁ Z — [ Z Ellg. — ||2] ;

t—v M
= 7* (1=pa)(1+Ys)(1 = B)(1 - pu) qu i3 [1ZEllgugTIQ]-

= - |M A=

def
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Next, we bound the gradient term above.

M 1 M 1 K
m 2 _ m t
Mmz:: Ellgi" — gell® = M;E 9t _M;Qi
2 Y 1 i
< % > E|lgf = Vim(z") - i > (9" = Vim(@)
m=1 m=1
2 U - i
+ S BV~ 17 S Vhnlal)
m=1 m=1

2 & 1 &
(Lemmad) < -2 > Elg" = V(@) = 2B 12 > (6" = V(")

—2|? + 6(B* — DE||Vf(z)|*> + 6G>

m=1

IN

12L2
o2 + ZEth—xt I + 6(B — DE||Vf(z:)|? + 6G>.

Again, plugging this bound to the previous one, we get

T—-1 M

SO Ellay — a2
MTt 0 m=1
1 T M
< WZZEH%—Z‘?HQ
t=1 m=1
Po 1
< 2 | LS g, - |2
: ZZ i [ 25 o]
4 —q [1 -
) SO e zE|gT-gw]
7=0 t=7+1 92 Mm:l
_ _T -7 M
_ ﬁTz:l 1 Q1(1_q,f )_ (l_q LZ Hg _gmHQ
T Rl P 1-—q 1—g¢qo = T
< E - 2
< qu_%(l_ql = )[ Z lor - M

1 2
- q?)(¢1 — @) T Z Z Ellgr = o7l

Now, let us optimize the factor

¢ (O =p)(A+ YY) =B =pu) _ (A=p)(A+Ys) (1= —pu)

(IT—g)(l—q) (A—(1=p)(1+5)1=1—-pu)B) 1—(1—p)(1+s) 1—(1—pu,)B
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by choosing optimal value for s introduced earlier. By the first order optimality condition, we find

that the optimal value is s* = 11_p, — 1. Hence, the minimal value of the factor is

) 1—pe ) (17ﬂ)(17pu)
(1-aq)(1—g2) (1-=vVI=p)? 1-(1-pu)B
(QL—p)A-VT-p;)*  (1-5)(1—pu)
(1 =VT=p)?2(1+VT=p)? 1—(1—-pu)B
(1=pa)A+ VT —p;)* (1-5)(1~pu)
p% 1_(1_pu)ﬂ
41 =ps) (1 =B)(1 —pu) det
= P2 1—(1-p,)B =¥

Continuing the chain of bounds

77 2 O Bl = a7

1 T—-1 1 M
SR [K ZEllgt—gZ”IIQ]
t=0 m=1
1 [1212 &
< s [M > Ellze — 2?4+ 6(B> = DE||Vf (21)|* + 20 + 6G
t=0 m=1
1 T—1 M
212
< 2P0 DY Bl — )
t=0 m=1
1 T-1
+ 6% (B% = 1)o7 ) BV f(@)|” + 20(0” + 3G7).
t=0

Assuming 122 L?¢) < 1/2 and reordering the first term in the bound, we arrive

T-1 M T-1
1
my2 2/ 2 2 20 2 2
- tZ; leEHa:t —a|F < 120° (B2 - )y ;E\Ivf(a:t)l\ +4*u(o® +367).
O
Lemma 4. Under smoothness and bounded heterogeneity assumptions 1 and 3, we have
M e
Z V (i) ZWZ () < STa > e — 2?4 3(B% = )|V £ () ||* + 3G,
m=1 m=1
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Proof. The bound follows from simple algebraic manipulations and Jensen’s inequality.

M
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O
E CONVERGENCE ANALYSIS OF DES—-LOC—-ADAM (HIGH-PROBABILITY
BOUNDS)
For this section, we refer to Algorithm | as DES-LOC-OPT(K,, K1,..., Ky). Let us consider

the second algorithm DES-LOC-OPT(K, K, ..., K) with K = lem{K,, K1, ..., Kx}. These two
algorithms have a property that they both fully synchronize, i.e., all states and current iterates are the
same, if T' = r K for some r € N.

Commonly, the analysis of DES-LOC-OPT(K, K, ..., K) proceeds in the following way. In each
step, construct an ideal update as if you were running DES-LOC-OPT(1,1,...,1) using virtual
iterates (see the proof in the prior section for the example of analysis with virtual iterates), and
bound the drift from this idealized scenario. For the case of DES-LOC-OPT(K, K, ..., K), the
bound typically depends on the distance of the current iterate from the last full synchroniza-
tion. Below, we show that the drift of OPT(K,, K1,...,Ky) is not larger than DES-LOC-
OPT(K,K,...,K), since OPT(K,, K1,...,Kn) synchronize more often. Therefore, the con-
vergence rate of OPT(K,, K1,..., Ky) is not worse than the convergence rate for DES-LOC-
OPT(K,K,...,K) as its analysis also applies to OPT(K,, K;,...,Ky), i.e., all final upper
bounds derived for DES-LOC-OPT(K, K, ..., K) are also valid for OPT(K,, K1,...,Kn). For
instance, a typical way to estimate drift is to have an assumption of type ||s?* — s? ;|| < U for
all i € {1,2,...,k},and n € {1,2,..., M}, where s? is some state on client n at step ¢ and
so = 8§ = ... = s}! the synchronized state. Then, drift is usually expressed as ||s}' — so||. For
DES-LOC-OPT(K, K, ..., K), we can simply bound

k

n
PIE

=1

sk = soll =

k
<M |lst - 74| < kUL
=1
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For DES-LOC-OPT(K,, K1,...,KN), we can obtain the same bound, where we for simplicity
assume that s is synchronized every K steps and k € {K, + 1,...,2K,}.

k
Isi = soll = || D (s} —sP )+ sk, — 0
i— Kot 1
k 1 M K
D ST RPN E oS
i=Ko+1 m=1i=1
k 1 M K
< ) lsi = sizall + 47 SO s = sl
i=Ko+1 m=1i=1
< kU.

In a more general case, we would apply the above recursively. Such type of adjustments is the
only requirement to adapt analysis of DES-LOC-OPT(K, K, ..., K) to obtain the same rate for
DES-LOC-OPT(K,, K1,..., Ky) for the type of the analysis described above.

We do not claim any novelty for this analysis. We mainly include these results for completeness, to
showcase that our method converges under different settings. The main theoretical results showing
that some of the optimizer states can be synchronized less frequently are presented in the prior section
above. We would also like to highlight that this result might be relatively weak and not tight since
we only show that DES-LOC-OPT(K, K, ..., K) and DES-LOC-OPT(K,, K1,..., Ky) have the
same worst-case convergence, but DES-LOC-OPT (K, K, ..., K) requires less communication than
DES-LOC-OPT(K,, K1, ..., Kx) under this analysis, which is not the case in practice nor in the
analyses presented above.

Finally, detailed inspection of the analysis of DES-LOC—-Adam (K, K, ..., K)Cheng & Glasgow
(2025) reveals that this analysis satisfies the above criteria. Thus, we can directly apply their results
under the following assumptions and preliminaries.

We aim to optimize a neural network = under the loss function f

min f(z) :=Eep[F(z;€)]. 3
zEeR

using M workers, each of which has access to the stochastic gradient of f, VF(z;&) with £
independently drawn from the data distribution D. We define the auxiliary sequence,

o _ et e iftmod K £ 1, o
s 17151 z{l, — 705 Tt  otherwise.

where, Ty 11 = E,, [2}},]. We also define Z; 1 = Eq, [2]7 4]

We make the following standard assumptions.

Assumption 5 (Lower-boundedness). [ is closed, twice continuously differentiable and

inf cpa f(x) = f(zs) = fu > —0c0.

Assumption 6 (Smoothness). There exists some set Q C R? and L > 0, such that for any z,y € Q,
IVf(z) = V)l < Lllx—yll, (10)

IVf(@)]|* < 2L(f(x) — f.). (11)
Assumption 7 (Bounded a-moment noise). There exists some set @ C R%, o > 4 and constant
vector o = 0 such that for any x € <),

Eep|VF(z;€) — Vf(2)|* 2 0. (12)
Let 0o = ||0||0c = max;{0;}, 0 := o] = (O’% 4+ 4 03) 12
Assumption 8 (Weak convexity). There exists constant T > 0 such that f is T-weakly convex, i.e.,
for any z,y € R?,
(V@)= Vfy)e—y) = -z -yl (13)

) 2 J@) + (Vf(@)y =) = gl =yl VI (@) = ~7La. (14)
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Based on these assumptions, the DES-LOC—-Adam variant of Adam converges as stated in the
following theorem.

Theorem 5. Let the Assumptions 5,6 ,7, 8, hold for Q@ = conv(BRo(Qo)) where Qo = {z : f(z) —
fo <4A}, Br, () ={z € R?: 3y : lx—yl2 < Ro}, Ro = \/ 551+ Kiem = lem{K,, K., K., },

and the same assumptions as in Theorem D.3 of (Cheng & Glasgow, 2025), then with probability
>1— 0, DES-LOC—-Adam yields,

2(a—1)

R—1 Kjem— 2 _a_ 3a—2
2 A TA LA LAo? (LA0)3 LAga—T
chmR 2 Z NGO =0 B Bk T\ MKk T ] pr KR

Proof. The above corresponds to Theorem D.3 of (Cheng & Glasgow, 2025) for DES-LOC-Adam
(chmw”achm)- O

Note that for sufficiently large R, the leading term in the rate is:

~ LAo?
Z IV f(Zr)ll* = MEoR | (15)

R—1 Kiem—1
0

Klm

r=

In both cases, Theorem 5 shows that for the convergence bounds to hold for the high probability
analysis of DES—LOC-Adam, synchronization needs to be a finite lcm

F DERIVATION OF EQs. (1) AND (2): MAXIMUM MOMENTUM CHANGE WITH
CLIPPING

Lemma. Let the gradient at each step satisfy ||g;||co < p for some constant p > 0. Assume the
first-momentum state in Adam is initialized at u_; = 0 and updated by

u = Prug—1 + (1 = Bi)ge,  Pr €[0,1). (16)
Then, for all ¢ > 0, the momentum is bounded and satisfies

[uelloo < po and  [Juprr —wellso <2p (1= Bf) VK > 1. (17)
Proof.

STEP 1: BOUND ON ||u¢||oo. We first show by induction that the momentum is always bounded by
p-
Base Case (t = 0): Since u_; = 0, we have:

[uolloo = [[Bru—1 + (1 = Bi)gollee < (1 = F1)llg0llc0 < p- (18)

Inductive Hypothesis (I.LH.): Assume ||u]|o < p for some ¢ > 0.
Inductive Step (t — ¢t + 1): Then,

ut+1lloo = 1B1ue + (1 = B1)ge+1ll o (19)
< Billuelloo + (1 = B1)llge+1lo (20)
<Bip+ (1= PB1)p=p. 2D

Thus, by induction, we have the desired result:

utlloc < p, VE=0. (22)
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STEP 2: BOUND ON |lus4+x — utloc- Now we bound the change in the momentum over K steps
explicitly. Unrolling the recursion, we have:

K—1
urr = Bfu+ (1= B1) Y BYgrx—k- (23)
k=0
Subtracting u; from both sides, we obtain:
K—1
wir — = (B = Dug+ (1= 1) Y Bigirrc—r. (24)
k=0
Applying the triangle inequality gives:
—1
lues s = welloe < 1= B lueloo + (1= B1) D Bt llgerm—tlloo. (25)
k=0
Using the bounds ||ut]|co < p and ||g¢||co < p, we simplify to:

K-1
i = utlloo < (1= B )p+ (1= B)p D Br. (26)
k=0

The geometric series simplifies as:

K-1

> A= 11__%? @
k=0
Substituting this back into the expression yields:
uer i = tilloo < (1= Bf)p+ (1= B)p = 2p(1 — B{). (28)
Thus, the momentum difference satisfies:
luer i = utlloo < 2p(1 = Bf), VK >1. (29)

SECOND-MOMENT BOUND. Applying the exact same logic to the second momentum v;, with 5y
replaced by 32 and the bounded gradient squared term ||g; ® g¢||o < p?, immediately gives:

[verx — velloo < 20%(1 — BE). (30)

This completes the proof. O

G WALL-CLOCK TIME MODELING

Understanding the practical benefits of our proposal beyond the theoretical aspects and empirical
convergence curves is crucial. This section addresses the practical implications of adopting our
method for training state-of-the-art (SOTA) large language models (LLMs) in large-scale distributed
training infrastructures. The most critical metrics are based on total wall-clock time, communication
time, and resource utilization, i.e., how much of the wall-clock time is spent using the compute
available instead of waiting for the communication to complete. We provide the following simplified
model for estimating total wall-clock time (Section G.1), computation time (Section G.1.1), and
communication time (Section G.1.2) that applies to any method based on distributed data parallelism
(DDP). The notation used here is consistent with that in Algorithm 1. We conclude this section with
the results obtained with this modeling and their discussion.
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G.1 ESTIMATING TOTAL WALL-CLOCK TIME

The total wall-clock time for completing an LLM pre-training is based on the number of tokens
processed D (dataset size), the model size d (the number of trainable parameters), the number
of compute units M (data-parallel/local workers), the floating point operations per second S' that
these compute units can perform, the Model FLOPS Utilization (MFU), the average peer-to-peer
(P2P) bandwidth B and the latency [ between compute units. We separate the total wall-clock time
discussion into computational time (Section G.1.1) and communication time (Section G.1.2). In our
modeling, the total wall-clock time is the sum of computational time and communication time:

Liotal = tcompute =+ tcomms (3D

We next derive fcompute and teomms Separately, and then instantiate 1 for specific training methods.

G.1.1 ESTIMATING COMPUTATION TIME

The total time spent computing T¢ompuie depends on the number of compute units M, their floating
point operations per second .S, the MFU of the training pipeline, and the total number of FLOPs C'
that the training pipeline requires. Following the same approach as in Kaplan et al. (2020); Hoffmann
et al. (2022), the total number of FLOPs required to train an LLM can be estimated as C' = 6dD,
where d is the number of model parameters and D the total number of tokens (dataset size). Since
the MFU can be considered a measure of efficiency, i.e., MFU € [0, 1], we can estimate the total time
spent computing as:

. B C ~ 6-d-D
compue T NMPU-S- M MFU-S - M

In other words, if the hardware can perform S - M FLOPs/sec at peak and is utilized at MFU fraction
of peak, the training FLOPs C translate to that many seconds of compute.

(32)

In practice, MFU strongly depends on how the pipeline’s parallelization is locally configured across
the workers M. For the sake of fairness in our comparisons, we can assume that the per-batch MFU
of a data-parallel worker is the same as the per-batch MFU of a worker in our proposal and other local
adaptive methods. Importantly, this holds in cases where either such workers refer to a single GPU or
each worker locally performs more advanced parallelism techniques, such as the ones proposed by
Rajbhandari et al. (2020); Zhao et al. (2023).

Resources Utilization and MFU. Theoretically estimating the resource utilization in large-scale
training of LLMs is very challenging despite prior knowledge of the number of hardware accelerators
(GPUs), their theoretical peak FLOPs, and the total amount of FLOPs C required to perform the task
is available. Following previous well-established proposals (Chowdhery et al., 2023), we leverage
MFU and the theoretical peak FLOPs of the hardware accelerators we used in our experiments.
Recent systems research (Shoeybi et al., 2019) has shown it is possible to reach 50% of peak FLOPs
even for trillion-parameter models by carefully combining data, tensor, and pipeline parallelism. This
emphasizes that our model’s assumptions (e.g., each worker sees full d) can be adapted to those
scenarios by treating a model-parallel group as one worker with higher .S and similar MFU. For the
sake of a fair comparison, our analysis in this section compares different methods assuming that the
local workers operate with the same theoretical peak FLOPs and the same MFU. The results reported
in Section G.2 describe how such values were obtained.

G.1.2 ESTIMATING COMMUNICATION TIME

Communication time is the most critical factor when comparing standard data-parallel approaches to
our proposal, since the computation time will be the same, given that they train the same model size
on the same number of tokens using the same computing infrastructure. At each communication step,
the workers W synchronize a set of parameters M, the amount of which depends on the method used.
For example, distributed data-parallel synchronization occurs at every batch step on the complete set
of gradients produced by the M workers, each exchanging a payload at batch step ¢ of Popp ; = d
parameters. In our proposal, the synchronization involves model parameters and optimizer states at
different frequencies, making such estimation slightly more complex. Since their time costs simply
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add up, we treat the parameter sync and momentum sync contributions independently. For instance,
if parameters are synced every K, steps and momenta every K,,, K, steps, we sum the time for each
series of syncs.

Any of such payloads can be exchanged and averaged using bandwidth-efficient AllReduce methods,
such as RingAllReduce (Sergeev & Balso, 2018), which scales only with the speed of the slowest
P2P link. Given the slowest P2P bandwidth B and a latency [, a single communication at timestamp ¢
is performed synchronously and in parallel across the M workers, taking a total time of:

2P, 1
ﬁcommsj = ? <1 - M) + l7 (33)

where P; is the payload size of the communication happening at the timestamp %, which depends on
the optimization method adopted as described above.

DDP. In the DDP training approach, each of the 7" optimization steps to train on D tokens requires
communicating at every step for a total training time of:

2d 1
ttotal,DDP = tcompute +T- |:B <1 - M) + l:| (34

FedAvg. The approach of the FedAvg method is that of synchronizing with frequency K only the
model parameters across the M workers. This, the total training time can be estimated as:

T |2d 1
tlotal,FedAvg = tcompute + E . |:B (1 - M) + l:| (35)

This optimization procedure will communicate less than DDP when K < T'.

Local Adam. Using a local adaptive optimizer such as Cheng & Glasgow (2025) with a synchro-
nization frequency of K local steps, requires training for a total training time of:

3T |2d 1
t[otal,Local Adam — tcompute + ? . |:B (1 - M) + l:| (36)

This means that, as long as 3K < T, Local Adam will always take less wall clock time than DDP.

Our Method (DES—-L0OC). Adopting our proposal (DES-LOC—Adam and DES-LOC—ADOPT specif-
ically, which we shall use interchangeably for the purposes of this analysis) requires synchronizing
model parameters z, fist momentum u and second momentum v with frequencies &, K, K, re-
spectively. Assuming each of these sets is synchronized independently, we can compose by adding
their communication time contribution to the total training wall-clock time, which results:

T T T 2d 1
ttolal,DESfLOCfAdam = tcompute + E + ? + Kv ) E 1- M +l (37)

u
This means that, as long as Kiz + K%L + 1% < % A K%c + K%L + K% < 1, our method will always
take less wall-clock time than Local Adam and DDP.

Limitations. We critically discuss here the limitations of the proposed modeling in order to shed
light on their relevance when it comes to deploying such training algorithms in real-world scenarios.

First, our modeling approach adopts constants for several system components, such as computing
capabilities and interconnects. In particular, MFU in the real world always oscillates around some
average value depending on the operational performance of high-bandwidth memories (HBMs),
DRAM caches, and processing units in the hardware accelerators. At the same time, the P2P
bandwidth and latency between accelerators also fluctuate around average values.

Second, most efficient implementations adopted in the field take advantage of the possibility of
overlapping communication and computation, reducing the communication time. Notably, overlap-
ping communication with computation can drastically reduce effective communication costs, for
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example, PyTorch’s DDP implementation can overlap 95% of the communication (Romero et al.,
2022). Our model currently assumes synchronous communications, but could incorporate such
approaches by reducing the effective [ or B impact. One extension could be adding a parameter
a € [0, 1] representing the fraction of communication time that is not overlapped, so total time
per step @ i8S total,i = tcompute T Oleomm- Setting o = 0 would recover the fully overlapped ideal
(communication is entirely hidden by computation), and o = 1 is the current no-overlap assumption.
This would keep the model framework-agnostic but allow tuning to specific training setups.

Techniques in Rajbhandari et al. (2020); Zhao et al. (2023) complement our analysis by reducing
memory usage and communication volume, effectively scaling down payload P; or increasing MFU.
Our approach focuses on synchronization timing rather than data partitioning; combining our method
with fragmented updates (e.g., ZeRO) could further improve wall-clock time.

Despite limitations, our model was designed so that any gap with real-world performance evenly
affects all methods analyzed, assuming thoughtful implementation. Thus, results in Section G.2
illustrate potential improvements from adopting DES—-LOC, and our model can help practitioners
estimate performance at larger scales.

G.2 MODELING RESULTS

Figures 23 and 24 analyze the wall-clock time, communication overhead, and GPU utilization of
DES-LOC compared to DDP, Local Adam, and heuristic baselines for training our 1.7B model.
By setting synchronization periods as K, = 256, K,, = 768, K,, = 1536, DES-LOC significantly
reduces communication and improves GPU utilization relative to Local Adam (K = 256), closely
approaching the efficiency of heuristic methods, especially in bandwidth-constrained settings.

u —— DDP
1075 DES-LOC
== LocalAdam
1010 —— FAVG+OPT
[}
= 1074
5
2 10%4
<
= 1074
106_
10° — " g ; , . . . —
1073 1072 107! 100 10! 10? 10% 10* 10°

P2P Bandwidth (Gbits/s)

Figure 23: Estimated wall-clock time for training the 1.7B model with DES-LOC (K, = 256, K,, =
768, K,, = 1536), compared to Local Adam (K = 256), DDP, and Federated Averaging with persis-
tent optimizer states (FAVG+OPT, K = 256). At low bandwidth (< 10?), all communication-efficient
methods substantially reduce wall-clock time compared to DDP. DES-LOC closely approaches the
maximum efficiency of FAVG+OPT, significantly outperforming Local Adam, which synchronizes
all optimizer states frequently. Moreover, DES—-LOC maintains stable and convergent training behav-
ior (Fig. 5). At high bandwidth (> 10%), DDP becomes competitive or preferable.
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(a) Communication costs. (b) Compute utilization.

Figure 24: Communication overhead (a) and GPU utilization (b) for training the 1.7B model with
synchronization periods K, = 256, K,, = 768, K,, = 1536. DES—-LOC reduces communication
costs by 170x compared to DDP, outperforming the 85 reduction achieved by Local Adam while
FAVG+OPT, communicating only parameters, achieves a theoretical maximum reduction (256 ).
The improved communication efficiency of DES-LOC translates to higher GPU utilization at low
bandwidths (< 10%), significantly improving over DDP and Local Adam.

Takeaway: By synchronizing optimizer states less frequently, DES—-LOC enhances GPU utilization
and total wall-clock time compared to DDP and Local Adam, especially under bandwidth constraints.

H CHECKPOINTING VS. PERIODIC STATE SYNCHRONIZATION

A natural question is whether simply checkpointing local optimizer states suffices for dealing with
variable or elastic compute. This approach is inadequate for two reasons. Quality: Initializing new
workers from a single stored state yields worse convergence as shown in Fig. 4.(c) (~15% higher
perplexity in our tests in the follow-up round) compared to DES-LOC’s averaging. Elasticity: When
the worker count changes from N to M, checkpointing lacks a principled mapping, forcing arbitrary
state duplication or sub-selection, which either amplifies outliers or discards information.

A more principled ad-hoc strategy is averaging the IV existing states. To formalize the comparison,
let the local states 6; be i.i.d. variables with mean y (the ideal global state) and variance o2 (local
drift). The statistical risk is the Mean Squared Error, Risk (/1) = E[(i — u)?].

The random selection estimator (checkpointing), fi,.nq = 0k, has a risk equal to the full sample

variance:
Risk(firand) = 0° (38)

The averaging estimator, [i,,, = % Efil 0;, reduces this risk by a factor of N:

0.2

Risk(figug) = N (39)
Averaging is thus more robust to the divergence of any single worker. However, even this principled
ad-hoc approach underperforms DES-LOC. The crucial distinction is that DES—LOC builds periodic
averaging into the training loop, treating it as a core mechanism rather than an external recovery tool.
This proactively constrains the variance of local drift (o) throughout training, ensuring all workers
remain in a low-variance consensus state and making the system inherently robust to elasticity.

I CHOOSING SYNCHRONIZATION FREQUENCIES

Our results suggest a simple and principled rule-of-thumb for setting the synchronization periods
(K) for model parameters and optimizer momentum states, grounded in the dynamics of exponential
moving averages (EMAs). This methodology provides actionable defaults for practitioners seeking to
balance model convergence with communication efficiency.

The core principle is that the synchronization frequency of any given optimizer state should be based
on its empirical half-life—the time horizon over which its EMA "forgets" half of its past information.
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This ensures that states are synchronized before they drift too far apart, maintaining training stability.
For a state with a decay rate 8 approaching 1, the half-life can be calcualted as:

In2
1-5
Based on this, we propose the following two-step methodology for setting the synchronization periods
K, (for parameters), K, (for first moments), and K,, (for second moments).

t1/2 ~

Parameters First (/,). The synchronization of model parameters is paramount to training
quality. The period K, should be chosen to match the end-of-training quality of fully-
synchronous DDP at a target step budget while still materially reducing communication. In
practice, starting points like K, = 16 or K, = 32 are effective as shown in our own work
and in Charles et al. (2025). Parameters should always be synchronized at least as frequently
as any momentum state.

Momentum by Half-Life (K, K,). For any optimizer momentum state with a decay rate
f3, its synchronization period K should be set near its calculated half-life, i.e., K =~ ;5.

For common optimizers like Adam or ADOPT with well-tuned decay rates 31 and (s, this
In2

simplifies to setting the sync periods for the first and second moments as: K, ~ 1= 5 and
~ _In2
Kfv ~ 17/82 .

Following this heuristic can yield a minimum 5 x reduction in communication cost over DDP for
K, > 16, significantly decreasing wall-clock time while achieving convergence speed and final
model quality comparable to DDP.

J  CRITICAL BATCH SIZE AND REGIME POSITIONING

To formally contextualize the regimes where DES-LOC is most beneficial, we begin with the statistical
properties of gradient estimation. Let the true gradient over the full data distribution for a loss function
L :R? — Rbe G(0) = VL(). In practice, a mini-batch of size B provides an estimate, G (6).
The variance of this estimator scales inversely with the batch size:

cov(Gea(6)) = %2(9)

where X(0) is the per-example gradient covariance. This relationship establishes a fundamental
trade-off: smaller per-worker batch sizes B result in higher-variance, or "noisier," gradient estimates.

Analyses of large-scale training have formalized the concept of a critical batch size, B (McCan-
dlish et al., 2018; Zhang et al., 2025). This represents the point at which the benefits of increasing
batch size begin to diminish.

When the batch size B < B, the gradient estimate Gy (6) is noisy, and increasing B
yields substantial improvements in convergence speed per step.

When B >> B, the gradient estimate Geg (6) becomes a highly accurate estimate of the
true gradient G(#), and further increases to B provide negligible returns.

In modern distributed settings with /N workers, the goal is often to operate at a compute-optimal
global batch size (G = N x B), which is typically near B for the given model and training
duration. In massively parallel environments where [V is large, maintaining an optimal G necessitates
that the per-worker batch size B = G/N becomes small. Consequently, large-scale, compute-optimal
training often forces individual workers into a regime where B < B, thereby exposing them to
high levels of gradient noise.

For local-update methods (e.g., Local SGD, FedAvg with local optimizers), this high-variance regime
is particularly challenging. Each worker performs multiple optimization steps using its own noisy
gradient estimates, causing its local parameter replica 6; to diverge from the other workers. This
inter-worker drift can destabilize training and severely degrade final model quality.

DES-LOC is designed to counteract this divergence precisely in the high-noise, compute-optimal
regime. By periodically synchronizing not only the model parameters but also the optimizer states
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(e.g., Adam’s momentum and variance accumulators), DES—LOC acts as a powerful consensus-
enforcing mechanism. This periodic averaging reduces the variance of the distributed state, effectively
dampening the destabilizing effects of high-variance local gradients and materially improving stability
and final model quality. This allows the system to retain the communication savings of local updates
without succumbing to parametric drift.

While the benefit of desynchronized momentum syncing may shrink in very-large-batch regimes
where B > B, (as local optimization is inherently more stable), DES-LOC remains highly attractive
due to a combination of other robust properties:

* Provable Convergence: It maintains strong theoretical convergence guarantees under local
updates.

* Graceful Quality-Communication Trade-off: The synchronization frequencies
(K, Ky, K,,) provide an explicit and effective mechanism to navigate the trade-off be-
tween communication cost and model performance.

* Inherent Elasticity: The method is fundamentally robust to dynamic changes in the number
of workers. The periodic state averaging provides a principled, low-variance mechanism
for initializing new workers, a scenario where naive checkpointing and state redistribution
underperform significantly.

K EXTENDED RELATED WORK

Federated Optimization. The DES-LOC framework, as mentioned in Section C.1, belongs to
the broader field of federated optimization. A foundational algorithm in this field is FedAvg
(McMabhan et al., 2017), which established that a central model can be trained from decentralized
data by averaging the model weights from clients that have performed local training steps. These
findings were later generalized by Reddi et al. (2021) through the FedOpt framework, which re-
frames the training loop as a bi-level optimization, allowing the server to employ an optimization
strategy more complex than simple averaging. Consequently, Reddi et al. (2021) demonstrated the
instantiation of algorithms like FedAdam, FedYogi, and FedAdagrad, which achieve strong
empirical performance and provide nonconvex guarantees (Kingma & Ba, 2015) by substituting
the server’s averaging step with a corresponding optimizer. In a related approach, Hsu et al. (2019)
incorporate server-side momentum to improve the stability of aggregation, particularly when data
is skewed. A primary challenge in federated learning involves heterogeneous data distributions,
where clients hold non-IID data partitions. To address the problems arising from this heterogeneity,
algorithms such as FedProx, which applies a proximal regularizer for stability (Li et al., 2020b),
and SCAFFOLD, which uses control variates for robust convergence (Karimireddy et al., 2020b), have
been developed. Likewise, FedNova addresses objective function inconsistencies by normalizing
local steps (Wang et al., 2020). The Mime algorithm aims to reduce the gap between federated
and centralized convergence through the use of control variates and server statistics (Karimireddy
et al., 2020a). Lastly, methods such as Per-FedAvg (Fallah et al., 2020) and Ditto (Li et al., 2021)
concentrate on personalization to enhance fairness and utility with reduced communication.

Compression of payload. The DES-LOC framework lessens the communication overhead in
parallel training by reducing the communication frequency of parameter and momentum states
compared to standard data parallel approaches. It is important to note, however, that the communicated
payloads—the states themselves—can also be compressed, which would further enhance distributed
training efficiency. Specifically, quantization methods can represent (pseudo)gradients in lower
precision without a loss of model performance (Douillard et al., 2025; Kale et al., 2025). As an
alternative, structured compression can express an update in a lower-rank form, either through
SVD-like algorithms (Robert et al., 2025) or by only communicating the fast-moving momentum
components (Peng et al., 2024). Sparsification techniques can introduce sparse update structures,
which allows for better compression via information redundancy (Lin et al., 2018; Alistarh et al.,
2018). Because update periodicity and update compression are orthogonal operations, they are
frequently applied together to create highly efficient compression schemes without performance
degradation (Douillard et al., 2025; Kale et al., 2025; Wang et al., 2023). Therefore, we anticipate
that this would be a fully composable enhancement to the DES—LOC framework, which we leave as a
direction for future work.

52



Under review as a conference paper at ICLR 2026

L LLM USAGE DECLARATION

As noted in our submission, large language models (LLMs) were used throughout to assist with
various aspects of this work. Specifically, we used GPT-5 and Gemini 2.5 Pro to:

* Improve the clarity and flow of our writing.
¢ Find relevant related work that would be useful for our extended literature review.

* Assist with plotting code and simple code generations.

Beyond the stated uses above, all work, including but not exclusive to the interpretation of related
work and results, is our own.

M LIMITATIONS

Limitations. First, while our main non-convex convergence result holds for SGDM, for Adam our anal-
ysis uses additional assumptions like bounded gradients and homogeneous data distribution. These
assumptions are common in non-convex adaptive optimization. Second, our hyperparameter search
was extensive yet constrained to smaller models. Lastly, while our analysis uses Adan/AMSGrad,
many experiments use modified Adam (ADOPT) (Taniguchi et al., 2024).
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