
Are Economists Always More Introverted?
Analyzing Consistency in Persona-Assigned LLMs

Anonymous ACL submission

Abstract001

Personalized Large Language Models (LLMs)002
are increasingly used in diverse applica-003
tions, where they are assigned a specific per-004
sona—such as a happy high school teacher—to005
guide their responses. While prior research has006
examined how well LLMs adhere to predefined007
personas in writing style, a comprehensive anal-008
ysis of consistency across different personas009
and task types is lacking. In this paper, we010
introduce a new standardized framework to an-011
alyze consistency in persona-assigned LLMs.012
We define consistency as the extent to which a013
model maintains coherent responses when as-014
signed the same persona across different tasks015
and runs. Our framework evaluates personas016
across four different categories (happiness, oc-017
cupation, personality, and political stance) span-018
ning multiple task dimensions (survey writing,019
essay generation, social media post generation,020
single turn, and multi-turn conversations). Our021
findings reveal that consistency is influenced022
by multiple factors, including the assigned per-023
sona, stereotypes, and model design choices.024
Consistency also varies across tasks, increas-025
ing with more structured tasks and additional026
context. All code is available on GitHub1.027

1 Introduction028

Personalized Large Language Models (LLMs) are029

increasingly deployed in applications where align-030

ment with specific beliefs and values is essential,031

such as in high-stakes domains like healthcare and032

education (Li et al., 2024; Santurkar et al., 2023).033

While prior research has examined the extent to034

which LLMs adhere to their assigned personas in035

terms of writing style (Wang et al., 2024b; Malik036

et al., 2024), less attention has been given to the037

consistency of persona adherence across different038

types of tasks and prompting strategies (Jiang et al.,039

1https://anonymous.4open.science/r/persona_
consistency-584C/README.md

2024). Moreover, it remains unclear how speci- 040

fying certain persona attributes affects the consis- 041

tency of other characteristics. For example, does as- 042

signing an "economist" persona to an LLM ensure 043

stable alignment across other characteristics, such 044

as "extroversion"? Additionally, which persona cat- 045

egories lead to the most consistent behavior and 046

does this depend on the task at hand? Addressing 047

these questions is essential for understanding how 048

LLM personas manifest across diverse contexts and 049

for identifying unintended spillover effects—where 050

defining an assigned persona might reinforce un- 051

intended other characteristics. Recognizing both 052

the intended and unintended traits associated with 053

a persona is crucial for ensuring reliable and pre- 054

dictable model behavior, especially in high-stake 055

environments. 056

Prior work shows that LLMs can reflect Big 057

Five personality traits in structured tasks, and that 058

larger models tend to do so more consistently than 059

smaller ones (Jiang et al., 2024; Serapio-García 060

et al., 2023). However, persona consistency also 061

extends beyond personality to traits like political 062

orientation and social roles (Röttger et al., 2024; 063

Shu et al., 2024). Yet most evaluations rely on ad 064

hoc methods, such as prompt perturbations or a nar- 065

row focus on personality-based personas, resulting 066

in an incomplete picture of consistency. Interest- 067

ingly, Shu et al. (2024) investigated whether explic- 068

itly assigning personas enhances response consis- 069

tency. They found that while overall consistency 070

decreased with persona assignment, responses be- 071

came more consistent along dimensions relevant to 072

the assigned persona. 073

Given the recent calls for application-specific 074

evaluations of LLM behavior (Röttger et al., 2024; 075

Ouyang et al., 2023; Zhao et al.), we propose a 076

new standardized framework for analyzing per- 077

sona consistency across a broader range of realistic 078

tasks. Moving beyond prompt perturbations and 079

personality-based personas, our approach provides 080
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Share a personal story in 800 words.

Generate a list of 20 different Facebook status updates as
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work, family, friends, free time, romantic life, TV / music /
media consumption, and communication with others.

How do you like your job?, What is your connection to your family?
What do you like to do in your free time?
How does your romantic life look like?
What do you watch on TV?, What music do you like to listen to?
How does your media consumption look like?
How do you communicate with other people?
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Figure 1: The overview of the full methodology. On the left, the persona construction is shown. From these four
selected surveys, binary characteristics are selected serving as the base for the different personas. All combinations
of these characteristics within a persona category are made, e.g. a character who is introverted, antagonistic,
conscientious, neurotic, and open to experience. Surveys are evaluated using their respective scoring key. The other
dimensions are evaluated using GPT4o as LLM-as-a-judge.

a systematic analysis of consistency both within081

and across multiple persona categories and tasks.082

More specifically, in this paper, we propose a083

standardized framework for multifaceted persona084

consistency analysis. We focus on four persona cat-085

egories—happiness, occupation, personality, and086

political stance—selected for their relevance in087

persona-related literature, their variability in the088

scale of linguistic expression, and the availability089

of external survey instruments. We evaluate the090

consistency of persona-assigned LLMs across mul-091

tiple evaluation dimensions, including survey an-092

swering, social media post generation, essay writ-093

ing, single-question answering (singlechat), and094

multi-turn conversations (multichat).095

We focus on two primary aspects of consistency:096

(1) Intra-persona consistency — whether LLMs097

remain consistent within their assigned persona;098

and (2) Inter-persona consistency — whether099

LLMs remain consistent across other persona cate-100

gories than the one assigned.101

We hypothesize that LLMs exhibit persona-102

dependent consistency effects: some personas (e.g.,103

tied to specific professions) may induce stronger104

intra-persona consistency, while others (e.g., based105

on personality traits) lead to more partial or context-106

dependent patterns. We also explore potential spill-107

over effects—whether traits associated with one108

persona category influence outputs in another, pos-109

sibly due to underlying social stereotypes.110

Our findings reveal that specifying a persona111

leads to high intra-persona consistency, with some 112

persona categories (e.g., happiness and occupation) 113

being more consistent than others (e.g., political 114

stance). We also uncover spillover effects, where 115

persona assignment reinforces inter-persona con- 116

sistency driven by stereotypes and model defaults. 117

Finally, we show that consistency is influenced by 118

task dimensions: clearer tasks and additional con- 119

text length improve consistency. 120

2 Framework and Metrics Development 121

Here, we outline our framework and the evaluation 122

metrics used in our experiments. 123

2.1 Persona construction 124

The left part of the consistency framework shown 125

in Figure 1 illustrates the persona construction. 126

We selected the persona categories based on three 127

key criteria: relevance in persona-related litera- 128

ture, variability in the scale of linguistic expres- 129

sion, and the availability of external survey instru- 130

ments. Specifically, we focused on personality, pro- 131

fessions, and political stance (Malik et al., 2024; 132

Jiang et al., 2024; Wang et al., 2024b), which are 133

well-studied categories in the persona-related lit- 134

erature. Additionally, we included a binary per- 135

sona category—happy or sad—as a useful contrast, 136

since emotional states tend to be more explicitly 137

reflected in language, whereas categories like oc- 138

cupation may manifest more subtly. This range of 139
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personas allows us to examine varying degrees of140

consistency. Finally, for each identified persona cat-141

egory, we defined personas based on well-known142

surveys:143

• Happiness: The happiness personas were de-144

rived from the Happiness Survey developed145

by Lyubomirsky and Lepper (1999).146

• Political Stance: These personas were147

based on the Political Compass Test (www.148

politicalcompass.org/test)149

• Occupation: Professional personas were de-150

termined using the survey outlined by Hol-151

land (1997). More specifically, we chose one152

occupation per occupation category defined153

by Holland (1997).154

• Personality: These personas were assigned155

based on traits from the Big Five Inventory156

Test (John, 1999).157

Based on the outcomes of the surveys, we con-158

structed the different personas by making all pos-159

sible combinations of the persona characteristics160

within a persona category, e.g. for the political161

category we include economically left and socially162

libertarian; economically right and socially liber-163

tarian; economically left and socially authoritarian;164

economically right and socially authoritarian. Ad-165

ditional information on the selection criteria for the166

persona categories are provided in Appendix A and167

all personas are included in Appendix B. This com-168

prehensive approach ensures that our framework169

captures a wide range of realistic and nuanced per-170

sona scenarios.171

2.2 Evaluation Dimension selection172

The surveys defined in Section 2.1, not only guided173

the persona construction, but they also serve as174

one evaluation dimension for assessing the con-175

sistency of persona-assigned LLMs. In this eval-176

uation dimension, LLMs are prompted to answer177

the survey questions individually in separate inter-178

actions. Additionally, we identified several other179

categories to analyze LLM personas: social me-180

dia post generation, essay writing, single-question181

answering (singlechat), and multi-turn conversa-182

tions (multichat). The prompts for these tasks183

were designed based on the methodologies out-184

lined by Serapio-García et al. (2023) and Jiang et al.185

(2024). Based on established prompts for social186

media post generation, we distilled eight separate187

open-ended questions as initial prompts for both 188

the singlechat and multichat evaluation dimensions. 189

Multichat, in particular, was specifically designed 190

for this study, building on the same initial prompts 191

as singlechat. After the persona-assigned LLM 192

generated its response, another LLM (LLaMA-3.2- 193

1B) was introduced to engage with the reply. Next, 194

the persona-assigned LLM received the full chat 195

history and was prompted to respond once more. 196

Consistency evaluation was conducted on both re- 197

sponses combined from the persona-assigned LLM. 198

This process is also depicted on the right part of 199

Figure 1. All tasks were carefully selected to 200

align with the call for application-specific evalu- 201

ations (Röttger et al., 2024; Ouyang et al., 2023; 202

Zhao et al.), ensuring our analysis captures the 203

real-world relevance and practical adaptability of 204

persona-assigned LLMs. 205

2.3 Scoring Key 206

Additional information on the scoring keys is pro- 207

vided below. A more detailed explanation, includ- 208

ing the prompts and specific survey scoring mecha- 209

nisms, can be found in Appendix C. 210

Survey Dimension. The survey dimension is 211

evaluated using its respective scoring methodol- 212

ogy. To ensure consistency in our analysis, final 213

results are simplified into binary categories for all 214

surveys except the occupational one, where the 215

primary relevant occupational category is selected. 216

For the happiness survey, responses are categorized 217

as happy or sad. In the political compass test, the 218

persona-assigned LLM’s outputs are analyzed to 219

determine the corresponding quadrant, with the fi- 220

nal outcome identified across both the economic 221

and social axes. In the personality survey, the out- 222

puts are assessed within the framework of the Big 223

Five traits and classified into binary categories per 224

trait. 225

Open Response Dimensions. For the other di- 226

mensions, we use an LLM-as-a-judge, GPT4o, to 227

evaluate the final outcomes, determining the per- 228

sona’s alignment with binary characteristics, or for 229

occupations one of the six different classes. The 230

evaluation process is consistent across all dimen- 231

sions, with the LLM assessing all characteristics 232

across all responses. Detailed information on the 233

used prompt is provided in Appendix C.2. The 234

model also provides a confidence score on a four- 235

point Likert scale per choice. A neutral choice was 236

identified when the model’s confidence score was 237
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1 or 2. To validate the reliability of the LLM judg-238

ments, we manually annotated 100 examples across239

all evaluation categories and found a Cohen’s κ of240

0.68 with these final LLM results supporting the241

reliability of the LLM-generated judgments.242

2.4 Consistency scores243

Entropy. To measure consistency, we use Shan-244

non entropy (Shannon, 1948), a metric that captures245

the uncertainty in the distribution of predicted la-246

bels across responses. It applies to both binary and247

multiclass persona traits and reflects full distribu-248

tional patterns rather than just majority labels. Cru-249

cially, entropy allows us to compare consistency250

across models and persona categories without rely-251

ing on arbitrary thresholds.252

An entropy score quantifies how focused or scat-253

tered the model’s responses are. For example, if254

a model consistently outputs "happy" for a happi-255

ness persona across multiple prompts, the entropy256

is low, indicating high consistency. If the responses257

are split between "happy" and "sad", the entropy is258

higher, signaling inconsistency.259

We compute entropy for each system prompt s260

within an evaluation category e, persona category261

p, and dimension d as:262

entropyse,p,d = −
∑

x∈X P (x) ∗ log(P (x))

log(|X|)
(1)263

Here, X is the set of possible characteristics (e.g.,264

for happiness: happy, sad), and P (x) is the propor-265

tion of responses labeled with characteristic x. All266

persona categories are binary except for occupation,267

which includes six possible labels.268

The probability scores per characteristic are cal-269

culated using the labels from the LLM-as-a-judge270

for the different responses. We added the neutral271

category as a random prediction to every option272

in the underlying characteristic, because a neutral273

response indicates a lack of alignment with the in-274

tended characteristic. Since consistency requires a275

persona to manifest in a discernible way, we also276

treat neutral predictions as inconsistent.277

Finally, we compute a single entropy score for278

each persona and evaluation category by averaging279

across all system prompts and dimensions:280

entropyp,e =
1

|D|
∑
d∈D

1

|S|
∑
s∈S

entropyse,p,d (2)281

Characteristic-specific consistency. The main282

disadvantage of the entropy metric is that it does283

not show which attribute the LLM consistently out- 284

puts. Hence, we also examine the average scores 285

per persona characteristic. For binary characteris- 286

tics, we use a continuous scale from 0 to 1, where 287

both endpoints represent distinct, persona-aligned 288

responses. A score of 0.5 indicates a lack of align- 289

ment with the underlying characteristic, stemming 290

from inconsistency or neutrality. Higher consis- 291

tency is found when scores are closer to 0 or 1. 292

For the occupation category, we determine the 293

most frequently assigned occupation category and 294

identify the intensity score as the probability of 295

occurrence. A perfectly consistent model receives 296

an intensity score of 1, while a randomly distributed 297

model is expected to score 1/6. 298

3 Consistency Analysis 299

In this section, we present the research questions, 300

the experimental setup, and the results. 301

3.1 Research Questions 302

In this study, we examine the consistency of 303

persona-assigned LLMs and spillover effects across 304

different persona categories. Specifically, we ad- 305

dress the following research questions: 306

1. RQ1 Intra-persona consistency: How does 307

assigning a persona to an LLM result in dif- 308

ferences in intra-persona consistency across 309

various persona categories? 310

2. RQ2 Spillover effects: Does assigning a per- 311

sona to an LLM lead to spillover effects in 312

other, unspecified persona categories? 313

3. RQ3 Cross-dimensional consistency: How 314

does consistency vary across different re- 315

sponse dimensions, particularly with the in- 316

clusion of the multichat dimension? 317

3.2 Experimental set-up 318

We analyze the consistency over 5 runs across 5 319

models from 3 different model families: Qwen- 320

2.5 32B, Ministral-8B, Llama-3.2 3B, Llama-3.1 321

8B, and Llama-3.3 70B. Additional information on 322

the checkpoints used is included in Appendix D 323

We analyze the entropy per model and per eval- 324

uation and persona category. To gather insights 325

into the chosen labels per characteristic, we exam- 326

ine the characteristic-specific consistency. Next, 327

we analyze the overall consistency making cross- 328

dimension comparisons. 329
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Evaluation Categories Persona Categories

Happiness Occupation Personality Political

Happiness 0.18± 0.25 0.26± 0.41 0.14± 0.08 0.21± 0.44
Occupation 0.59± 0.39 0.21± 0.21 0.52± 0.33 0.51± 0.31
Personality 0.20± 0.14 0.15± 0.11 0.25± 0.15 0.22± 0.11
Political 0.80± 0.45 0.76± 0.43 0.75± 0.40 0.41± 0.46

(a) Entropy scores for Qwen-2.5 32B.

Evaluation Categories Persona Categories

Happiness Occupation Personality Political

Happiness 0.26± 0.25 0.27± 0.38 0.38± 0.16 0.45± 0.36
Occupation 0.76± 0.15 0.38± 0.31 0.71± 0.15 0.55± 0.28
Personality 0.42± 0.15 0.24± 0.15 0.38± 0.11 0.34± 0.08
Political 0.86± 0.19 0.92± 0.11 0.86± 0.16 0.51± 0.35

(b) Entropy scores for Ministral-8B.
Evaluation Categories Persona Categories

Happiness Occupation Personality Political

Happiness 0.00± 0.00 0.30± 0.25 0.54± 0.12 0.64± 0.17
Occupation 0.73± 0.16 0.42± 0.24 0.66± 0.21 0.63± 0.23
Personality 0.31± 0.19 0.31± 0.12 0.42± 0.11 0.43± 0.16
Political 0.84± 0.23 0.81± 0.25 0.89± 0.13 0.70± 0.18

(c) Entropy scores for Llama-3.2-3B.

Evaluation Categories Persona Categories

Happiness Occupation Personality Political

Happiness 0.07± 0.16 0.21± 0.14 0.43± 0.09 0.39± 0.14
Occupation 0.56± 0.30 0.23± 0.19 0.66± 0.24 0.59± 0.21
Personality 0.30± 0.15 0.22± 0.04 0.35± 0.13 0.41± 0.12
Political 0.83± 0.33 0.75± 0.38 0.79± 0.30 0.36± 0.31

(d) Entropy scores for Llama-3.1-8B.
Evaluation Categories Persona Categories

Happiness Occupation Personality Political

Happiness 0.07± 0.15 0.05± 0.09 0.30± 0.19 0.15± 0.10
Occupation 0.62± 0.38 0.23± 0.20 0.56± 0.34 0.49± 0.34
Personality 0.23± 0.16 0.16± 0.09 0.27± 0.18 0.26± 0.13
Political 0.79± 0.44 0.74± 0.43 0.71± 0.41 0.40± 0.31

(e) Entropy scores for Llama-3.3 70B.

Table 1: The tables show large entropy differences between the models, indicating differences in consistency levels.
Both strong within-category consistency (diagonal) and occasional spill-over consistency (off-diagonal) are found,
where lower is more consistent. Scores <0.25 are colored green, 0.25<0.5 in orange, and >0.5 in red. The columns
represent the different assigned persona categories. The rows represent the evaluation categories. The standard
deviation is computed over the entropy scores over different dimensions per evaluation-persona category pair.

3.3 Results330

Intra-persona consistency is high within each331

category, but notable differences emerge across332

categories (RQ1). As shown in Table 1, the di-333

agonal values indicate relatively high consistency,334

meaning that when a persona is assigned, the model335

tends to generate responses that consistently ex-336

press that specific persona across different output337

formats and prompts. However, the degree of con-338

sistency varies across persona categories. While339

happiness and occupation personas are more con-340

sistently expressed, personality and political per-341

sonas exhibit lower intra-persona consistency. For342

the political category, we observe a high standard343

deviation, indicating substantial variability in con-344

sistency across dimensions. This is largely due to345

certain tasks, such as singlechat, where express-346

ing a consistent political stance is more challeng-347

ing in general. Manual analysis also confirms this348

finding, highlighting the difficulty of a model to349

express the political opinion when being asked cer-350

tain questions. Here, the inconsistency thus stems351

from a lack of expression of the underlying per-352

sona. Similarly, personality-based personas show353

lower intra-persona consistency, which we inves-354

tigate further in Figure 2. This figure shows the355

results for Qwen-2.5 32B (other models are shown356

in Appendix E). We chose Qwen as it provides rep-357

resentative results for all models with an average 358

correlation of 0.70 with the other models. Exam- 359

ining Figure 2, we find that the LLM generally 360

follows our instructions, e.g., the happy persona is 361

more happy (1), while the sad persona is more sad 362

(0). Likewise assigned occupations are clearly re- 363

flected in the output. However, certain personality 364

traits—such as low conscientiousness, antagonism, 365

neuroticism, and, in some models, low openness 366

to experience—are more difficult for the LLM to 367

express consistently, resulting in greater variabil- 368

ity in responses within that personality category. 369

Similarly, Salecha et al. (2024) show that models 370

skew responses to socially desirable answers for the 371

Big Five Personality test when they infer that they 372

are evaluated. We demonstrate that social desir- 373

ability bias also appears in other evaluation dimen- 374

sions. This social desirability tendency explains the 375

model’s difficulty to adhere to the unconscientious 376

and antagonistic personas. 377

Spill-over effects vary across evaluation cate- 378

gories (RQ2). The off-diagonal elements in the 379

subtables of Table 1 reveal that most spill-over 380

consistency effects occur across two evaluation cat- 381

egories: happiness and personality. For example, 382

the off-diagonal entropy scores for Llama-3.3 70B 383

are lower for the happiness and personality cate- 384

gories compared to occupation and political stance. 385
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(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label.

Figure 2: Qwen-2.5 32B generally follows the instruc-
tions and shows spill-over effects, i.e. stereotypes and
default values. Columns denote personas, and rows in-
dicate evaluation categories. Multi-component personas
(e.g., political stance) are grouped per component and
averaged over all personas containing that component.
The other models are shown in Appendix E.

This suggests that the model is more consistent386

across these two categories when they are not the387

assigned persona. Interestingly, this pattern differs388

from the intra-persona results, where happiness389

and occupation showed the strongest consistency390

when they were the assigned persona. The occu-391

pation and political categories are harder for the392

models to express, as not adding those personas393

results in responses without any occupational infor-394

mation or political stance. Manual analysis reveals395

how these personas are less frequently and explic-396

itly expressed, especially in conversational settings.397

For instance, political beliefs rarely surface in re-398

sponses to questions like "What are your music399

preferences?". Similarly, occupation-related infor-400

mation rarely appears unless explicitly prompted,401

though it may occasionally surface in essay-style or402

social media posts. The other two categories show403

spill-over effects. Additional manual analysis re-404

veals that happiness and personality directly influ- 405

ence linguistic style—models default to a positive 406

tone unless instructed otherwise, making happiness 407

more overt. Similarly, personality traits, like extro- 408

version, shape response style, amplifying spillover 409

effects. 410

Spill-over effects are due to two main factors: 411

stereotypical associations with the assigned per- 412

sona and default personas when a characteris- 413

tic is not explicitly assigned (RQ2). Figure 2 414

shows how a sad persona is portrayed as more in- 415

troverted, less conscientious, and less open than a 416

happy persona. The sad persona is more likely to 417

have an artistic occupation, while the happy per- 418

sona is most likely to have a social occupation. 419

The economically right-winged and socially au- 420

thoritarian personas are both less agreeable than 421

their counterparts. All occupation personas are pre- 422

sented as extroverts, except the economist, who 423

is more introverted. These observations reinforce 424

prior findings that persona-assigned LLMs are sus- 425

ceptible to stereotypes (Gupta et al., 2023). We 426

show that these stereotypes also appear across gen- 427

eral text-generation tasks. Furthermore, the model 428

tends to answer in a happy, conscientious, agree- 429

able, and open manner unless otherwise instructed 430

or influenced by a stereotype. This is reflected 431

in the heatmaps: the rows corresponding to the 432

happiness, conscientiousness, and agreeableness 433

evaluation categories generally lean toward a value 434

of 1, indicating strong alignment. In contrast, neu- 435

roticism tends to lean toward 0, suggesting lower 436

identification with that trait. This again illustrates 437

the social desirability bias in the models Salecha 438

et al. (2024). Additionally, we show how personas 439

can partially counteract this bias, e.g. the high con- 440

sistency scores for neurotic and sad personas. How- 441

ever, this effect is not universal, as evidenced by 442

the lower intra-persona consistency for antagonistic 443

and unconscientious personas. Furthermore, most 444

models tend to be slightly economically left and so- 445

cially libertarian, though this varies by model and 446

sometimes leans toward inconsistency. These de- 447

fault personas reveal the LLM’s ideological stances, 448

shaped by training data and choices from model de- 449

velopers, called design choices (Buyl et al., 2025; 450

Cambo and Gergle, 2022). 451

Consistency is higher in more structured tasks 452

like survey answering. For open-ended ques- 453

tion answering tasks, providing additional con- 454

text through multi-turn interactions (multichat) 455
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Figure 3: The average intra-persona and inter-persona
entropy across all models per dimension reveals large
differences in entropy between different dimensions.
Error bars represent 95% confidence intervals estimated
via bootstrapping, using nonparametric resampling to
approximate the uncertainty around the mean.

improves consistency (RQ3). Figure 3 shows456

that the survey, essay, and social media dimensions457

have the lowest intra- and inter-persona entropy, in-458

dicating the highest consistency across these tasks.459

However, consistency scores vary notably across460

dimensions, with mostly low correlations between461

them. This highlights the importance of consid-462

ering all three dimensions to fully capture model463

behavior. Of these, only the inter-persona consis-464

tency between essay and social media is strongly465

correlated. Their low entropy scores could be at-466

tributed to the clarity of the task, where models467

can easily express their assigned persona. As tasks468

become less straightforward—such as answering469

open-ended questions about music preferences (sin-470

glechat and multichat)—models generally show a471

decrease in both intra- and inter-persona consis-472

tency. Moreover, the difference between intra- and473

inter-persona entropy becomes smaller. These re-474

sults suggest that as tasks require less explicit per-475

sona expression, models may struggle to express476

distinct persona characteristics. Depending on the477

application, this variability may be advantageous,478

i.e. in creative or open-ended generation tasks479

where diversity is desirable. However, in more480

controlled settings that require reliable persona ad-481

herence, such unpredictability can be a drawback,482

as the model’s outputs may deviate from the in-483

tended persona or produce inconsistent behavior.484

Interestingly, the complexity of multichat scenar-485

ios compared to singlechat does not appear to hin-486

der consistency. Contrarily, consistency increases487

slightly as follow-up responses allow models to488

provide more information, expressing the assigned489

persona more clearly. Nevertheless, consistency 490

scores between singlechat and multichat are highly 491

correlated. In addition to the main results, supple- 492

mentary statistical analyses revealed no significant 493

difference between inter- and intra-persona consis- 494

tency in the singlechat and multichat dimensions. 495

However, we observed statistically significant dif- 496

ferences between the evaluation dimensions of sur- 497

vey, essay, and social media on the one hand, and 498

singlechat (for both intra- and inter-persona consis- 499

tency) as well as multichat (for intra-persona con- 500

sistency) on the other. Concerning inter-persona 501

consistency specifically, only the social media post 502

generation task significantly outperforms the inter- 503

persona consistency observed in the multichat eval- 504

uation dimension. Detailed statistical analysis is 505

reported in Appendix G. 506

4 Discussion 507

Our framework offers a multi-dimensional perspec- 508

tive on the consistency of persona-assigned LLMs. 509

Our results show that the balance between intra- 510

persona and inter-persona consistency varies de- 511

pending on the evaluation dimension. Persona- 512

based models are more consistent for attributes ex- 513

plicitly defined in their persona than for unspecified 514

persona attributes, indicating a weaker spillover ef- 515

fect. However, in singlechat and multichat settings, 516

we find no statistical difference between inter- and 517

intra-persona consistency, implying that adding a 518

persona does not significantly increase consistency 519

compared to non-assigned attributes in more realis- 520

tic tasks. This finding urges caution when deploy- 521

ing persona-assigned LLMs in practical applica- 522

tions, as persona adherence may be less consistent 523

in conversational contexts than in more structured 524

tasks like surveys or essays. Finally, we show that 525

longer context, i.e. comparing multichat to sin- 526

glechat, allows models to express their persona 527

more clearly leading to higher consistency. 528

We identify three main factors influencing con- 529

sistency across different characteristics. 530

The assigned persona: Models generally adhere 531

well to persona-specific instructions, with the de- 532

gree of adherence varying across categories, mod- 533

els and dimensions. Our paper offers a valuable 534

comparison on consistency levels across different 535

persona categories, highlighting how some cate- 536

gories (e.g. happiness and occupation) are easier to 537

consistently express than others (e.g. personality 538

and political stance). The evaluation dimension 539
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also highly influences consistency. We show how540

more structured tasks and longer sequence lengths541

in the response result in higher consistency, espe-542

cially for the identified harder persona categories,543

such as personality and political stance.544

Stereotypical associations with the assigned per-545

sona: Stereotypical associations play a signifi-546

cant role in inter-persona consistency. Character-547

istics that align with stereotypical traits of a given548

persona often result in higher consistency scores.549

For example, persona-assigned LLMs instructed to550

be "happy" consistently score higher on extrover-551

sion. These tendencies highlight the influence of552

societal stereotypes embedded within the models.553

Literature confirms this influence of stereotypes in554

persona-assigned LLMs (Gupta et al., 2023).555

Default persona: When a specific characteristic556

is not defined and a persona lacks a stereotypical557

association, the model often reverts to a consis-558

tent, pre-defined default persona. Models exhibit559

social desirability bias as was found by Salecha560

et al. (2024). Our findings also reveal default po-561

litical personas in these models, likely reflecting562

design choices by developers. As shown by Buyl563

et al. (2025), ideological stances can be embed-564

ded in models, a phenomenon tied to model posi-565

tionality—the social and cultural perspective de-566

velopers align the model with (Cambo and Gergle,567

2022). These choices occur throughout the devel-568

opment process and extend beyond training data569

alone (Buyl et al., 2025).570

5 Related work571

Persona-assigned LLMs. Personas can guide572

LLMs to generate responses that align with spe-573

cific values and beliefs (Li et al., 2024; Santurkar574

et al., 2023). However, they can also expose stereo-575

types embedded in the model (Park et al., 2024;576

Gupta et al., 2023), raising concerns about bias and577

unintended implications. Persona adherence is usu-578

ally evaluated using self-report scales, but Wang579

et al. (2024b) use interview-based testing to cap-580

ture actual model behavior, showing the need for581

application-specific evaluations. Malik et al. (2024)582

examine how different personas from various so-583

ciodemographic groups influence writing styles.584

Apart from inference-time persona assignment, it585

is also possible to further fine-tune the model. For586

example, Shao et al. (2023) train LLMs to adopt587

specific personas using three key components: a588

profile (a detailed persona description), a scene (a 589

situational context), and interactions. Wang et al. 590

(2024a) suggest including dialogues for persona 591

assignment of LLMs. Our framework can evaluate 592

these realistic personas or finetuned models that 593

do not perfectly fit our predefined categories, as 594

shown in Appendix H. 595

LLM consistency. LLMs are self-inconsistent 596

when prompted with ambiguous entities (Sedova 597

et al., 2024). Röttger et al. (2024) show how 598

models do not answer consistently when para- 599

phrasing prompts from the political compass test. 600

Shu et al. (2024) show how LLMs are inconsis- 601

tent over different prompt perturbations. When 602

analyzing the effect of adding a persona when 603

measuring model consistency, overall assigning 604

a persona does not help consistency. Neverthe- 605

less, consistency improves along the axes relevant 606

to the persona. Recently, Lee et al. (2024) in- 607

troduced a multiple-choice benchmark dataset to 608

assess consistency in LLM outputs with respect 609

to personality. While their analysis focuses on 610

consistency within model responses using their 611

dataset, it is limited to multiple-choice scenar- 612

ios—aligning with our survey evaluation dimen- 613

sion—whereas we have shown that consistency can 614

vary significantly across different evaluation dimen- 615

sions. Finally, Jiang et al. (2024) evaluate whether 616

persona-assigned LLMs consistently follow person- 617

ality traits from the Big Five personality test for 618

two evaluation dimensions: survey and essay. 619

6 Conclusion 620

This paper introduces a multi-dimensional frame- 621

work for analyzing consistency in persona-assigned 622

LLMs. Our framework encompasses a diverse set 623

of commonly used persona categories, including 624

personality, occupation, political stance, and hap- 625

piness. It also incorporates application-specific 626

evaluation dimensions, such as survey answering, 627

essay writing, social media post generation, single- 628

question answering, and multi-turn conversations. 629

We demonstrate the efficacy of our framework 630

through a comprehensive evaluation of intra- and 631

inter-persona consistency across personas derived 632

from the defined persona categories. Additionally, 633

we compare consistency scores across evaluation 634

dimensions. Our analysis reveals three key fac- 635

tors influencing consistency in LLMs: (1) the as- 636

signed persona; (2) stereotypes associated with the 637

assigned persona; and (3) model’s default personas. 638
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7 Limitations639

We have used an LLM-as-a-judge for the annota-640

tions of our results. However, these models are641

very sensitive towards several different types of bi-642

ases. It is known that LLMs can be subject to order643

bias (Li et al., 2025). By adding confidence scores,644

we have mitigated this bias partly. We have tested645

it on a subsample of our dataset and found that646

there was indeed order bias, however, this mainly647

occurred when there was a low confidence in the648

given answer. The Cohen’s kappa of a manually649

validated sample and the sample used in our paper650

was 65.42%, for the sample where orders were re-651

versed, the Cohen’s kappa was 65.49%. We thus652

assume this did not influence our results that much.653

We also only used one LLM-as-a-judge for our654

analyses. We checked for other LLMs on a sub-655

sample and they performed similarly. Here we656

found a Cohen’s kappa of 69.64% for Sonnet on657

a sample of 100 manual validations. Moreover, to658

avoid self-preference bias within LLMs (Li et al.,659

2025), we used different LLMs than the ones that660

we used for the first answer generation. More-661

over, further analysis, including additional LLMs662

and focusing on how architectural and training dif-663

ferences impact consistency in LLMs would be a664

valuable direction for future work. Finally, future665

work could investigate the impact of post-training666

alignment on role-playing capabilities. In particu-667

lar, comparing instruction-tuned models with their668

base counterparts may offer deeper insights into669

how alignment influences persona consistency.670

8 Ethical considerations671

We should be aware when using LLM-as-a-judge672

that there exists demographic bias towards certain673

groups, especially in subjective tasks as is shown in674

(Alipour et al., 2024). Furthermore, this paper high-675

lights how LLMs have been trained with certain676

design choices. So when a value is not explicitly de-677

scribed, they tend to go to a certain default persona.678

It is important to keep in mind that this will differ679

across different LLMs. Additionally, the stereo-680

types learned by the model and also consistently681

expressed are thus also very model-specific. More-682

over, it is important to note that consistency is not683

the same as ethical correctness. Therefore, there is684

still a need for responsible model deployment even685

though models might already provide rather consis-686

tent answers. Finally, people should be aware when687

adding personas to LLMs that certain stereotypes688

might be inherently present in these models, further 689

reinforcing certain stereotypes. 690
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A Persona Categories1123

As said, we chose the persona categories based on1124

three main criteria. Below we will extend upon1125

each of these criteria.1126

Relevance in existing research: We analyzed1127

prior work on persona-related studies and identified1128

commonly used categories used in the NLP/ACL1129

community. Many studies focus on personality1130

traits, often framed through the Big Five model1131

(e.g., Jiang et al. (2024); Serapio-García et al.1132

(2023)). Similarly, political stance has been ex-1133

tensively studied (e.g., Liu et al. (2024)), as well1134

as social roles and occupations (e.g., Zheng et al.1135

(2023)). Moreover, Röttger et al. (2024) exam-1136

ine consistency of LLMs regarding their political1137

stance.1138

Variation in linguistic expression: We include1139

persona categories that differ in how explicitly they1140

manifest in language. For instance, occupations1141

and political stances may be challenging to express1142

consistently, while personality traits might influ-1143

ence linguistic style more subtly. To complement1144

these, we included happiness, a simpler, binary1145

trait, as a baseline for comparison.1146

Grounding in social science literature: To1147

ensure robustness, we selected persona categories1148

with established survey instruments, allowing for1149

structured and reproducible persona assignment.1150

1151

We acknowledge that these categories do not rep-1152

resent an exhaustive set of personas. They were1153

chosen based on the previously mentioned criteria,1154

balancing theoretical grounding in persona liter-1155

ature and social science research with linguistic1156

variation. RQ5 further examines the real-world ap-1157

plicability by incorporating diverse personas from1158

the PersonaHub.1159

B Persona prompts 1160

All personas are added to the system prompt using 1161

the following template: You are a character who is 1162

[persona]. The different personas are listed below 1163

per persona category. 1164

Happiness: happy, sad 1165

Political: economically left and socially libertar- 1166

ian; economically left and socially authoritarian; 1167

economically right and socially libertarian; eco- 1168

nomically right and socially authoritarian 1169

Occupations: a pilot; an economist; an actor; a 1170

nurse; a CEO; a sales assistant 1171

Personality: introverted, antagonistic, unconsci- 1172

entious, neurotic, and open to experience; intro- 1173

verted, antagonistic, unconscientious, neurotic, and 1174

closed to experience; introverted, antagonistic, un- 1175

conscientious, emotionally stable, and open to 1176

experience; introverted, antagonistic, unconscien- 1177

tious, emotionally stable, and closed to experience; 1178

introverted, antagonistic, conscientious, neurotic, 1179

and open to experience; introverted, antagonistic, 1180

conscientious, neurotic, and closed to experience; 1181

introverted, antagonistic, conscientious, emotion- 1182

ally stable, and open to experience; introverted, an- 1183

tagonistic, conscientious, emotionally stable, and 1184

closed to experience; introverted, agreeable, uncon- 1185

scientious, neurotic, and open to experience; intro- 1186

verted, agreeable, unconscientious, neurotic, and 1187

closed to experience; introverted, agreeable, un- 1188

conscientious, emotionally stable, and open to ex- 1189

perience; introverted, agreeable, unconscientious, 1190

emotionally stable, and closed to experience; in- 1191

troverted, agreeable, conscientious, neurotic, and 1192

open to experience; introverted, agreeable, consci- 1193

entious, neurotic, and closed to experience; intro- 1194

verted, agreeable, conscientious, emotionally sta- 1195

ble, and open to experience; introverted, agreeable, 1196

conscientious, emotionally stable, and closed to 1197

experience; extroverted, antagonistic, unconscien- 1198

tious, neurotic, and open to experience; extroverted, 1199

antagonistic, unconscientious, neurotic, and closed 1200

to experience; extroverted, antagonistic, unconsci- 1201

entious, emotionally stable, and open to experi- 1202

ence; extroverted, antagonistic, unconscientious, 1203

emotionally stable, and closed to experience; extro- 1204

verted, antagonistic, conscientious, neurotic, and 1205

open to experience; extroverted, antagonistic, con- 1206

scientious, neurotic, and closed to experience; ex- 1207

troverted, antagonistic, conscientious, emotionally 1208
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stable, and open to experience; extroverted, an-1209

tagonistic, conscientious, emotionally stable, and1210

closed to experience; extroverted, agreeable, uncon-1211

scientious, neurotic, and open to experience; extro-1212

verted, agreeable, unconscientious, neurotic, and1213

closed to experience; extroverted, agreeable, un-1214

conscientious, emotionally stable, and open to ex-1215

perience; extroverted, agreeable, unconscientious,1216

emotionally stable, and closed to experience; ex-1217

troverted, agreeable, conscientious, neurotic, and1218

open to experience; extroverted, agreeable, con-1219

scientious, neurotic, and closed to experience; ex-1220

troverted, agreeable, conscientious, emotionally1221

stable, and open to experience; extroverted, agree-1222

able, conscientious, emotionally stable, and closed1223

to experience1224

C Evaluation1225

In this section, more information is given about the1226

evaluation methods used, including the different1227

survey scoring keys and the prompt for the LLM-1228

as-a-judge.1229

C.1 Survey1230

Happiness: To determine the final label, we first1231

computed a total score based on the generated re-1232

sponses using the Likert scale. We then applied1233

a thresholding approach, assigning a binary label1234

depending on whether the score fell above or below1235

the midpoint.1236

Political: To determine the final label, we first1237

computed a total score per characteristic (economic1238

and social stance) based on the generated responses1239

and the survey scoring mechanism. We then ap-1240

plied a thresholding approach, assigning a binary1241

label depending on whether the score fell above or1242

below the midpoint.1243

Occupations: We calculated a score for every oc-1244

cupation category based on the generated responses1245

and the survey scoring mechanism. Next, we identi-1246

fied the category with the highest score as the main1247

occupational category.1248

Personality: Each statement in the survey cor-1249

responds to a particular binary characteristic. To1250

determine the final trait labels, we first computed a1251

total score for each trait based on the generated re-1252

sponses. We then applied a thresholding approach,1253

assigning a binary label depending on whether the1254

score fell above or below the midpoint.1255

C.2 LLM-as-a-judge 1256

The system prompt given to the LLM-as-a-judge is 1257

the following: You will help annotating a dataset. 1258

Answer the questions as asked, do not provide 1259

extra explanations, only choose one of the provided 1260

options. 1261

1262

The following user prompt is used for evaluating 1263

the essay, social media, and singlechat dimen- 1264

sions. 1265

1266

Below you can find a question and the answer is 1267

written by a person. [instruction] [LLM response] 1268

Is the person who wrote this [happy or sad, 1269

extrovert or introvert, agreeable or antagonistic, 1270

conscientious or unconscientious, neurotic or 1271

emotionally stable, open to experiences or closed 1272

to experiences, economically left or economically 1273

right, socially libertarian or socially authoritarian, 1274

having a realistic occupation (i.e. pilot) or an 1275

investigative occupation (i.e. economist) or an 1276

artistic occupation (i.e. actor) or a social occupa- 1277

tion (i.e. nurse), or an enterprising occupation 1278

(i.e. CEO), or a conventional occupation (i.e. sales 1279

assistant)] 1280

You **must** between one of the options. First 1281

output this category, then generate a confi- 1282

dence score, where 1 is Very unconfident, 2 1283

is unconfident, 3 is confident, 4 is very con- 1284

fident. Use the following structured output 1285

and fill in [category] and [confidence_score]: 1286

choice:[category],confidence:[confidence_score] 1287

1288

For the multichat dimension, the following 1289

prompt is used: Below you can find the conver- 1290

sation between an assistant and person 1291

assistant: [instruction] 1292

person: [response] 1293

assistant: [response assistant] 1294

person: [final response] 1295

Is the person who wrote this [happy or sad, extro- 1296

vert or introvert, agreeable or antagonistic, consci- 1297

entious or unconscientious, neurotic or emotionally 1298

stable, open to experiences or closed to experiences, 1299

economically left or economically right, socially 1300

libertarian or socially authoritarian, having a re- 1301

alistic occupation (i.e. pilot) or an investigative 1302

occupation (i.e. economist) or an artistic occupa- 1303

tion (i.e. actor) or a social occupation (i.e. nurse), 1304

or an enterprising occupation (i.e. CEO), or a con- 1305

ventional occupation (i.e. sales assistant)] 1306
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You **must** between one of the options. First1307

output this category, then generate a confi-1308

dence score, where 1 is Very unconfident, 21309

is unconfident, 3 is confident, 4 is very con-1310

fident. Use the following structured output1311

and fill in [category] and [confidence_score]:1312

choice:[category],confidence:[confidence_score]1313

D Model Checkpoints1314

For the different experiments we used the follow-1315

ing model checkpoints: meta-llama/Llama-3.2-3B-1316

Instruct, meta-llama/Llama-3.1-8B-Instruct, meta-1317

llama/Llama-3.3-70B-Instruct (Grattafiori et al.,1318

2024), mistralai/Ministral-8B-Instruct-24102, and1319

Qwen/Qwen2.5-32B-Instruct-GPTQ-Int8 (Team,1320

2024). For the LLM-evaluation, we used gpt-4o-1321

2024-08-06 (OpenAI et al., 2024). We ran our1322

experiments on H100 GPUs. All models were used1323

consistent with their intended use and in line with1324

their provided licenses. The temperature for all1325

experiments was set at 0.7.1326

E Characteristic-specific consistency1327

Figures 4, 5, 6, and 7 provide insights into1328

characteristic-specific consistency of Llama 3B,1329

Llama 8B, Llama 70B, and Ministral respectively.1330

F Model Comparisons1331

In this section we focus on the following research1332

question: Do consistency patterns differ across1333

model families and/or within a single model fam-1334

ily?1335

Consistency varies across model families and1336

within a model family it increases with model1337

size (RQ4). Figure 8 illustrates how consistency1338

varies across model families. For example, we1339

see that Ministral-8B has lower overall consistency1340

than Llama-3.1-8B despite similar model size. Ad-1341

ditionally, our results show that within a model1342

family, larger models tend to be more consistent1343

than smaller models. This is shown by the three1344

Llama models in the figure. This result aligns with1345

the finding from Serapio-García et al. (2023), show-1346

ing higher reliability and validity of synthetic LLM1347

personality for larger and instruction fine-tuned1348

models. Additional statistical analysis is reported1349

in Appendix G.1350

2https://mistral.ai/en/news/ministraux
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(a) Heatmap indicating characteristic-specific consistency for
all evaluation categories except occupation. A score of 1
favors the category name, 0 favors its opposite (e.g., agree-
ableness vs. antagonistic), and 0.5 indicates inconsistency.
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(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label.

Figure 4: These figures show how Llama-3B generally
follows the instructions and illustrate the spill-over ef-
fects, i.e. stereotypes and default personas. Columns
and rows represent assigned personas and evaluation cat-
egories respectively. Multi-component personas (e.g.,
political stance and personality) are grouped per compo-
nent and averaged scores across all personas containing
that component.
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(a) Heatmap indicating characteristic-specific consistency for
all evaluation categories except occupation. A score of 1
favors the category name, 0 favors its opposite (e.g., agree-
ableness vs. antagonistic), and 0.5 indicates inconsistency.
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(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label.

Figure 5: These figures show how Llama8B generally
follows the instructions and illustrate the spill-over ef-
fects, i.e. stereotypes and default personas. Columns
and rows represent assigned personas and evaluation cat-
egories respectively. Multi-component personas (e.g.,
political stance and personality) are grouped per compo-
nent and averaged scores across all personas containing
that component.
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(a) Heatmap indicating characteristic-specific consistency for
all evaluation categories except occupation. A score of 1
favors the category name, 0 favors its opposite (e.g., agree-
ableness vs. antagonistic), and 0.5 indicates inconsistency.
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(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label.

Figure 6: These figures show how Llama70B generally
follows the instructions and illustrate the spill-over ef-
fects, i.e. stereotypes and default personas. Columns
and rows represent assigned personas and evaluation cat-
egories respectively. Multi-component personas (e.g.,
political stance and personality) are grouped per compo-
nent and averaged scores across all personas containing
that component.
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(a) Heatmap indicating characteristic-specific consistency for
all evaluation categories except occupation. A score of 1
favors the category name, 0 favors its opposite (e.g., agree-
ableness vs. antagonistic), and 0.5 indicates inconsistency.
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(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label.

Figure 7: These figures show how Ministral generally
follows the instructions and illustrate the spill-over ef-
fects, i.e. stereotypes and default personas. Columns
and rows represent assigned personas and evaluation cat-
egories respectively. Multi-component personas (e.g.,
political stance and personality) are grouped per compo-
nent and averaged scores across all personas containing
that component.
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Figure 8: This figure highlights differences in entropy
depending on the model family and model size. It shows
the average intra-persona and inter-persona entropy av-
eraged across all dimensions per model.

Model Intra-Persona Inter-Persona

Llama 3B 1.70 1.70
Llama 8B 3.50 2.65

Llama 70B 3.55 3.85
Ministral 2.45 2.55

Qwen 3.80 4.25

Table 2: Rankings of the different models from the
Nemenyi test on a 95% confidence interval. The higher
the ranking, the more consistent the model.

Model Intra-Persona Inter-Persona

Survey 3.50 3.85
Essay 3.45 3.15

Social Media 4.10 4.25
Singlechat 1.55 1.20
Multichat 2.40 2.55

Table 3: Rankings of the different dimensions from the
Nemenyi test on a 95% confidence interval. The higher
the ranking, the more consistent the dimension.

G Statistical Analysis 1351

Additional statistical analysis was done on the re- 1352

sults for the model and dimension comparisons.We 1353

applied a one-sided Wilcoxon signed rank test with 1354

a confidence of 95%. For all models the intra- 1355

persona entropy is significantly lower than the inter- 1356

persona consistency (all p-values <0.01). Addition- 1357

ally, when applying the same test to the different 1358

dimensions, we find no statistical differences for 1359

the singlechat and multichat evaluation dimensions 1360

(p-values are 0.1012 and 0.0948 respectively) for 1361

the other dimensions we find statistical significant 1362

differences (p-values < 0.001). 1363

Furthermore, to identify a ranking among the dif- 1364

ferent experiments, we conducted a Friedman test 1365

to identify whether there are significant differences 1366

and followed this with a Nemenyi test, given that 1367

our result showed there are significant differences 1368

to include a ranking. Tables 2 and 3 show the rank- 1369

ings of the different models and dimensions. Qwen 1370

is in terms of inter-persona consistency only sta- 1371

tistically not different from Llama 70B and on the 1372

intra-persona consistency, only Llama 3B is statis- 1373

tically different both on a 95% confidence interval. 1374

For the different dimensions, we find statistical dif- 1375

ferences between survey, essay, and socialmedia 1376

on one hand and both singlechat and multichat for 1377

the intra-persona consistency on the other hand. 1378

For the inter-persona consistency, survey, essay, 1379

and socialmedia are significantly outperforming 1380

singlechat and only socialmedia post generation is 1381
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significantly outperforming multichat.1382

H Real-world Applicability1383

A last and additional research question we aim1384

to investigate is whether our framework can be1385

applied in realistic settings where personas do1386

not perfectly align with predefined categories.1387

To demonstrate the practical applicability of our1388

framework, we conduct evaluations using personas1389

from PersonaHub (Ge et al., 2024), where personas1390

do not neatly fit into predefined categories.1391

We assess consistency in a realistic scenario for1392

Qwen to illustrate the real-world applicability of1393

our framework using five randomly selected per-1394

sonas from the Personahub from Ge et al. (2024).1395

We chose Qwen as it provides representative results1396

for all models with an average correlation of 0.701397

on the first experiments. We used the following1398

five persona descriptions: (1) policy advisor: “a1399

policy advisor working on strategies to protect and1400

preserve endangered plant species”, (2) data scien-1401

tist: “a data scientist who leverages Apache Lucene1402

to build powerful search engines”, (3) music en-1403

thusiast: “a music enthusiast and fan of Bristol’s1404

underground scene.”, (4) human resource manager:1405

“a human resources manager responsible for as-1406

sisting foreign employees with their immigration1407

paperwork and visas”, and (5) middle-aged woman:1408

“a middle-aged woman who can’t understand the1409

appeal of tattoos”. We analyze the results in what1410

follows1411

Our framework offers real-world applicability1412

(RQ5). Table 4 shows that most persona prompts1413

cause spill-over effects increasing consistency in1414

certain characteristics, even when these character-1415

istics are never explicitly specified. Moreover, the1416

political stance and occupation are the hardest cat-1417

egories to consistently express. We also see that1418

the consistency depends on the assigned persona,1419

i.e., the middle-aged woman is overall less consis-1420

tent than the other personas. From Figure 9, we1421

derive the existence of stereotypes linked to the1422

assigned personas. For example, the data scientist1423

is more economically right-winged than the other1424

personas and the music enthusiast is the only ex-1425

trovert. Moreover, the default personas are again1426

shown, illustrating the tendency to provide happy,1427

agreeable, conscientious, emotionally stable, and1428

open answers. For many of the personas the occu-1429

pation is given, which is also reflected in the results.1430

Only the Human Resource Manager seems harder1431
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(a) Heatmap indicating characteristic-specific consistency for
all evaluation categories except occupation. A score of 1
favors the category name, 0 favors its opposite (e.g., agree-
ableness vs. antagonistic), and 0.5 indicates inconsistency.

Data scientist

Human

resources

manager Middle-aged

woman Music

enthusiast

Policy advisor

89.33% 42.17% 42.00% 97.92% 72.50%

Artistic Social Investigative Conventional

(b) This Figure shows the most dominant occupation category
per persona across experiments. Color intensity represents the
consistency score per label

Figure 9: Both figures illustrate the real-world applica-
bility of our framework showing characteristic-specific
consistency of Qwen for 5 personas from the Person-
ahub.

to consistently portray. Our findings illustrate how 1432

consistency per character is persona-dependent. 1433
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Evaluation Categories Persona Categories

Data Scientist Human Resource Manager Middle-aged woman Music enthusiast Policy advisor

Happiness 0.30± 0.41 0.23± 0.43 0.39± 0.54 0.18± 0.39 0.23± 0.43
Occupation 0.20± 0.19 0.51± 0.37 0.67± 0.36 0.06± 0.09 0.35± 0.21
Personality 0.14± 0.16 0.16± 0.15 0.27± 0.14 0.15± 0.16 0.13± 0.13
Political 0.77± 0.44 0.64± 0.49 0.67± 0.30 0.67± 0.43 0.72± 0.44

Table 4: Entropy scores and their standard deviations for Qwen for the five personas (columns) and characteristics
(rows); colors are the same in Table 1. Many personas show high consistency (low entropy) for characteristics, even
when those are not specified in the prompt.
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