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Abstract

Large-scale pre-trained models hold significant potential for learning universal
EEG representations. However, most existing methods, particularly autoregressive
(AR) frameworks, primarily rely on straightforward temporal sequencing of multi-
channel EEG data, which fails to capture the rich physiological characteristics
inherent to EEG signals. Moreover, their time-centered modeling approach also
limits the effective representation of the dynamic spatial topology of brain activity.
To address these challenges and fully exploit the potential of large-scale EEG
models, we propose a novel Topology Hierarchical Derived Brain Autoregressive
Modeling (THD-BAR) for EEG generic representations. The core innovation
of THD-BAR lies in the introduction of the Brain Topology Hierarchy (BTH),
which establishes a multi-scale spatial order for EEG channels. This hierarchical
structure enables a redefinition of autoregressive learning as a "next-scale-time
prediction” problem, effectively capturing both spatial and temporal dynamics.
Based on BTH, we design a Topology-Hierarchical Vector Quantized-Variational
Autoencoder (THVQ-VAE) for multi-scale tokenization and develop an enhanced
Brain Autoregressive (BAR) module with specialized masking strategies for pre-
diction. Through extensive large-scale pre-training on 17 datasets, followed by
rigorous validation on 10 downstream datasets spanning 5 distinct tasks, THD-BAR
consistently outperforms existing methods. These results highlight the superior
generalization and modeling capabilities of our proposed approach. Our code is
available at https://github. com/thdbar/THD-BAR,.
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Electroencephalography (EEG) is a fundamental tool in Brain-
Computer Interfaces (BCIs) due to its non-invasive nature, rel-
atively low cost, and high temporal resolution [1]. EEG-based
BCI technologies demonstrate significant potential across di-
verse applications, including emotion recognition, motor im-
agery classification, mental workload assessment, sleep stage
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Figure 2: Conceptual comparison of autoregressive prediction strategies.

Recent advancements in artificial intelligence have opened new opportunities for EEG analysis.
Specifically, motivated by the transformative success of large-scale pre-training techniques in natural
language processing (e.g., autoregressive (AR) frameworks like GPT [2]]) and computer vision (e.g.,
MAE [3]]), the field is increasingly adopting similar strategies for EEG analysis. Initial efforts
focused on tackling superficial data heterogeneity, such as inconsistent electrode configurations and
sampling rates. Models such as MMM [4], LaBraM [5]], and NeuroLM [6] among others [7H13]]
employed techniques like masked autoencoding, advanced tokenization, and AR architectures to
improve robustness to these variations. While these advancements, particularly the adoption of AR
frameworks [6} 18, 9], have improved robustness to superficial data heterogeneity, they encounter a
more fundamental challenge: defining a sequence order for EEG that truly reflects brain dynamics.
Current AR models typically emulate language processing by arranging multi-channel EEG data
temporally and performing "next-time prediction” (Figure [2] (b)). However, this temporal-centric
ordering struggles to adequately capture the inherent variability of brain activity. Neural activation
patterns and their corresponding spatial topology on the scalp dynamically shift depending on the
underlying cognitive task (e.g., processing visual stimuli versus experiencing emotions) [14]]. This
task-dependent spatial variability represents a deeper layer of heterogeneity that a purely temporal
sequence fails to effectively address. Consequently, even sophisticated AR models are limited in their
ability to model fundamental shifts in spatial brain dynamics, hindering the development of truly
universal and generalizable EEG representations.

Given these limitations of current AR approaches, which struggle to model dynamic spatial topologies
due to their predominantly temporal order assumption, a fundamental rethinking is necessary. This
raises a crucial question: How can we define the spatial order for EEG signals? Inspired by
hierarchical information processing in human perception and vision modeling (e.g., VAR [[13]]), we
propose a novel concept called the Brain Topology Hierarchy (BTH), which establishes a nested
"whole brain - brain region - channel" relationship grounded in physiological structure, thereby
defining our proposed spatial order. Based on this hierarchy, we redefine AR learning for EEG
as "next-scale-time prediction" (Figure [2](c)), and design a novel Topology Hierarchical Derived
Brain Autoregressive Modeling (THD-BAR) framework, facilitating the simultaneous modeling
of dependencies across both spatial scales and temporal sequences. The THD-BAR framework is
realized through several key components working in synergy: First, the BTH itself provides the
foundational multi-scale mapping hierarchy, structuring the spatial context for EEG analysis. Second,
to effectively capture the deep hierarchical features of EEG signals, we introduce the Topology-
Hierarchical Vector Quantized-Variational Autoencoder (THVQ-VAE), which tokenizes EEG signals
into discrete hierarchical representations by incorporating a modified multi-scale quantization layer
into the standard VQ-VAE. Third, these multi-scale tokens generated by THVQ-VAE are then
flattened according to a defined spatio-temporal order (hierarchically in space, then sequentially in
time), preparing them for the autoregressive model. Fourth, the "next-scale-time prediction” strategy
is performed by our Brain Autoregressive (BAR) module, which is an enhanced AR architecture
integrating both scale-wise and time-wise masking. To evaluate the effectiveness of THD-BAR, we
pre-train on a large-scale dataset comprising 17 EEG tasks to learn universal representations. We then
assess its generalization by fine-tuning on 10 downstream datasets covering 5 major EEG applications.
Experimental results show that our proposed method significantly outperforms existing approaches
across diverse EEG tasks. Our contributions are listed below:

* We propose THD-BAR framework, a generic foundation model for EEG generic representation
learning. Pre-trained on 17 diverse datasets, it captures complex spatio-temporal dynamics,
yielding significant performance on various downstream tasks over existing methods.



* We introduce the BTH, which establishes a "whole brain - brain region - channel" relationship
grounded in physiological structure. Building on this hierarchy, we develop the THVQ-VAE to
generate discrete, multi-scale quantized tokens.

e A nested "next-scale-time prediction” strategy is employed for pre-training. This strategy
compels the BAR module to learn complex spatio-temporal dependencies by predicting tokens
hierarchically across scales within each time step before progressing to the next time step, thus
modeling both intra-time hierarchical relationships and inter-time dynamics.

2 Method

In this section, we detail the comprehensive framework of THD-BAR. We begin by constructing
a BTH based on the location of channels and the function of brain regions. Following this, the
model development involves three key stages (as depicted in Figure[3): (1) training an THVQ-VAE
as a specialized neural tokenizer to generate tokens; (2) pre-training our BAR model using these
tokens with a novel autoregressive strategy; (3) fine-tuning the pre-trained BAR model on diverse
downstream EEG tasks.
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Figure 3: The three-stage pipeline of the THD-BAR framework. (1) An THVQ-VAE tokenizes unlabeled EEG
data. (2) The BAR model undergoes autoregressive pre-training using these tokens. (3) The pre-trained BAR
model is fine-tuned for specific downstream tasks with labeled data.

2.1 Brain Topology Hierarchy

Electroencephalography (EEG) signals inherently capture brain activity across multiple spatial
scales. However, the non-uniform distribution of EEG electrodes poses a challenge in defining a
structured hierarchy for analysis. To address this, we propose the Brain Topology Hierarchy (BTH),
a framework that imposes a multi-scale spatial order on EEG channels, enabling a more nuanced
modeling of brain activity. The BTH is conceptually constructed by referencing standard electrode
placement systems (e.g., the 10-10 system) and grouping channels based on principles such as spatial
proximity and their association with underlying brain regions [16]]. This process establishes a series of
progressively finer topological scales, ranging from a holistic representation of the entire brain scalp
at the coarsest level, through intermediate groupings corresponding to broad brain regions, down to
near-individual channel resolution at its most granular stages [14]. An exemplary implementation,
utilized in our experiments, employs a specific number of distinct scales (e.g., five scales, S1 through
S5, progressing from whole-brain to individual channels). A detailed description of the specific
five-scale configuration used in our work, including the rationale for channel groupings at each level,
is provided in Appendix [D| Within this hierarchical structure, we denote the channel grouping at a
specific scale s as chg. Specifically, chg refers to the finest scale, representing the original individual
channel resolution. By establishing this BTH, we provide a structured framework for analyzing
the spatial distribution of brain activity. This hierarchical organization is crucial for our model to
learn dependencies and representations not just across time, but also across different physiologically
relevant spatial scales, from global patterns to fine-grained local activity.

2.2 Neural Tokenizer Training

To transform continuous EEG signals into a sequence of discrete, hierarchically structured tokens,
we train our proposed THVQ-VAE as a specialized neural tokenizer. The training process begins
with preparing the input EEG data: Given arbitrary EEG signals EEG € RV*L where N represents
the number of channels and L denotes the length of the signal, we consider an EEG sample as
EEG sqmple € RN*W where W is the window size. This leads to a total of L%J samples for each
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Figure 4: Topology-Hierarchical Vector Quantized-Variational Autoencoder (THVQ-VAE).

signal segment. Then, we segment the EEG samples along temporal domain into non-overlapping
patches eeg € RN*TXP where P represents the patch size, and T is the number of patches,
calculated as T' = LW

P

Preliminary: Vector Quantized-Variational Autoencoder. A vector quantized-variational autoen-
coder (VQ-VAE), as described in works such as [5,16], is commonly applied to encode EEG signal
eeg € RV*XT*P into EEG feature maps f € RY*TXC where C is the dimension of the learned
feature representation for each patch. These feature maps f are then quantized into discrete tokens

q € [VIN*T | dequantized discrete tokens ¢ back into quantized feature maps f € RN*T*C and

finally decode the quantized feature maps f into reconstructed EEG signal eeg € RV*T>*F The
complete process is as follows:

f:g(eeg)a q= Q(f)> f:DQ(qu)7 eég:D(f)’ (D
where £(-) denotes an encoder, Q(-) a quantizer, DQ(-) a dequantizer and D(-) a decoder. Both
the quantizer and dequantizer typically share a learnable codebook Z € RY >, which contains V/
code vectors. The quantization process ¢ = Q(f) will map each feature vector f(™?) to the code
index ¢(™?) of its nearest code in the Euclidean sense, and dequantization process f =DO(Z,q)
will lookup quantization feature vector f of the code index ¢(™*) from codebook Z:

¢ = arg m[i‘r/l] Hlookup(Z, v) — fud 8 = lookup(Z, ¢™1), )
ve

2
where lookup(Z, v) refers to selecting the v-th vector from codebook Z. Following the approach
in [6], we predict both the original signals and the frequency magnitude of EEG signals. The
Discrete Fourier Transformer (DFT) is applied to transformer each EEG patch eeg(™? into their
corresponding frequency patch fre(™*) | using Euler’s formula. A frequency decoder is employed

~ (n,t 7 .. . .
to decode reconstructed frequency patch fre( ) D(f). Additionally, as in [6], we introduce a
domain classifier C' to predict whether the embeddings are from EEG or text. Finally, a compound
loss £ is minimized:

L =|leeg — eég||§ + Hfre — f}eHz + Hf - sz + /\Zdi log C(f), 3)

where d; denotes the label from either the EEG or text domain, while A\ =
scaling factor that smoothly transitions from O to 1 as the step progresses.

2
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Topology-Hierarchical Vector Quantized-Variational Autoencoder. As shown in Figure i} we
design a THVQ-VAE to encode EEG into multi-scale discrete token maps R = (ry,7r2,...,7s),
which are essential for our BAR. Building upon [6], our architecture incorporates modified multi-
scale vector quantization and dequantization. These modifications leverage downscale operations to
aggregate features from finer to coarser scales during quantization, and upscale operations to distribute
features from coarser to finer scales during dequantization. These multi-scale procedures, which
include residual designs on f or f with S extra convolution layers {¢,}5_; applied to the upscaled
quantized feature vectors z, (at the finest scale chg) for refinement, are detailed in Algorlthm [
and Algorithm[2] A shared codebook Z is employed across all scales to ensure that each r,’s tokens
belong to the same vocabulary [V]. Once fully trained, the autoencoder {&, Q, DQ, D} is frozen to
tokenize EEG data for subsequent unidirectional autoregressive model training.
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Algorithm 1 : THVQ-VAE Encoding and Quantization Algorithm 2 : THVQ-VAE Dequantization and Decoding

RNXTXP. Inputs: multi-scale token maps R;
; Hyperparameters: scales S, multi-scale channel

hierarchy (chs)5_1;

1: Inputs: EEG signal eeg €
2: Hyperparameters: scales .S, multi-scale channel
hierarchy (chs)5_1;

DO

3: f =E&(eeg) € RV*XTXC R —1]; 33 f=0;

4: f = reshape(f,(N = T,C)); 4: fors=1,...,5do
5:fors=1,...,5do 5: 75 = queue_pop(R);

6: rs = Q(downscale(f, chs, chs)); 6: zs =DQ(Z,74);

7: R = queue_push(R, rs); 7 Zs = Ppscale(zs, chs, chs);

8: zs = lookup(Z,rs); 8: f=Ff+ds(zs);

9: zs = upscale(zs, chs, chs); 9: end for

10: F=1—¢s(zs); 10: f = reshape(f,(N,T,C));

11: end for; 11: eégzp(f);

12: return multi-scale tokens R; 12: return reconstructed EEG signals eég;

2.3 Brain Autoregressive Pre-training

Preliminary: Autoregressive Modeling via Next-Time Prediction. Consider discrete token maps
¢! = {¢™|n = 1,2, ..., N} of the VQ-VAE, where each ¢(™*) € [V']is an integer from a vocabulary
of size V. The "next-time" autoregressive model assumes that the probability of observing the current
token ¢’ depends on its prefix (¢', ¢?, ..., ¢"~1). This unidirectional token dependency enables the
factorization of the sequence likelihood of g:

T
P, ¢% ... d") =[P | ¢" - d") )
t=1

The "next-time prediction" means training the autoregressive model Py through optimizing
P(q'lq%, ¢, ...,q" 1) over datasets. During the implementation, we define time-wise mask that
allows each EEG token to attend to tokens of all channels at the previous 1 ~ (¢ — 1) times.

Autoregressive Modeling via Next-Scale-Time Prediction. Consider multi-scale discrete token
maps ¢' = {rt|s =1,2,..., S}, where each element of r! is an integer from a vocabulary of size V.
Our BAR module, as shown in Figure[5] employs a "next-scale-time prediction” strategy and assumes
that the probability of observing the current token r! depends on its prefix (¢!, ¢?,...,¢'~1) and
(rt,rt, ...,rt_). This causal token dependency enables the factorization of the sequence likelihood
of ¢:

S _
P(q* q% o dD) =TI 1, PO g 62, s gttt ) (5)

1~ (t—1) times 1~(s—1) scales
The "next-scale-time prediction" means training the autoregressive model Py through optimizing
P(rt|qt, q2, ..., ¢t~ vt rk, .. vt ) over datasets. During the implementation, we define scale-time-
wise mask that allows each EEG token to attend to tokens of all scales at the previous 1 ~ (¢t — 1)
times and tokens of 1 ~ (s — 1) scales at current ¢ time.




2.4 Multi-task Instruction Fine-tuning

We employ joint multi-task instruction fine-tuning to handle various EEG downstream datasets,
adopting a fine-tuning strategy similar to that used in [6]]. The specific design of instructions for each
dataset is detailed in Appendix[F] EEG and text data are concatenated using a special token, [SEP], to
distinguish between the two modalities. The loss is computed based on the answer portion of the text,
which corresponds to the classification result. Let prom represent the instruction prompt and ¢ the
answer to the instruction. Let L denote the sequence length of ¢*. This procedure can be expressed as

follows:
L

p(t*|prom) = Hp(t?\prom,tf?ﬁ, (6)

i=1
where t°_; represents the answer tokens that occur before the current prediction token ¢

3 Datasets and Implementation Details

3.1 Datasets

The THD-BAR framework is evaluated through a two-stage process: pre-training and subsequent
fine-tuning on downstream tasks. For pre-training our THVQ-VAE tokenizer and BAR module, we
utilize a comprehensive corpus of 17 diverse EEG datasets, which are detailed in Appendix [B] To
comprehensively assess the generalization capabilities of the pre-trained THD-BAR framework, we
then employ 10 distinct EEG datasets for fine-tuning and evaluation across 5 major downstream tasks,
summarized in Table E} These five downstream task categories are: emotion recognition (DEAP[17]],
SEED[18]), motor imagery recognition (MIBCI[19], BCIC4-1]20]), mental workload recognition
(EEGMat[21]], STEW[22]), sleeping stage recognition (EDF[23]], HMC[24]]), and epilepsy recognition
(TUABJ25]], TUEV[23I]). Further descriptions and processing details for these downstream datasets
are available in Appendix [C]

Table 1: Summary of EEG datasets used in downstream tasks.

Task Dataset Rate Subject Electrode Sample Time Class
Emotion DEAP 128Hz 32 32 19.2k 60s 4
Recognition SEED 1000Hz 15 62 36.2k 4s 3
Motor Imagery = MIBCI 512Hz 52 64 10.5k 7s 2
Recognition BCIC4-1 100Hz 7 38 1.4k 8s 2
Mental Workload EEGMat  500Hz 34 19 1.0k 60s 2
Recognition STEW 128Hz 45 14 3.3k 4s 3
Sleeping Stage ~ EDF 100Hz 78 2 19.5k - 5
Recognition HMC 256Hz 151 4 22.6k 30s 5
Epilepsy TUAB 256Hz 2383 23 409.5k 10s 2
Recognition TUEV 256Hz 370 23 112.5k 5s 6

3.2 Implementation Details

Data Preprocessing. Due to variations in data collection equipment, sampling parameters, and noise
interference, we used essential preprocessing steps. A band-pass filter with cutoff frequencies of
0.1 Hz and 75 Hz is applied to remove low and high-frequency noise, while a 50/60 Hz notch filter
is employed to eliminate power-line interference. All EEG signals are sampled to 200 Hz, and the
interquartile range (IQR) is used for robust scaling to reduce the outlier influence and ensure stable
data normalization.

Model Configurations. The implementation of the encoder and decoder in THVQ-VAE adopts the
vanilla Transformer [26] following LaBraM [3]] and NeuroLM [6]. We predict both EEG signals and
their frequency magnitude using two identical decoders. BAR module adopts GPT-2 series as large
language model, which is compatible with any causal LLM. We have developed three architecture
configurations: THD-BAR-Base, THD-BAR-Large, THD-BAR-Huge, which have 124M, 354M,
1555M parameters, respectively. The patch size P and window size W are set to 200 and 1024.
Sequences shorter than 1024 are padded with zeros to reach this length during tokenizer training and
autoregressive pre-training, with attention values for the padding masked.



Table 2: Comparative performance (balanced accuracy %) and model parameters on emotion recognition and
motor imagery tasks. "General Model?" indicates if the model is pre-trained for general representations, and
"Multi-Task?" indicates if it’s designed for or evaluated on multiple tasks. Best results are in bold.

General Multi- Model Emotion Motor Imagery
Model? Task? Parameter DEAP SEED MIBCI  BCIC4-1

Methods Year

EEGNet [27] 2018 X X - 352494 69.3+2.1 63.3+7.2 51.9+£15
TSception [28] 2020 X X - 343+£8.1 68.6+1.3 614465 522+1.6
LGGNet [29] 2024 X X - 33.5+£8.5 69.5+1.4 56.7+3.7 50.0+0.4
BIOT [7] 2023 v X 3.2M 352489 71.0£0.2 532420 51.1+0.5
LaBraM [5] 2024 4 X 5.8M 343499 73.2+£0.2 50.5+1.1 50.3+04
EEGPT [8] 2024 v v 1.46M 41.4+£2.7 - 62.2+2.8 56.9£1.6
NeuroLM [6] 2024 v v 254M 40.1£14 70.24+03 62.1£2.6 57.1£1.8
THD-BAR-Base 2025 v v 124M 423+1.2 7354+03 629+14 57.5+£0.9
THD-BAR-Large 2025 v v 354M 43.6£1.6 734404 63.3£1.7 58.1£1.2
THD-BAR-Huge 2025 v v 1555M 439+1.7 73.9+03 63.6+1.8 58.9+1.5

Table 3: Comparative Performance (balanced accuracy %) on Mental Workload, Sleep Staging, and Epilepsy
Detection Tasks. Best results are in bold.

Methods General Multi- Mental Workload Sleeping Stage Epilepsy
Model? Task? EEGMat STEW EDF HMC TUAB TUEV

EEGNet [27] X X 60.0+£8.7 52.3+17.6 84.0+44 545487 763+1.5 53.5+02
TSception [28] X X 50.3+£1.2 63.8+13.0 68.6+4.5 364498 743+42 513404
LGGNet [29] X X 50.2£1.1 46.7£12.5 68.6+4.5 17.049.5 75.5+3.1 52.840.3
BIOT [7] v X 50.2£1.1 51.3£119 69.4+4.6 63.0£1.1 79.6+£0.6 52.840.3
LaBraM [5] v X 50.4£1.3 52.5+124 69.3+3.8 68.1+£0.7 81.4+0.2 64.1£0.7
EEGPT [8] v 4 66.0+£8.6 63.2+£10.6 852434 65.5+4.0 - -
NeuroLM [6] v 4 65.7+£7.5 593458 853+3.7 67.4+45.6 783+0.5 45.6+0.6
THD-BAR-Base v v 66.5+6.2  62.1+6.7 855+4.6 68.0+3.5 81.9+04 64.3+£0.2
THD-BAR-Large v v 66.4+7.1 624+75 85.7+4.7 68.0+3.2 82.0+0.3 64.9+0.3
THD-BAR-Huge v v 67.1+£5.8 629+79 857144 68.4+43 822404 65.3+05

Training Settings. All experiments are conducted using Python 3.12.9, Pytorch 2.5.0, and CUDA
12.2 on a system equipped with 8 NVIDIA L40s-48G GPUs. Further experimental configuration
details are available in Appendix [E]

4 Experimental Results

4.1 Comparative Study

We conducted comprehensive evaluation experiments for our THD-BAR framework on 10 down-
stream EEG datasets, encompassing 5 diverse tasks. As shown in Table [2]and Table 3] our proposed
THD-BAR models consistently demonstrate superior performance, outperforming both multi-task
and single-task baselines across 9 of the 10 evaluated downstream EEG datasets. This highlights
THD-BAR as a highly competitive method, often surpassing state-of-the-art approaches across a
variety of EEG tasks. Notably, compared to the multi-task baseline NeuroLM [6], our THD-BAR-
Base model achieves improved balanced accuracy across all evaluated datasets, especially achieving
significant balanced accuracy improvements of 2.2% on DEAP and 3.3% on SEED, highlighting the
advancements THD-BAR brings to existing AR capabilities. Our models perform slightly worse than
EEGPT [8] on the STEW dataset. This can be attributed to EEGPT benefiting from both pre-training
and fine-tuning on the STEW dataset, whereas our approach was only fine-tuned on STEW after
general pre-training. Overall, the results demonstrate that THD-BAR is a highly competitive method.
Furthermore, our experiments consistently show that increasing the number of parameters within the
THD-BAR architecture (from Base to Large to Huge) generally leads to improved performance.

4.2 Ablation Study

Multi-scale ablation. To validate the necessity of our multi-scale design and identify optimal
BTH scale utilization, we conducted an ablation study examining the impact of various scale
combinations. We evaluated the performance of the THVQ-VAE tokenizer and the BAR model
across 9 distinct scale configurations (O1 to Og). Figure [0] displays the BTH scales (S1 to Ss)



for each configuration (O7 to Og) (center), and the corre-
sponding THVQ-VAE (PCC, Loss; top) and BAR module
(ACC, Loss; bottom) performance, where configuration
Os is optimal for both. These results consistently indi-
cate that configuration Os, which incorporates all scales
from S; to Ss, yields the optimal performance for both
the THVQ-VAE and BAR under the evaluated metrics.
Comparing configurations using only single scales (e.g.,
O1 using only the coarsest scale Sy, or Og using only the
finest scale S5) resulted in significantly lower performance
than configurations using multiple scales, suggesting that
relying on a single granularity level fails to capture the
full complexity of EEG signals that a multi-scale repre-
sentation can provide. This highlights that the integration
of information across the full spectrum of defined scales,
as achieved in configuration Os, is crucial for achieving
optimal performance in both the tokenization and autore-
gressive modeling stages.

Mask design ablation. To determine the optimal masking
strategy for our "next-scale-time prediction" within the
THD-BAR framework, we examined three mask variants
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Figure 6: Performance comparison of THVQ-
VAE and BAR across different multi-scale
configurations.

, as illustrated in Figure [/|(a-c): Scale-

wise Mask conceals all tokens from other time steps and finer-scale tokens within the current time
step, compelling prediction based only on revealed coarser-scale tokens within that same time step.
Time-wise Mask enforces strict temporal causality by concealing tokens from all future time steps,
prompting the model to primarily learn from tokens in previous time steps. Scale-Time-wise Mask
implements our full "next-scale-time prediction" strategy by combining scale-wise spatial prediction
within the current time step and masking all future time steps. The results, presented in Figure
(d-f), demonstrate that the mask design significantly impacts autoregressive modeling, with the
Scale-Time-wise mask yielding the best overall performance. This suggests that our proposed
nested "next-scale-time prediction"” strategy is effective for learning the complex spatio-temporal

dependencies inherent in EEG data.
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4.3 Visualization Study

In Figure[§](a), we visualize the PCC, temporal domain loss, and frequency domain loss during neural
tokenizer training. Our comparison between THVQ-VAE and VQ-VAE used in NeuroLM [6] shows
that the PCC improved by over 8%. Additionally, Figure [§] (b) illustrates the accuracy, loss, and
validation perplexity of brain autoregressive pre-training. Generally, larger models tend to achieve
lower loss and perplexity.

To validate the spatio-temporal feature extraction capabilities of our framework, Figure 0] visualizes
THVQ-VAE’s ability to capture the dynamic evolution of brain activity patterns across consecutive
time steps (f,,,—1 to t,,2) for representative samples from the MIBCI and SEED datasets. THVQ-
VAE’s reconstructions more faithfully mirror the temporal progression and transformation of spatial
topographies compared to the baseline VQ-VAE. This superior correspondence in evolving patterns
suggests our method extracts more comprehensive spatio-temporal features, effectively representing
the underlying dynamic characteristics of EEG signals. More visualization results can be found

in Appendix

5 Conclusion

This paper proposes THD-BAR, a novel autoregressive framework for EEG signals based on "next-
scale-time prediction". We first established a BTH, rooted in physiological principles. Subsequently, a
THVQ-VAE encodes EEG signals into BTH-aligned multi-scale discrete tokens. THD-BAR leverages



a "scale-time-wise mask" to facilitate spatio-temporal prediction. After pre-training on 17 datasets
and validating on 10 downstream datasets across 5 tasks, our proposed method demonstrated superior
performance and generalization. Unlike conventional "next-token prediction" approaches, THD-BAR
significantly improves spatial feature modeling while maintaining robust temporal dynamics. This
hierarchical framework presents new perspectives for BCI research, and the open-source code is
intended to support further EEG foundation model development.
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A Related Work

The pursuit of generalizable representations from Electroencephalography (EEG) has spurred significant research
into large-scale pre-training, drawing inspiration from successes in other domains. This section elaborates on
the evolution of these efforts and the specific challenges that persist, particularly concerning the modeling of
EEG’s inherent spatio-temporal complexity. Early large-scale EEG models primarily focused on mitigating
superficial data inconsistencies. For instance, MMM[4]] pioneered techniques to handle variable electrode
configurations by employing a masked autoencoder with region-wise tokenization, aiming to learn robust
spatial features irrespective of specific montage details. This work highlighted the importance of addressing
spatial heterogeneity directly in the pre-training phase. Subsequent research broadened the scope, incorporating
architectural innovations and more sophisticated pre-training objectives. BIOT][7], for example, introduced a
versatile tokenization scheme to adapt biosignals of varying lengths and types into a unified "sentence-like"
structure, facilitating cross-task learning. LaBraM[J5]] advanced the application of Masked Autoencoders (MAE)
by focusing on spectral prediction in the quantized space, tokenizing raw EEG through vector-quantized
representations of their frequency content. This line of work underscored the potential of self-supervision in
learning meaningful EEG features without explicit labels. The development of autoregressive (AR) models
marked another significant step. NeuroLM[6] scaled up model capacity substantially by adopting a GPT-
2[2] series architecture and introduced multi-modal alignment with text, enhancing the model’s ability to
generalize across a wider array of EEG tasks. Concurrently, EEGPT[8]] explored dual-alignment strategies
within self-supervised frameworks, combining spatio-temporal representation alignment with mask-based signal
reconstruction to improve feature quality and training stability. These AR-based approaches demonstrated
impressive capabilities in learning from large unlabeled EEG corpora. Despite these advancements in handling
input variability, integrating modalities, and scaling model size, a fundamental aspect often remains under-
explored in existing AR frameworks: the optimal sequential representation of multi-channel EEG that respects
its underlying physiological organization. While powerful, the predominant "next-time prediction" paradigm,
where multi-channel data is typically processed as a sequence of temporal snapshots, does not inherently account
for the brain’s hierarchical topological structure or the dynamic, multi-scale interactions across different brain
regions. Capturing these intricate spatio-temporal dependencies—how activity at different spatial granularities
co-evolves and influences future states across both scales and time—presents an ongoing challenge. This nuanced
requirement for a more physiologically-grounded sequential ordering forms the primary motivation for exploring
novel hierarchical autoregressive approaches, such as the one proposed in this work.

B Pre-training Dataset Description
The comprehensive description of the 17 datasets utilized for pre-training in our study is as follows:

e SEED-1IV [30]: This dataset includes 15 subjects, with EEG signals recorded using the ESI NeuroScan
system with 62 channels at a sampling rate of 1000 Hz. SEED-IV included four categories: happy, sad,
fear, and neutral, totaling 8.43 hours.

e SEED-V [31]: Including 15 subjects, this dataset was collected using the same setup as SEED-V (62
channels, 1000 Hz, ESI NeuroScan system). SEED-V expanded categories to five distinct emotions: happy,
sad, fear, disgust and neutral, totaling 41.55 hours.

* SEED-GER [32]: This dataset contains EEG recordings from 8 German subjects who viewed emotionally
charged video stimuli. EEG data were collected using the ESI NeuroScan system, with emotions classified
as positive, negative, and neutral, totaling 25.92 hours.

* SEED-FRA [32]: EEG signals from 8 French participants were recorded using the same methodology
as SEED-GER. While watching emotion-related videos, subjects’ EEG data were captured via the ESI
NeuroScan system, with emotions categorized into positive, negative, and neutral, totaling 25.48 hours.

¢ EmoBrain [33]]: This multimodal emotion dataset consists of EEG recordings from 16 participants,
captured with 64 channels at 1024 Hz using the Biosemi Active 2 system. Emotional stimuli were derived
from a selected subset of the IAPS dataset, totaling 4.94 hours.

¢ Grasp and Lift EEG Challenge [34]]: The dataset contains EEG signals (32 channels, 500 Hz) from 12
subjects engaged in grasp-and-lift (GAL) trials. EEG recordings were acquired using a BrainAmp EEG
signal amplifier, totaling 11.72 hours.

Inria BCI Challenge [19]: A dataset focusing on P300-based spelling, featuring EEG signals (56 channels,
600 Hz) collected from 26 individuals. EEG data were recorded using Ag/AgCl EEG sensors with a
VSM-CTF compatible system, totaling 29.98 hours.

* EEG Motor Movement/Imagery Dataset [35]]: This dataset includes motor imagery EEG recordings from
109 volunteers using 64 channels at 160 Hz. The experiment involved baseline tasks (eyes open/closed),
motor movements, and imagery tasks (both fists or both feet), recorded with the BCI2000 system, totaling
47.3 hours.
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* Raw EEG Data [36]: EEG signals from a categorization task, recorded at 64 channels with a 256
Hz sampling rate. The dataset includes data from an Information-Integration categorization task and a
multidimensional Rule-Based categorization task, totaling 34.35 hours.

* Resting State EEG Data [37]: EEG data from 22 participants, who engaged in an 8-minute resting task (4
minutes with eyes closed, 4 minutes with eyes open). The data were recorded with 64 EEG channels at 256
Hz, using BioSemi caps or freestanding Ag/AgCl electrodes, totaling 3.04 hours.

¢ Siena Scalp EEG Database [38]: EEG recordings from 14 patients, collected using EB Neuro and Natus
Quantum LTM amplifiers with reusable silver/gold cup electrodes. The dataset consists of 31-channel
recordings at 512 Hz, totaling 30.47 hours.

» SPIS Resting State Dataset [39]: This dataset features EEG recordings from 10 individuals, captured with
64 channels at 2048 Hz. Participants completed 2.5-minute eyes-closed and eyes-open sessions before
engaging in a 105-minute Sustained Attention to Response Task (fixed-sequence with varying ISIs), totaling
0.83 hours.

* Target Versus Non-Target [40]: EEG recordings from 50 participants playing Brain Invaders, a visual
P300 brain-computer interface game employing an oddball paradigm with adaptive Riemannian geometry
and no calibration requirement. EEG signals were collected from 32 channels at 512 Hz using a g.USBamp
amplifier and g GAMMAcap, totaling 16 hours.

* TUAR [41]: A dataset consisting of EEG recordings annotated with five types of artifacts, recorded with
23 channels at 256 Hz, totaling 92.22 hours.

* TUEP [42]: This dataset contains EEG recordings from 200 participants—100 diagnosed with epilepsy and
100 without. Data were verified by a certified neurologist, with recordings captured using 19-23 channels at
256 Hz, totaling 591.22 hours.

e TUSZ [43]: A manually annotated EEG dataset for seizure detection, including precise start and stop times,
affected channels, and seizure classifications. EEG recordings were obtained using 19-23 channels at 256
Hz, totaling 1138.53 hours.

* TUSL [44]: EEG recordings annotated for slowing events, using 23 channels at 256 Hz. This dataset has
been employed in research on common errors in automated seizure detection, totaling 20.59 hours.

C Multi-task Dataset Description

The comprehensive description of the 10 datasets utilized for multi-task instruction fine-tuning in our study is as
follows:

* DEAP [17]: This dataset is an emotion recognition dataset with 32-channel EEG recordings from 32
participants at 128 Hz. Emotions are classified into four categories based on high/low valence and arousal.

* SEED [18]: This dataset comprises EEG recordings from 15 participants, captured using the ESI NeuroScan
system with 62 channels at a 1000 Hz sampling rate. Participants watched emotion-related videos to induce
three emotional states: positive, negative, and neutral.

* MIBCI [19]: MIBCI is a motor imagery EEG dataset with 64-channel recordings from 52 participants,
sampled at 512 Hz. It supports binary classification based on motor imagery of the left and right hands.

¢ BCIC4-1 [20]: A motor imagery EEG dataset featuring recordings from seven individuals. EEG data were
collected via BrainAmp MR plus amplifiers and Ag/AgCl electrode caps, with 59 EEG channels at 1000
Hz sampling rate. The study included motor imagery tasks for the left hand, right hand, foot, and an idle
state, totaling 8.21 hours.

« EEGMat [21]]: EEGMat is a mental workload dataset featuring 23-channel EEG recordings from 36
participants, sampled at 500 Hz. It includes two states: rest and task performance, supporting a binary
classification for mental workload detection.

* STEW [22]: STEW includes 14-channel EEG data recorded at 128 Hz from 45 participants. It covers three
levels of mental workload: low, medium, and high. This allows for a three-class classification task to detect
mental workload based on EEG signals.

« EDF [23]: This dataset is a sleep stage classification dataset with 2-channel EEG recordings from 78
participants, sampled at 100 Hz. It includes five sleep stages: wake, N1, N2, N3, and movement, supporting
a five-class classification task.

e HMC [24]: This dataset is a 4-channel EEG dataset for automatic sleep stage classification, recorded at 256
Hz from 151 participants. It covers five sleep stages: wake, N1, N2, N3, and REM, supporting a five-class
classification task.
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* TUAB [25]: This dataset is a 32-channel EEG dataset for epilepsy abnormality detection, sampled at 256
Hz. It consists of 10-second segments and supports binary classification of clinically normal and abnormal
signals.

* TUEV [25]: This dataset is EEG dataset for event type classification, sampled at 256 Hz. It consists of
5-second segments and supports six-class classification, covering periodic lateralized epileptiform discharge,
generalized periodic epileptiform discharge, spike/sharp wave discharges, artifacts, eye movement, and
background.

D Brain Topology Hierarchy

This appendix provides further details on the Brain Topology Hierarchy (BTH) introduced in Section [2] (specifi-
cally, subsection 2.1), with a focus on the exemplary 5-scale configuration illustrated in Figure@ and utilized
throughout our experiments. The BTH is designed to provide a structured, multi-scale spatial ordering for EEG
channels, moving from global brain representations to individual channel details.

The 5-scale BTH depicted in Figure[I0]is constructed as follows:

¢ Scale S1 (Whole Brain): This represents the coarsest level of the hierarchy. At S1, all EEG channels are
considered as a single unit, providing a global representation of overall brain activity. This scale allows the
model to capture widespread, synchronous neural events or global brain state features.

¢ Scale S2 (Major Brain Regions): At S2, the brain is parcellated into a few broad regions. These regions are
typically defined based on the spatial proximity of channels and often align with general anatomical divisions.
For example, common groupings might approximate anterior (frontal), central (parietal/sensorimotor), and
posterior (occipital/temporal-parietal) areas. This level enables the modeling of large-scale inter-regional
interactions and broader functional specializations. In our specific implementation shown, S2 divides the
channels into three primary horizontal bands reflecting these coarse regional distinctions.

* Scale S3 (Sub-regions): Scale S3 further refines the broad regions defined in S2 into smaller, more
localized zones. Each major region from S2 is subdivided, allowing for a more granular analysis of brain
activity. For instance, an anterior region might be split into left-frontal, mid-frontal, and right-frontal
sub-regions. This level helps in capturing more specific regional activations and their interplay. Figure[T0]
illustrates this further parcellation.

* Scale S4 (Channel Clusters): This scale continues the hierarchical decomposition, providing even finer
spatial granularity. The sub-regions from S3 are divided into smaller clusters of channels. These clusters
might correspond to more specific functional parcels or highly localized groups of electrodes, enabling the
model to learn features reflecting very localized neural processing.

* Scale S5 (Individual Channels): Scale S5 represents the finest level of the hierarchy used in our model.
At this scale, each node or unit effectively corresponds to an individual EEG channel, or a very small,
highly localized group if the original channel density is extremely high. This allows for the most detailed
spatial resolution, capturing channel-specific information and fine-grained spatial patterns.

The rationale behind this 5-scale structure is to provide a rich, hierarchical representation that allows the
THD-BAR framework to learn and integrate features across multiple spatial resolutions simultaneously. This
progressive refinement from global (S1) to local (S5) information is hypothesized to be crucial for capturing
the complex and multi-faceted nature of brain dynamics, where different cognitive processes might manifest at
different spatial scales.

The specific groupings of channels at each intermediate scale (S2-S4) are primarily guided by the spatial
adjacency of channels based on standard EEG montages (e.g., extensions of the 10-20 system) and aim to reflect
plausible functional or anatomical parcellations where possible. While the BTH concept is flexible and the
number of scales or the exact channel groupings can be adapted based on specific EEG hardware, channel
density, or research questions, the 5-scale hierarchy presented here provides a robust and physiologically-inspired
framework for our experiments. This structured approach to spatial ordering is a key component enabling the
"next-scale-time prediction" strategy of our THD-BAR model.
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Figure 10: Brain Topology Hierarchy (BTH).
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E Experimental Configurations

Table 4: Hyperparameters for neural tokenizer.

Hyperparameters Values
Temporal Encoder

Input channels {1, 16, 16}
Output channels {16, 16, 16}
Kernel size {15, 3, 3}
Stride {8,1, 1}
Padding {7,1,1}
Transformer encoder layers 12
Transformer decoder layers 3

Hidden size 768

MLP size 3072
Attention head number 12
Codebook size 8192 x 128
Training

Batch size 512

Peak learning rate Se-5
Minimal learning rate le-5
Learning rate scheduler Cosine
Optimizer AdamW
Adam 3 (0.9, 0.999)
Weight decay le-4

Total epochs 50
Warmup epochs 5

Data overlap None
Gradient clipping None

Table 5: Hyperparameters for autoregressive pre-training.

Hyperparameters THD-BAR-Base THD-BAR-Large THD-BAR-Huge
Model size 124M 354M 1555M
Transformer encoder layers 12 24 48

Hidden size 768 1024 1600
MLP size 3072 4096 6400
Attention head number 12 16 25

EEG batch size 480 512 512

Text batch size 32 64 64

Peak learning rate 6e-4 6e-4 6e-4
Minimal learning rate 6e-5 6e-5 6e-5
Learning rate scheduler Cosine Cosine Cosine
Optimizer AdamW AdamW AdamW
Adam g (0.9, 0.95) (0.9, 0.95) (0.9, 0.95)
Weight decay 0.1 0.1 0.1

Total epochs 20 20 20
Warmup epochs 2 2 2

Data overlap None None None
Gradient clipping 1 1 1
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Table 6: Hyperparameters for instruction tuning.

Hyperparameters Values

Instruction batch size 512

Text batch size 128

Peak learning rate 5e-4 (B), 5e-5 (L), 2e-5 H)

Minimal learning rate 5e-5 (B), 5e-6 (L), 2e-6 (H)
Learning rate scheduler Cosine

Optimizer AdamW
Adam (0.9, 0.95)
Weight decay 0.1

Total epochs 5(B,L),3H)
Warmup ratio 0.1

Gradient clipping 1

F Instruction Description

Table 7: Instruction description for downstream datasets.

Dataset Instruction Description
[SEP] Question: What are the valence and arousal levels of EEG segment? Options: (A)

DEAP Low valence and low avoidance. (B) High valence and low avoidance. (C) Low valence and
high avoidance. (D) High valence and high avoidance. Answer: {(A), (B), (C), (D)} [END]

SEED [SEP] Question: Which emotion type does this EEG segment belong to? Options: (A)
Positive, (B) Neutral, (C) Negative. Answer: {(A), (B), (C)} [END]

MIBCI [SEP] Question: Is this EEG segments for Left hand or right hand motor imagery? Options:
(A) Left, (B) Right. Answer: {(A), (B)} [END]

BCIC4-1 [SEP] Question: Is this EEG segments for Left hand or right hand motor imagery? Options:
(A) Left, (B) Right. Answer: {(A), (B)} [END]

EEGMat [SEP] Question: Is this EEG segment for rest or for task? Options: (A) Rest, (B) Task.
Answer: {(A), (B)} [END]

STEW [SEP] Question: What is the mental workload level of this EEG segment? Options: (A) Low,
(B) Medium, (C) High. Answer: {(A), (B), (C)} [END]

EDF [SEP] Question: What is the sleep stage of this EEG segment? Options: (A) wake, (B) N1.
(C) N2. (D) N3. (E) Movement. Answer: {(A), (B), (C), (D), (E)} [END]
[SEP] Question: Which sleep type does this EEG segment belong to? Options: (A) Wake.

HMC (B) NREM-1. (C) NREM-2. (D) NREM-3. (E) REM. Answer: {(A), (B), (C), (D), (E)}
[END]

TUAB [SEP] Question: Is this EEG segment abnormal? Answer: {Yes, No} [END]
[SEP] Question: Which event type does this EEG segment belong to? Options: (A) spike

TUEV and slow wave. (B) generalized periodic epileptiform discharge. (C) periodic lateralized

epileptiform discharge. (D) eye movement. (E) artifact. (F) background. Answer: {(A), (B),
(©), (D), (B), (F)} [END]

G Visualization Results

Figure [TT] extends the analysis of spatio-temporal dynamics. It presents additional heatmap reconstruction
examples from the MIBCI dataset, showcasing THVQ-VAE’s proficiency in capturing the evolution of spatial
brain activity patterns over consecutive time steps. These samples further illustrate its strength in representing
dynamic EEG features compared to baseline methods, reinforcing the findings discussed regarding Figure[J]in the
main text. Figure[T2] presents a multi-domain comparison between the original EEG signal and the reconstructed
signal, examining their time-domain waveforms, frequency-domain spectrograms, and spatial heatmaps. The
time-domain waveforms show close alignment, indicating effective reconstruction. The frequency-domain
spectrograms and spatial heatmaps further reveal that both frequency characteristics and spatial distributions are
well-preserved, demonstrating the successful retention of key signal features across all domains.

17



Original
Original

VQ-VAE

Reconstruction (Ground-truth)
VQ-VAE
Reconstruction  (Ground-truth)

THVQ-VAE
Reconstruction
THVQ-VAE
Reconstruction

Original

Reconstruction  (Ground-truth)

Reconstruction (Ground-truth)

2
w w
< <
2 ( | 2
[ <3
> >
c N <2 c
w2 wS
<% £3
oB l l ( ] &%
£ £5
Fg Fg
4 o
1 1 1 1 »
u t t t
tma t et tne2

©

Figure 11: Additional examples from the MIBCI dataset further illustrating THVQ-VAE’s enhanced capability
in capturing spatio-temporal dynamics of EEG signals.
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Figure 12: Each row showcases a different EEG channel/segment, comparing: (Left) Original vs. Reconstructed
time-domain waveforms; (Center) Original vs. Reconstructed frequency-domain spectrograms (multi-channel);
and (Right) Original vs. Reconstructed spatial heatmaps at a specific time point.
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H Limitations and Future Work

While THD-BAR shows promise, its current multi-modal integration primarily serves instruction-based fine-
tuning, with deeper fusion with other physiological signals or richer contextual data remaining an area for
expansion. Future work will focus on enhancing THD-BAR'’s efficiency for real-time BCI applications through
model compression and exploring non-autoregressive BAR variants. Expanding the pre-training corpus with
more diverse EEG data (varied populations, tasks, noise conditions) and integrating advanced artifact handling
will be crucial for improving robustness. Furthermore, building upon our current physiologically-derived BTH
and its validated effectiveness, future work will rigorously investigate the impact of alternative topological
partitioning methods, such as anatomy-based templates and data-driven clustering approaches. We also aim to
extend THD-BAR for deeper multi-modal co-learning with signals like iEEG, fNIRS, fMRI, and behavioral
data. Crucially, beyond current classification tasks, future efforts will adapt THD-BAR for a broader range
of applications, including EEG denoising, anomaly detection, spatio-temporal localization of neural events or
disease biomarkers, and signal reconstruction, to further validate the universality of its learned representations.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the main contributions, including the proposal
of the THD-BAR framework, the Brain Topology Hierarchy (BTH), the THVQ-VAE tokenizer, and the
"next-scale-time prediction" strategy.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the paper.
* The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this question
will not be perceived well by the reviewers.
* The claims made should match theoretical and experimental results, and reflect how much the results
can be expected to generalize to other settings.
* It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.
2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper includes a dedicated "Limitations and Future Work" section in the appendix
(Appendix [H), which discusses current limitations such as the scope of multi-modal integration and
outlines areas for future improvement.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the paper has
limitations, but those are not discussed in the paper.

» The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to violations of these
assumptions (e.g., independence assumptions, noiseless settings, model well-specification, asymptotic
approximations only holding locally). The authors should reflect on how these assumptions might be
violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested on a
few datasets or with a few runs. In general, empirical results often depend on implicit assumptions,
which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For example,
a facial recognition algorithm may perform poorly when image resolution is low or images are taken
in low lighting. Or a speech-to-text system might not be used reliably to provide closed captions for
online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how they
scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to address problems of
privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that aren’t
acknowledged in the paper. The authors should use their best judgment and recognize that individual
actions in favor of transparency play an important role in developing norms that preserve the integrity
of the community. Reviewers will be specifically instructed to not penalize honesty concerning
limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

¢ The answer NA means that the paper does not include theoretical results.
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 All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.

» All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they appear in the
supplemental material, the authors are encouraged to provide a short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by formal
proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper (regardless
of whether the code and data are provided or not)?

Answer: [Yes]
Justification: This paper has detailed instructions on how to reproduce the main experimental results.
Guidelines:

* The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data are
provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make their
results reproducible or verifiable.

¢ Depending on the contribution, reproducibility can be accomplished in various ways. For example,
if the contribution is a novel architecture, describing the architecture fully might suffice, or if the
contribution is a specific model and empirical evaluation, it may be necessary to either make it
possible for others to replicate the model with the same dataset, or provide access to the model. In
general. releasing code and data is often one good way to accomplish this, but reproducibility can
also be provided via detailed instructions for how to replicate the results, access to a hosted model
(e.g., in the case of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions to provide
some reasonable avenue for reproducibility, which may depend on the nature of the contribution. For
example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of closed-
source models, it may be that access to the model is limited in some way (e.g., to registered
users), but it should be possible for other researchers to have some path to reproducing or
verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to faithfully
reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: We release all code and data preprocess scripts in the supplemental material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/guides/
CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be possible, so
“No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless this is
central to the contribution (e.g., for a new open-source benchmark).

¢ The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how to access the
raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed method
and baselines. If only a subset of experiments are reproducible, they should state which ones are
omitted from the script and why.

¢ At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters, how
they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: The paper specify all the training and test details in 3.2 and Appendix.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

» The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate information
about the statistical significance of the experiments?

Answer: [Yes]

Justification: The results are accompanied by error bars, confidence intervals, or statistical significance
tests.

Guidelines:

* The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confidence intervals,
or statistical significance tests, at least for the experiments that support the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given experi-
mental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a library
function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
¢ It should be clear whether the error bar is the standard deviation or the standard error of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report a
2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is not
verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or figures symmetric
error bars that would yield results that are out of range (e.g. negative error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer resources
(type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
Justification: The paper provide sufficient information on the computer resources in 3.2.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.
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9.

10.

11.

* The paper should disclose whether the full research project required more compute than the exper-
iments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into the

paper).
Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code of
Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the NeurIPS Code of
Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation from
the Code of Ethics.

¢ The authors should make sure to preserve anonymity (e.g., if there is a special consideration due to
laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts of
the work performed?

Answer: [Yes]

Justification: The paper highlights potential positive societal impacts, including improved EEG-based
diagnostics and therapies that could enhance healthcare outcomes.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact or why
the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses (e.g., dis-
information, generating fake profiles, surveillance), fairness considerations (e.g., deployment of
technologies that could make decisions that unfairly impact specific groups), privacy considerations,
and security considerations.

* The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in the
quality of generative models could be used to generate deepfakes for disinformation. On the other
hand, it is not needed to point out that a generic algorithm for optimizing neural networks could
enable people to train models that generate Deepfakes faster.

¢ The authors should consider possible harms that could arise when the technology is being used as
intended and functioning correctly, harms that could arise when the technology is being used as
intended but gives incorrect results, and harms following from (intentional or unintentional) misuse
of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies (e.g.,
gated release of models, providing defenses in addition to attacks, mechanisms for monitoring misuse,
mechanisms to monitor how a system learns from feedback over time, improving the efficiency and
accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of data or
models that have a high risk for misuse (e.g., pretrained language models, image generators, or scraped
datasets)?

Answer: [NA|
Justification: The paper poses no such risks.
Guidelines:

¢ The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should describe
how they avoided releasing unsafe images.
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12.

13.

14.

15.

* We recognize that providing effective safeguards is challenging, and many papers do not require this,
but we encourage authors to take this into account and make a best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]
Justification: All datasets used are existing, publicly available datasets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

¢ The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service of that
source should be provided.

 If assets are released, the license, copyright information, and terms of use in the package should be
provided. For popular datasets, paperswithcode.com/datasets|has curated licenses for some
datasets. Their licensing guide can help determine the license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]
Justification: We release our code.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their submissions
via structured templates. This includes details about training, license, limitations, etc.

» The paper should discuss whether and how consent was obtained from people whose asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA|
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such risks
were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an equivalent
approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:
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e The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state this
in the paper.

* We recognize that the procedures for this may vary significantly between institutions and locations,
and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if applicable),
such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing, editing, or
formatting purposes and does not impact the core methodology, scientific rigorousness, or originality of
the research, declaration is not required.

Answer: [NA]

Justification: The BAR module is described as adopting a GPT-2 series architecture, which is a known AR
model, but its specific adaptation and the overall THD-BAR framework are the novel contributions, not
the LLM architecture itself as a new component.

Guidelines:

* The answer NA means that the core method development in this research does not involve LLMs as
any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what should
or should not be described.
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