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Abstract
To enhance the domain-specific capabilities of001
large language models, continued pre-training002
on a domain-specific corpus is a prevalent003
method. Recent work demonstrates that adapt-004
ing models using reading comprehension data005
formatted by regex-based patterns can sig-006
nificantly improve performance on domain-007
specific tasks. However, regex-based patterns008
are incapable of parsing raw corpora using009
domain-specific knowledge. Furthermore, the010
question and answer pairs are extracted di-011
rectly from the corpus in predefined formats012
offers limited context. To address this limita-013
tion, we improve reading comprehension via014
LLM and clustering. LLM focuses on lever-015
aging domain knowledge within the corpus to016
refine comprehension stage, while clustering017
supplies relevant knowledge by extending the018
context to enrich reading stage. Additionally,019
our method incorporates parameter-efficient020
fine-tuning to improve the efficiency of do-021
main adaptation. In comparison to AdaptLLM,022
our method achieves an improvement exceed-023
ing 5% in domain-specific tasks.024

1 Introduction025

With the emergence of Large Language Mod-026

els (LLMs), LLMs have shown promising perfor-027

mance on various downstream tasks. A number of028

domain-specific LLMs (Cheng et al., 2023; Chen029

et al., 2023; Wu et al., 2023; Han et al., 2023; Liu030

et al., 2023a) have also been proposed to enhance031

LLMs on domain-specific capabilities of LLMs,032

which demonstrate improved performances in re-033

spective domains compared to general models.034

These domain-specific LLMs can be trained in two035

ways: either from scratch or by adapting existing036

general LLMs through continued pre-training (Gu-037

rurangan et al., 2020), with the latter being a more038

efficient method due to the foundational benefits039

provided by the general LLMs.040

Recent work (Cheng et al., 2023) reveals that041

straightforward adaptation of a general LLM using042

raw domain-specific corpus is ineffective and can 043

even impair prompting ability on domain-specific 044

tasks. To harness the potential of domain-specific 045

knowledge, they proposed a data preprocessing 046

method named AdaptLLM. This method trans- 047

forms a corpus into a reading comprehension for- 048

mat, utilizing specially designed regex-based pat- 049

terns. Consequently, AdaptLLM notably enhances 050

the performance of domain-specific tasks by struc- 051

turing a corpus in the question-answering format. 052

However, the reliance on regex-based patterns 053

poses challenges in handling complex patterns and 054

generating questions that reflect domain-specific 055

knowledge. For example, the regex-based pattern 056

{SENT1} Therefore, {SENT2} is converted into 057

a question-answer format as: What is the cause 058

of {SENT1}? {SENT2}. This method also limits 059

the diversity of question types. Integrating LLMs 060

in the preprocessing stage can overcome these lim- 061

itations. LLMs like ChatGPT are capable of iden- 062

tifying domain-specific knowledge and generating 063

high-quality question-answer pairs for educational 064

purposes (Olney, 2023; Lu, 2023). To mitigate the 065

processing costs associated with ChatGPT in pre- 066

processing, we fine-tune a compact LLM through 067

knowledge distillation, to efficiently preprocesses 068

domain-specific data. 069

We find that the context of question answer- 070

ing can be too short to learn domain-specific 071

knowledge comprehensively. For example, in 072

biomedicine, each document is a short abstract of 073

paper, which is easy for LLM to answer questions, 074

but lacks enough context to learn domain-specific 075

knowledge. Inspired by (Levine et al., 2021; Shi 076

et al., 2023), we leverage length-based clustering 077

to extend the context by concatenating similar doc- 078

uments into the same input as context. Moreover, 079

we improve the efficiency of domain adaptation 080

by utilizing parameter-efficient fine-tuning meth- 081

ods like LoRA (Hu et al., 2021). Contrary to pre- 082

vious work (Liu et al., 2023a), we find that LoRA 083
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Figure 1: The overall framework of our method. Best view in color.

can be more efficient than full fine-tuning for do-084

main adaptation with proper settings.085

2 Methods086

Considering the constraints of AdaptLLM in con-087

verting the corpus into reading comprehension via088

regex-based patterns, our method improves the089

quality of question answer pairs via LLM to en-090

hance comprehension phase and extends their con-091

text by clustering to enhance reading phase, as092

illustrated in Figure 1. Furthermore, we employ093

parameter-efficient fine-tuning to enhance domain094

adaptation efficiency with appropriate settings.095

2.1 LLM-based data Preprocessing096

For question-answer pairs generation, we em-097

ploy ChatGPT to generate question-answer pairs098

with the prompt template: {DOCUMENT} Ask a099

few questions to help understand the100

above passage about {DOMAIN} and give101

the corresponding answers in JSON list102

(each JSON contain two keys: question103

and answer). Here, {DOCUMENT} represents the104

text from the corpus such as the paper abstract105

in biomedicine domain. {DOMAIN} indicates the106

adapted domain, which could be biomedicine or107

finance.108

Considering that the corpus can contain more109

than a billion tokens, preprocessing the entire do-110

main specific corpus can be expensive with the111

API based LLMs. To solve this problem, we fur-112

ther fine-tune a 7B parameter LLM by distilling113

from ChatGPT to generate question-answer pairs114

for entire corpus.115

2.2 Length-based Clustering 116

We leverage document similarity to extend the con- 117

text of question answering. Specifically, we em- 118

bed documents with the text embedding model 119

to cluster documents. Since the document length 120

varies, we stop adding a new document to the 121

cluster when the length exceeds the threshold or 122

achieves the maximum amount of documents. To 123

format the text of a cluster, we first concatenate all 124

the documents, then shuffle their question-answer 125

pairs to assemble them. Following AdaptLLM, we 126

also augment the domain corpus with general in- 127

structions. Finally, we use 0/1 knapsack algorithm 128

to fit these into the maximum context length of 129

LLMs. The detailed algorithm is in Algorithm 1. 130

Algorithm 1 Length-based Clustering
Input: Set of documents D, Set of question-answer pairs
P , Set of general instructions G,Text embedding model M ,
Length threshold Lmax, Max documents Dmax

Output: Model input I
1: Initialize clusters C ← ∅
2: for each document d ∈ D do
3: Embed d with M to get embedding ed
4: end for
5: while |D| > 0 do
6: Randomly select di from D as cluster c
7: Initialize length Lc ← len(di) + len(pi)
8: Initialize count Nc ← 1
9: while Lc < Lmax and Nc < Dmax do

10: Get the closet di to cluster c based on ed
11: if sim(di, c) < 0.7 then
12: Break ▷ stop clustering if no similar d
13: end if
14: Update Lc and Nc based on di and pi
15: end while
16: Remove c from D and append to C
17: end while
18: Format each cluster c in C
19: Tokenize I = C

∪
G with LLM tokenizer

20: Using 0/1 knapsack algorithm to fit I with maximum
context length

21: return I
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Biomedicine

BioMMLU PubMedQA MQP RCT UMSLE Avg.

General LLM 29.9 74.0 50.0 47.0 28.9 46.0
AdaptLLM† 46.6 75.2 68.7 47.1 33.3 54.2

DAPT 47.2 73.6 50.8 32.3 38.7 48.5
ReadCompre 47.3 75.2 68.8 47.0 39.8 55.6
Our 48.3 73.7 79.8 58.0 40.1 60.0

Finance

FiQA SA ConvFinQA FPB NER Headline Avg.

General LLM 40.5 38.3 20.6 67.6 84.6 50.3
AdaptLLM† 65.6 46.9 58.1 69.1 85.7 65.1

DAPT 75.6 42.2 67.4 73.1 85.2 68.7
ReadCompre 75.7 39.9 70.9 68.4 86.8 68.3
Our 77.3 43.8 77.6 70.3 84.4 70.7

Table 1: Main results on domain-specific task performance with general LLM, AdaptLLM (Cheng et al., 2023),
domain-adaptive pre-training (DAPT), data preprocessing following in AdaptLLM (ReadCompre) and our method.
For DAPT and ReadCompre, we reproduce these methods with the same training setting and domain corpus to
demonstrate the effectiveness of our method. †: results from evaluating the published checkpoints. We find the
performance of AdaptLLM is under-estimated in the original paper due to the dirty data and messy templates, and
re-evaluate the performance of AdaptLLM with cleaned data and format templates.

2.3 Parameter Efficient Domain Adaptation131

Recent work (Liu et al., 2023a) indicates that132

Parameter Efficient Fine-Tuning (PEFT) methods133

like LoRA (Hu et al., 2021) are generally less ef-134

fective than full fine-tuning for domain adaptation.135

This shortcoming is attributed to the exclusive im-136

plementation of LoRA in the self-attention layers,137

while neglecting the feed-forward layers which138

are related to storage knowledge in LLMs (Dai139

et al., 2021). It limits the ability of LoRA to140

store domain-specific knowledge during contin-141

ued fine-tuning. Distinct from other downstream142

tasks, such as translation, domain adaptation also143

exhibits heightened sensitivity to the quantity of144

trainable parameters. For instance, a low LoRA145

rank, such as 8, is often adequate for standard146

tasks. However, domain adaptation requires a sig-147

nificantly higher rank, like 256, to achieve com-148

parable results with full fine-tuning. Nonetheless,149

even at a rank of 256, LoRA maintains a signifi-150

cant efficiency advantage over full fine-tuning.151

3 Experiments152

3.1 Experiment Settings153

Following the AdaptLLM (Cheng et al., 2023), we154

use PubMed abstracts from the Pile (Gao et al.,155

BioMMLU BioMMLU Improv.RAG

DAPT 47.4 52.5 5.1
ReadCompre 47.3 51.5 4.2
Our 48.3 54.5 6.2

Table 2: Retrieval Augmented Generation (RAG) re-
sults on BioMMLU. We use LLM-Embedder (Zhang
et al., 2023) as the text embedder with the MS
MARCO (Nguyen et al., 2016) as the retrieval corpus.

2020) for biomedicine domain, and financial news 156

collected by FinGPT (Liu et al., 2023b) for fi- 157

nance domain. Additionally, the LIMA (Zhou 158

et al., 2023), WizardLM (Xu et al., 2023), and 159

Orca (Mukherjee et al., 2023) datasets are used 160

as general instruction datasets with same mix- 161

ing ratio as AdaptLLM. For data preprocessing, 162

gpt-3.5-turbo is employed to generate question- 163

answer pairs for 10000 documents in each domain 164

to fine tune a 7B LLaMA (Touvron et al., 2023). 165

This fine-tuned model is then utilized to generate 166

question-answer pairs for the entire corpus. For 167

continue training, we use LoRA with a rank of 256 168

and int8 quantization to improve the efficiency of 169

training. 170

For domain-specific tasks, we evaluate model 171
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Figure 2: Ablation study on clustering on biomedicine
with DAPT, ReadCompre and our method.

on the following datasets: PubMedQA (Jin et al.,172

2019), MQP (McCreery et al., 2020), RCT (Der-173

noncourt and Lee, 2017), USMLE (Jin et al.,174

2021), BioMMLU, which we select biomedicine175

subjects from MMLU (Hendrycks et al., 2020),176

and ConvFinQA (Chen et al., 2022), FPB (Malo177

et al., 2014), NER (Salinas Alvarado et al., 2015),178

Headline (Sinha and Khandait, 2021), FiQA179

SA (Maia et al., 2018) for finance domain.180

3.2 Main Results181

We show the main results on domain-specific182

tasks in Table 1. Our method surpasses183

AdaptLLM, yielding average improvement of184

6.8% in biomedicine and 5.6% in finance. We185

also reproduce the results of DAPT and Read-186

Compre using identical training data and param-187

eter efficient fine-tuning. In the case of Read-188

Compre, which uses the same data preprocessing189

method as AdaptLLM, we are able to reproduce190

the results and even achieve better performance.191

Compared to it, our method still achieves con-192

sistently improvements under the same data and193

settings, which demonstrates the effectiveness of194

our method. We do not find DAPT has an ad-195

verse impact on the general LLM as suggested196

in (Cheng et al., 2023). Instead, DAPT even197

demonstrates better performance in finance com-198

pared to ReadCompre. Furthermore, the integra-199

tion of clustering to extend the context also en-200

hance the performance on Retrieval-Augmented201

Generation (RAG), as detailed in Table 2.202

4 Ablation Study203

4.1 Effect of Clustering204

To validate the effectiveness of our clustering205

method, we report the performance of DAPT,206

LoRA LoRA Trainable
Avg.

Rank Target Parameters

full fine-tuning 7B 59.5

256 QV linear 256M 53.6

8 all linear 19M 50.1
32 all linear 153M 52.5

128 all linear 305M 53.2
256 all linear 610M 60.0

Table 3: Ablation study on parameter efficient fine-
tuning.

ReadCompre and our method with and without 207

clustering in Figure 2. We find that clustering 208

improves the performance of all three methods, 209

which demonstrates the effectiveness of clustering 210

in domain adaptation. 211

4.2 Effect of Parameter Efficient Fine-Tuning 212

To study the influence of parameter efficient fine- 213

tuning, we report the performance on biomedicine 214

of different LoRA ranks and applied LoRA targets 215

in Table 3. We find that trainable parameters is es- 216

sential for domain adaptation. By increasing the 217

LoRA rank to 256 with around 610M trainable pa- 218

rameters, the performance of parameter efficient 219

fine-tuning can match full fine-tuning on domain 220

adaption. 221

5 Conclusion 222

In this paper, we focus on improving the effi- 223

ciency of domain adaptation through extended- 224

text reading comprehension based on LLM and 225

Clustering. To achieve it, we propose a domain 226

adaptation method that incorporates LLM-based 227

data preprocessing, length-based clustering, and 228

parameter-efficient domain adaptation. For LLM- 229

based data preprocessing, we improve regex-based 230

patterns in AdaptLLM by exploiting the ability of 231

LLMs to generate question-answer pairs to help 232

the model learn domain-specific knowledge. For 233

length-based clustering, we further extend the con- 234

text of question answering by concatenating simi- 235

lar documents into the same input. For parameter- 236

efficient domain adaptation, we argue that LoRA 237

can be more efficient than full fine-tuning for do- 238

main adaptation with proper settings. Experiments 239

show that our method are effective to leverage un- 240

supervised domain-specific corpus to improve the 241

performance of domain-specific tasks. 242
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6 Limitation243

The preprocessing of a domain-specific corpus in-244

curs higher costs compared to the AdaptLLM. De-245

spite employing knowledge distillation to reduce246

the API expenses associated with ChatGPT, the247

process still necessitates approximately $15 and248

additional computational resources to process the249

entire corpus using distillation models. These250

additonal computational resources can be offset251

by using parameter efficient fine-tuning in our252

method.253
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